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About the Conference 

 
 

IEMTRONICS 2020 

 

Continuing with the outstanding success of IEEE IEMCON, IEEE CCWC, IEEE UEMCON, 

IEMANTENNA  we are proud to present  IEMTRONICS 2020 (International IOT, Electronics 

and Mechatronics Conference)  which will be held during 9th -12th  September, 2020 at 

Vancouver, Canada, in online mode. Keeping in mind the pandemic situation prevalent 

globally due to Covid 19 and following the legacy of organizing highly successful conferences, 

we have planned for the online conference. The conference aims to bring together scholars from 

different backgrounds to emphasize dissemination of ongoing research broadly in the fields of 

IOT, Electronics and Mechatronics.  Research papers were invited describing original works in 

above mentioned fields and related technologies. The conference will include a peer-reviewed 

program of technical sessions, special sessions, tutorials and demonstration sessions. 

All accepted papers which will be presented during the parallel sessions of the Conference 

will be published in IEEE Xplore Digital Library (Scopus, DBLP, Ei Compendex, Web of 

Science and Google Scholar indexed). 

This conference will also promote an intense dialogue between academia and industry to bridge 

the gap between academic research, industry initiatives, and governmental policies. This is 

fostered through panel discussions, keynotes, invited talks and industry exhibits where academia 

is exposed to state-of-practice and results from trials and interoperability experiments. The 

industry in turn benefits by exposure to leading-edge research in networking as well as the 

opportunity to communicate with academic researchers regarding practical problems that require 

further research. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Our Reviewers 
 

IEMTRONICS 2020 followed a rigorous triple-blind review process in order to 

identify suitable papers for both presentation and publication. This process helped the 

organizers to shortlist good quality papers from diverse regional areas and across 

various domains. This edited book also incorporates four invited papers from experts 

across the globe. The congress received more than three hundred full papers for 

review and approximately twenty five percent were selected for full paper 

submission. In the end, eighty papers, including invited papers were found acceptable 

for presentation and congress proceedings. 

Such a detailed review process was possible due to the excellent and enthusiastic 

support extended by the strong technical review team of IEMTRONICS 2020. For 

every stage of submission, IEMTRONICS had a specific template review procedure 

to analyze the submissions and provide suitable comments for the authors to 

incorporate. The review team which formed the technical backbone for the selection 

of submissions for the edited book and the conference presentation was supervised 

by:: 

 

• Mr. Qasem Abu Al-Haija 

Tennessee State University 

 

• Dr. Mohd Ashraf Ahmad 

Universiti Malaysia Pahang 

 

• Dr. Ritesh Ajoodha 

The University of the Witwatersrand, 

Johannesburg 

 

• Dr. Md Ali 

Rider University 

 

• Dr. Mohammad AlShabi 

University of Sharjah 

 

• Prof. Tarachand Amgoth 

Indian Institute of Technology (ISM) 

Dhanbad 

 

• Mr. Mohammad Anees 

Xilinx 

 

• Mrs. Priyalakshmi 

Balasundaram 

SRM Institute of Science and Technology 

• Dr. Sankhyabrata 

Bandyopadhyay 

Southern University of Science and 

Technology 

 

• Prof. Aleksandr Belov 

National Research University Higher 

School of Economics 

 

• Dr. Ankur Bhattacharjee 

Birla Institute of Technology and 

Science Pilani, Hyderabad Campus 

 

• Prof. Rajat Subhra Chakraborty 

Indian Institute of Technology 

 

• Dr. Pratik Chattopadhyay 

Indian Institute of Technology (BHU), 

Varanasi 

 

• Mr. Sangay Chedup 

Jigme Namgyel Engineering College 

 

• Dr. Khalid Darabkh 

The University of Jordan 

 



• Mr. Arighna Deb 

KIIT University 

 

• Dr. Arindam Deb 

KIIT 

 

• Dr. Rajiv Dey 

SoET, BML Munjal University 

 

• Mr. Sukomal Dey 

Indian Istitute of Technology, Delhi 

 

• Dr. Ozan Dogan 

Delft 

 

• Dr. Ke-Lin Du 

Concordia University 

 

• Dr. Tarek El Salti 

Sheridan College 

 

• Dr. Heba Elgazzar 

Morehead State University 

 

• Ms. Eiman Elghanam 

American University of Sharjah 

 

• Mr. Vipkas Al Hadid Firdaus 

State Polytechnic of Malang 

 

• Dr. Stephen Andrew Gadsden 

University of Guelph 

 

• Dr. Vilas Gaidhane 

Birla Institute of Technology and 

Science Pilani, Dubai Campus 

 

• Mr. Nilesh Goel 

Birla Institute of Technology and 

Science Pilani, Dubai Campus, Dubai 

UAE 

 

• Dr. Arnab Hazra 

BITS Pilani Rajasthan 

 

 

• Dr. Ranjay Hazra 

Nit Silchar 

 

• Ms. Mousam Hossain 

University of Central Florida 

 

• Dr. Rasha Kashef 

Ryerson University 

 

• Mr. Hiroshige Kikura 

Tokyo Institute of Technology 

 

• Prof. Jong-Hoon Kim 

Kent State University 

 

• Mr. Ashish Kulkarni 

DTU Delhi 

 

• Dr. Kean Boon Lee 

The University of Sheffield 

 

• Dr. Moises Levy 

West Texas A&M University 

 

• Dr. Sudipta Maity 

National Institute of Technology (NIT), 

Rourkela 

 

• Dr. Pravir Malik 

Deep Order Technologies 

 

• Dr. Morteza Modarresi Asem 

Tehran Medical Sciences University 

 

• Mr. Anandarup Mukherjee 

University of Cambridge 

 

• Dr. Zia Nadir 

Sultan Qaboos University 
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National University of Uzbekistan 

named after Mirzo Ulugbek 

 

• Mr. Kumar Rahul 

XILINX 



 

• Dr. Ashiq Sakib 

Florida Polytechnic University 
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Tracks: 
 

Track 1: IoT & Data Science 

•           IoT and blockchain 

•           IoT and big data 

•           Next-generation infrastructure for IoT 

•           Cloud computing and IoT 

•           Edge computing and IoT 

•           IoT platforms, tools, and applications 

•           IoT systems development methodologies 

•           IoT applications 

  

Track 2: Electronics 

•           Photonics 

•           Nano science & quantum technology 

•           VLSI and microelectronic circuit embedded 

systems 

•           System on Chip (SoC) Design 

•           FPGA (Field Programmable Gate Array) 

design and applications 

•           Electronic instrumentations 

•           Sensors & systems 

•           NEMS & MEMS 

•           Integrated circuits & power electronics 

•           Electronic power converters and inverters 

•           Electric vehicle technologies 

•           Control theory, optimization and 

applications 

•           Robotics and autonomous systems 

•           Intelligent,optimal,robust,adaptive control 

•           Linear and nonlinear control systems 

•           Complex adaptive systems 

•           Industrial automation and control systems 

technology 

•           Modern electronic devices 

•           Biomedical devices & imaging 

•           Energy harvesting & conversions 

•           Energy efficient hardware systems 

  

 

 

 

Track 3: Mechatronics 

•           Sensing and control systems 

•           Mechatronics systems 

•           Mechanical systems 

•           Artificial intelligence 

•           Applications of robotics 

  

Track 4: Information Technology 

•           Business intelligence and applications 

•           Computer network 

•           Evolutionary computation and algorithms 

•           Intelligent information processing 

•           Information system integration and decision 

support 

•           Image processing and multimedia technology 

•           Signal detection and processing 

•           Technique and application of database 

•           Software engineering 

•           Mobile computing 

•           Distributed systems 

•           Artificial intelligence 

•           Visualization and computer graphic 

•           Natural language processing 

•           Machine learning 

•           Internet of things, data mining 

•           Data science 

•           Cloud computing in e-commerce scenarios 

•           E-business systems integration and 

standardization, e-government 

•           Electronic business model and method 

•           E-commerce risk management 

•           Recommender system 

•           Semantic web service architecture for e-

commerce 

•           Service oriented e-commerce & business 

processes 

•           Data analytics and big data 

•           Software defined networking 

•           Secured distributed systems 



  

Track 5: Mobile Communication 

•           Ad hoc networks 

•           Body and personal area networks 

•           Cloud and virtual networks 

•           Cognitive radio networks 

•           Cyber security 

•           Cooperative communications 

•           Delay tolerant networks 

•           Future wireless internet 

•           Local dependent networks 

•           Location management 

•           Mobile and wireless IP, mobile computing 

•           Multi-hop networks 

•           Network architectures 

•           Network Security, information security, 

encoding technology 

•           Routing, QoS and scheduling 

•           Satellite communications 

•           Self-organising networks 

•           Telecommunication Systems 

•           Vehicular networks 

•           Wireless multicasting, wireless sensor 

networks  

 



Dr. Vincent Chan 

Massachusetts Institute of Technology 

Bio : Vincent W. S. Chan, the Joan and Irwin Jacobs Professor 

of EECS, MIT, received his BS(71), MS(71), EE(72), and 

Ph.D.(74) degrees in EE all from MIT. From 1974 to 1977, he 

was an assistant professor, EE, at Cornell University. He joined 

MIT Lincoln Laboratory in 1977 and had been Division Head 

of the Communications and Information Technology Division 

until becoming the Director of the Laboratory for Information and Decision Systems (1999–

2007). He is currently a member of the Claude E. Shannon Communication and Network Group 

at the Research Laboratory of Electronics of MIT. 

In July 1983, he initiated the Laser Intersatellite Transmission Experiment Program and in 1997, 

the follow-on GeoLITE Program. In 1989, he formed the All-Optical-Network Consortium 

among MIT, AT&T and DEC.  He also formed and served as PI the Next Generation Internet 

Consortium, ONRAMP among AT&T, Cabletron, MIT, Nortel and JDS, and a Satellite 

Networking Research Consortium formed between MIT, Motorola, Teledesic and Globalstar. He 

has founded in 2009 and is serving as the Editor-in-Chief of a new IEEE/OSA Journal: Journal 

of Optical Communications and Networking. He is currently a Member of the Corporation of 

Draper Laboratory, the Technical Advisory Board of Mercury Computer and on the Board of 

Governors of the IEEE Communication Society. He is also an elected member of Eta-Kappa-Nu, 

Tau-Beta-Pi and Sigma-Xi, the Fellow of the IEEE and the Optical Society of America. 

Throughout his career, Professor Chan has spent his research focus on communication and 

networks, particularly on free space and fiber optical communication and networks and satellite 

communications. His work has led the way to a successful laser communication demonstration in 

space and early deployment of WDM optical networks. His recent research emphasis is on 

heterogeneous (satcom, wireless and fiber) network architectures with stringent performance 

demands. 

 

Dr. William Lehr 

Massachusetts Institute of Technology 

Bio : Dr. William Lehr is a telecommunications and Internet 

industry economist and consultant with over twenty-five years 

of experience. He regularly advises senior industry executives 

and policymakers in the U.S. and abroad on the market, 

industry, and policy implications of events relevant to the 

http://web.mit.edu/chan/www/index.html


Internet ecosystem. He is a research scientist in the Computer Science and Artificial Intelligence 

Laboratory (CSAIL) at the Massachusetts Institute of Technology, currently engaged several 

multidisciplinary research projects within the Advanced Networking Architecture Group in 

CSAIL (ANA). Dr. Lehr’s research focuses on the economics and regulatory policy of the 

Internet infrastructure industries. He teaches courses on the economics, business strategy, and 

public policy issues facing telecommunications, Internet, and eCommerce companies, and is a 

frequent speaker at international industry and academic conferences. He is the author of 

numerous publications on such topics as the measurement of economic impacts of Information 

technologies, the economics of technical standard setting, the pricing of Internet services, and the 

implications of commercializing novel Internet and wireless technologies for industry structure 

and regulatory policy. 

In addition to his academic research, Dr. Lehr provides litigation, economic, and business 

strategy consulting services for firms in the information technology industries in the U.S. and 

abroad. Dr. Lehr has advised information technology companies on strategic marketing, pricing, 

financial planning, and competitive strategy; and government agencies in the United States and 

abroad on telecommunications and Internet policy matters. Dr. Lehr has prepared expert witness 

testimony for both private litigation and for regulatory proceedings before the FCC, before 

numerous state commissions and for numerous regulatory agencies abroad. 

Dr. Lehr holds a PhD in Economics from Stanford (1992), an MBA from the Wharton Graduate 

School (1985), and MSE (1984), BS (1979) and BA (1979) degrees from the University of 

Pennsylvania. 

 

Dr. Chuck Easttom 

University of Dallas, USA & Georgetown University, USA 

Research Interest: Cryptography, Cyber Warfare, Engineering 

Processes and Digital Forensics 

Bio : Dr. Chuck Easttom is the author of 29 books, including several 

on computer security, forensics, and cryptography.   He has also 

authored scientific papers on digital forensics, cyber warfare, 

cryptography, and applied mathematics. He is an inventor with 20 computer science patents.  He 

holds a Doctor of Science (D.Sc.) in cyber security (dissertation topic: a study of lattice-based 

algorithms for post quantum cryptography) and a Doctor of Philosophy (Ph.D.) in Technology 

focused on bioengineering and nanotechnology.  Dissertation topic is “The effects of nonlinear 

dynamics on nanotechnology and bioengineering” as well as three master’s degrees (one in 

applied computer science and one in systems engineering).  He also has 55 industry certifications 

(CISSP, CEH, etc.) He has been active in the IEEE Systems and Software Engineering Standards 

Committee in the 2675 DevOps group and the P2731 Brain Computer Interface standards group, 

as well as a reviewer for IEEE Open Access.  He is a Distinguished Speaker of the ACM  and 

https://www.csail.mit.edu/
https://groups.csail.mit.edu/ana/


senior member of the ACM as well as a Distinguished Visitor of the IEEE and an IEEE Senior 

Member. Dr. Easttom is an adjunct lecturer for Georgetown University teaching graduate cyber 

security courses in their Master of Professional Studies in Applied Intelligence program and an 

adjunct professor for the University of Dallas teaching digital forensics. 

 

 

 

Dr. Phillip Bradford 

University of-Connecticut-Stamford, USA 

Research Interest: Algorithms, Computer security, IoT, Blockchain, 

Artificial intelligence 

Bio : Dr. Bradford is a computer scientist with extensive experience in academia and industry. 

He has great reverence for quality research. He believes engineering and applied science is the 

main way to grow the economy by improving our living standards. Phil was a post-doctoral 

fellow at the Max-Planck-Institut für Informatik, he earned his PhD at Indiana University, an MS 

form the University of Kansas, and a BA from Rutgers University. He was on the faculty at 

Rutgers Business School and the University of Alabama School of Engineering. He has worked 

for General Electric, BlackRock, Reuters Analytics, founded a firm and both occasionally 

consults and works with a number of early stage firms. Currently, Phil is the director of the 

computer science program at the University of Connecticut, Stamford. 

 

Dr. Ronald F. DeMara 

University of Central Florida 

Bio : Ronald F. DeMara is Pegasus Professor in the 

Department of Electrical and Computer Engineering, joint 

faculty of Computer Science, and the Digital Learning 

Faculty Fellow at the University of Central Florida, where 

he has been a full-time faculty member since 1993. His 

interests are in computer architecture, post-CMOS devices, 

and reconfigurable fabrics. He has applied these to autonomous, embedded, and 

intelligent/neuromorphic systems, on which he has completed approximately 300 articles, 50 



funded projects as PI or Co-PI, and 50 graduates as Ph.D. dissertation and/or M.S. thesis advisor. 

He was previously an Associate Engineer at IBM and a Visiting Research Scientist at NASA 

Ames, in total for four years, and is a registered Professional Engineer since 1992. He has served 

ten terms as a Topical Editor or Associate Editor including IEEE Transactions on Computers, 

Transactions on Emerging Topics in Computing, Transactions on VLSI, IEEE Spectrum, and 

Technical Program Committees of various IEEE conferences. He has been Keynote Speaker of 

IEEE RAW and IEEE ReConFig conferences, and Guest Editor of IEEE Transactions on 

Computers 2017 Special Section on Innovation in Reconfigurable Fabrics and 2019 

Special Section on Non-Volatile Memories. He is currently an Associate Editor of IEEE 

Transactions on Emerging Topics in Computing and an IEEE Spectrum Editorial Advisory 

Board Member. He received the Joseph M. Biedenbach Outstanding Engineering Educator 

Award from IEEE in 2008. 

 

 

Dr. Scott C. Smith 

Texas A&M University-Kingsville 

Bio :  Dr. Scott C. Smith received B.S. degrees in Electrical Engineering 

and Computer Engineering, and an M.S. degree in Electrical 

Engineering, from the University of Missouri – Columbia, in 1996 and 

1998, respectively, and a Ph.D. degree in Computer Engineering from 

the University of Central Florida, Orlando, in 2001. He started as an 

Assistant Professor at University of Missouri – Rolla (now called 

Missouri University of Science & Technology), where he was promoted to Associate Professor 

with tenure, before moving to University of Arkansas (UA) as a tenured Associate Professor. 

After 6 years at UA, Dr. Smith moved to North Dakota State University as a Full Professor to 

become ECE Department Chair; and he is now Professor and Chair of the Department of 

Electrical Engineering and Computer Science at Texas A&M University – Kingsville. Dr. Smith 

has received more than $4.8 million in research funding from various government agencies and 

private industry, and has co-founded 3 technology based startup companies. He has authored 

over 100 refereed journal and conference publications, plus 8 U.S. patents, 1 co-authored and 

another co-edited book, and 4 book chapters. Dr. Smith graduated 12 Ph.D. and 14 MS students, 

and supervised over 100 undergraduate research students. His research interests include 

Asynchronous Logic, NULL Convention Logic (NCL), Computer Architecture, Embedded 

Systems, Digital Logic, FPGAs, CAD Tools for Digital Design, Computer Arithmetic, VHDL, 

VLSI, Engineering Education, Secure/Trustable Hardware, Wireless Sensor Networks, Robotics, 

and Cyber Physical Systems. Dr. Smith is a Senior Member of IEEE, and a Member of the 

National Academy of Inventors, Sigma Xi, IEEE-Eta Kappa Nu, Tau Beta Pi, and ASEE. 

 



Dr. Gideon Samid 

CTO, BitMint 

Case Western Reserve University 

Bio : Born in Jerusalem, growing up together with his young 

country, Israel, Gideon was inspired by the immensity of a 

2000 years dream becoming a reality, and by a desert made 

to bloom and shine, while facing hostilities from every 

direction. And ever since, he was thinking horizons, 

possibilities, projections, understanding. His high school 

motif was: “Be Humble”. It exercised military style uniform 

and discipline. Gideon served as an infantry intelligence officer, and studied engineering at the 

Technion — Israel institute of Technology. He worked for the government, and in the oil and 

energy industry. After the trauma of the Yom Kippur war Gideon ventured abroad. He was 

selected to represent Israel on a NASA project, which evolved into a long standing engineering 

and innovation career threaded through Exxon, SAC, Presearch, The Pentagon, and D&G 

Science — Innovation Productivity Corporation. Gideon has found his niche: developing the 

general theory of innovation: mathematical and logical tools to appraise, measure, and minimize 

the effort required to achieve an innovative goal. Gideon returned to the Technion to complete 

his PhD dissertation, and perfect these tools, and then he applied them on a variety of 

applications ranging from innovative industrial contraptions, through a powerful inference 

engine (BiPSA), cryptographic data representation, and lately: design and development of 

digitized money through advanced chemistry and cryptography (patents awarded). 

Gideon Samid is a natural born teacher. He enjoys his face to face students at the University of 

Maryland, his online teaching with the American Chemical Society, his work in the department 

of computer science at Case Western Reserve University, and his innovative hybrid teaching 

developed for Class Express, LLC. 

Gideon work on appraising innovative efforts through quantifying the measure of ‘relevant 

unknown’ dove-tails with his parallel philosophical pursuit of the notion of Unbound Ignorance 

— the idea that most of what we need to know, we don’t, and most of what we need to forget we 

won’t. 

What we miss is not a plank in an otherwise well established platform, but it is a platform we had 

not yet extended our imagination to comprehend. This realization led to a behavioral and life-

decisions guide: the idea of try again, since you are not ‘there’ yet. Gideon employs all his 

writing and artistic talent to express this very point. When asked to summarize Gideon says: Act 

Rationally, Live Poetically. 

Books: in “Computer Organized Cost Engineering” Gideon presents the methods to appraise 

missing knowledge via the credibility of the estimate of cost to complete, and time to finish. In 

“The Innovation Turing Machine” one finds the essentials of the general theory of innovation. In 

“The Unending Cyber War” Gideon unveils a cyber security approach based on appraising the 

missing knowledge from the point of view of the attacker, and how to keep this knowledge gap 



as large as possible — reducing these principles to a fabric of practical procedures and protocols. 

In “Fair Moon” the reader will find some forty-six story lessons describing the effort to 

acknowledge life uncertainties. In “Unbound Ignorance” — the grand admission of our 

ignorance of life and reality is laid out. And in his latest book “Tethered Money” Gideon 

presents the grand vision for the future of money — digitized and tethered to its intended 

purpose, resisting waste, fraud and abuse. What a vision! It keeps Gideon busy as Chief 

Technology Officer for BitMint — the company that developed this bit-wise money technology. 

 

 

Dr. Ali Kanso 

Senior Cloud Software Engineer, IBM 

Bio : Ali Kanso is a senior software engineer in cloud 

technologies at IBM T.J. Watson research center, NY. He has 

developed HA (high availability) solutions for cloud-hosted 

applications. His main area of expertise is distributed systems 

including cloud management systems (such as OpenStack), 

and container management frameworks (such as Kubernetes 

and Docker Swarm), as well as virtual synchrony algorithms and their implementations. His 

research focuses on developing HA solutions to monitor, isolate, repair and analyze the systems’ 

behavior under faulty and disastrous conditions. Prior to IBM, he was a senior researcher at 

Ericsson, where he also served at the young advisory board committee advising on Ericsson 

research strategy. Ali Kanso also an adjunct research professor at the University of Western 

Ontario (WesternU). 
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Sl. 
No. 

PAPER 
ID 

PAPER NAME Page No. 

1 1570667360 Ring-Shaped Force Platform for Developing an 
Instrumented Throwing 

and Shifting Forces Due to Rotation Analysis 

1 

2 1570664176 Increasing Autonomy of I/O Cores in 

Heterogeneous FPGA-SoCs for Data Acquisition 

Applications 

6 

3 1570670129 Study on the Biochemical Nanoparticles for Bio-Imaging 
and Molecular 

Diagnostics of Alzheimer's Disease 

11 

4 1570669201 Dielectric Characterization of Borofloat and Some Classic 

Glasses by the Coaxial Cable Method 

15 

5 1570663745 Object Detection and Classification by Cascade Object 

Training 

21 

6 1570662567 An Adaptive Overlap-Pipelined Multitasking 

Superscalar Processor 

26 

7 1570665060 Anomalous Enhancement of Volume and Surface 

Refractive Index Sensitivity of Fiber Bragg Grating 
Sensors with 

Deposition of Gold Nanoparticles 

33 

8 1570665514 Deployment Optimization of Dynamic Wireless Electric 

Vehicle Charging 

Systems: A Review 

38 

9 1570665854 Multiple Objects Tracking Using Radar for Autonomous 

Driving 
45 

10 1570666971 Assessing Efficiency and Aging of Lithium-Ion Battery 

in a Hybrid Energy 

Storage System 

49 

11 1570670122 Biomechanics of Bio-Fluid in the Microfluidic Channels 

Using Computer 

Simulations 

 

55 

12 1570664091 Model Predictive Speed Control of DC- DC Buck 

Converter Driven DC-Motor 

with Various Load Torque Values 

59 

13 1570661465 PCA, Random-Forest and Pearson Correlation for 

Dimensionality 

Reduction in IoT IDS 

65 

14 1570661645 Baseline Assessment, Intervention, and Interval 
Reassessment of Clinical Information Systems 

Infrastructure in an Academic Regional Referral 

Emergency Department 

71 

15 1570661996 Development of an Algorithm for Optimizing the 

Technological Process of Kaolin Enrichment 

78 

16 1570662419 Feature Selection for Deep Neural Networks in Cyber 
Security 

Applications 

82 

Content: 
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17 1570662569 The Use of Agile Methodology for Porting Analog and 

Mixed-Signal Circuits Between Different Technology 
Nodes 

89 

18 1570662599 Breast Cancer Diagnosis in Histopathological Images 

Using ResNet- 
50 Convolutional Neural Network 

96 

19 1570662612 IoT-Based Rcommendation Systems - an Overview 103 

20 1570663441 Dari Speech Classification Using Deep 
Neural Network 

110 

21 1570663769 Vehicle Type and Color Classification and Detection for 
Amber and Silver 

Alert Emergencies Using Machine Learning 

114 

22 1570664128 Detecting Physical Activities Using 
Body-Worn Accelerometers 

119 

23 1570664490 A Novel Method for Mining Abnormal Expenses in 

Social Medical Insurance 

126 

24 1570669300 Technological and Medical Progress in Rural 

Bangladesh; A Survey and Study of the Challenges 
131 

25 1570664695 Large Scale Distributed Data Processing for a Network of 

Humanoid 
Telepresence Robots 

136 

26 1570664752 A Vision Based Voice Controlled Indoor Assistant Robot 

for Visually Impaired People 
145 

27 1570665037 Smart Temperature-Controlled Infant 
Car Seat Using Thermoelectric Devices 

151 

28 1570665246 Application of Nonlinear Estimation Strategies on a 

Magnetorheological Suspension System with Skyhook 
Control 

158 

29 1570666818 A Study of Variable Structure and Sliding Mode 

Filters for Robust Estimation of Mechatronic Systems 

164 

30 1570666881 Robot Action Planning by Commonsense 

Knowledge in Human-Robot Collaborative Tasks 
170 
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Abstract—This paper presents further development and 
utilization of force platforms to evaluate and analysis of forces 
obtained due to rotation movements of  sport activities using 
Labview software. The platform was designed with ring-
shaped to provide and simulate the required space of rotation 
for testing these  activities. The proposed force platform was 
fabricated with 2.5 m diameter and calibrated with standard 
force platforms to provide the required measurement 
sensitivity and accuracy. The data acquisition and Labview 
software were developed to perform different mathematical 
calculations.  The obtained experimental tests results for 
different throwing sport activities showed good convergence to 
analyse athletes  performances. Although the proposed force 
platform was initially employed to measure and analyse force 
due to rotation, it can be employed to measure other 
parameters related to athletes performances  including torque, 
acceleration, displacement and moment based on computer 
vision tracking system. In comparison with the existing 
platforms, the fabricated platform has features of collecting a 
large variety of data with high quality for analysis and 
decision-making of athletes performances performing rotation 
movements.    

Keywords— Circular force platform, Throwing analysis, 
Force measurement,  Calibration, Center of pressure 

I. INTRODUCTION  

All movements of biomechanics activities produce 
forces. To better understand and evaluate the mechanism of 
these movements, it is necessary to measure and examine the 
forces involved in such activities. Different techniques have 
been developed and used to achieve these purposes such as 
force platforms and other force measurement devices.  
Initially, the force platforms are designed to simultaneously 
measure, in three planes, external forces of ground reaction 
based on Newton's laws. Recently, force platforms are 
commonly employed for diagnosis and gait analysis 
purposes [1-3]. On the other hand, number of investigations 
have been conducted involving world-class sprinters [4-7]. 
Currently, the force platforms are  used in the study of 
activities of jumping since they provide a direct measure of 
forces responsible for a jump to occur[8-9]. In all of the 
aforementioned applications, the geometrical shape of the 
used force plate is either  square or rectangular shapes with 
small dimensions. For example,  a square shape force 
platforms with dimensions of 0.6x0.6m  are used in physics 
and sport [10]. Also, force plates with rectangular shape and 
dimensions of 0.914 x 0.46m are used to analyze the validity 
and reliability of a simple computation method to evaluate 

velocity, force , and output power during a jump 
countermovement [11-12].  

The rotation events in the field and track such as 
hammer, discus and shot put throwing are technically very 
demanding. These activities involve performing complex 
movements with rotation in a limited space with high speed, 
which require  a suitable force platform with specified size 
and circular shape. To the best of the author's knowledge, no 
appreciate research work was done to measure and analyze 
the forces and other parameters due to performing these 
activities. It worth's, however, to note that, despite the 
standard force platforms are useful, they would not be so 
powerful once  force testing is going to be performed for 
these activities due to their  limited sizes and shapes. In this 
paper,  an instrumented force platform with ring-shaped  
geometry technique was proposed and fabricated to measure 
and analyze the forces due rotation movements of sport 
activities. The  proposed platform was designed and 
manufactured with 2.5 m diameter to be used as mounted 
platform for laboratories applications purpose or as portable 
platform for field  applications. It has features of measuring  
throwing forces and different parameters including torque, 
displacement, moment,  and power of athletes. The force 
platform design was initiated and simulated using 3D-CAD 
software to define prototype geometry. The manufactured 
platform was first calibrated using two steps of calibration 
both static and dynamic calibrations. The calibrated force 
platform was subjected to different practical tests to evaluate 
its sensitivity and accuracy of measurement. The analysis of 
the measured parameters was performed using LabVIEW 
software as virtual instrument. Also, the system was 
enhanced with using multiple cameras with high speed and 
resolution for computer vision tracking system purpose to 
measure and to calculate different parameters.  

II. FORCE PLATFORM DESIGN 

A. Materils and Methods 

The standard commercial force platform with 
rectangular is shown in Fig. 1 (a). For applications where 
forces due rotation movements,  the standard force 
platforms are not suitable to be used for these purposes due 
to limitations of their sizes and shapes. Moreover, complex 
activities are involved  with high speed during performing   
these activities.   Hence, it becomes necessary to develop a 
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technique suitable to be used for measuring and analyzing 
different parameters related to such applications as shown in 
Fig. 1(b). The proposed platform is designed with a ring-
shaped geometry to provide the required space with the 
specified diameter (D). It was first designed using CAD 
software to define its prototype geometry with  circular area 
of 2.5 m diameter and 0.3 m height . This diameter of the 
platform represents the recommended standard value of the 
circle diameter required to perform different sport activities 
with rotational movement. The platform body structure was 
made from iron while the top floor was  made from 10 mm-
thick 5052F aluminium plate, weighting 6.30 kg, which was 
positioned on the structural foundation.  The selection of 
this material can provide the platform  with minimum mass 
and maximum rigidity to obtain a relatively high value of 
natural frequency and good linearity. The top surface of the 
platform was covered by 2.5 cm thickness of MDF wood to 
provide a smooth and non-skid surface without any 
disturbance that may be produced during rotation 
movements.  Measurements were to be carried out using 
commercially available sensors (load cells)  selected 
according to simplicity and criteria of robustness[13]. For 
the designed force platform, five load cells S1, S2, S3, S4, and 
S5 (model SS300-2T, developed by SEWHACNM company, 
Korea) with total load capacity of 5000 N and sensitivity of 
2 mV/V were used. The load cells were mounted around the 
top surface  such that an angle of 72º is made between any 
two neighbour load cells as shown in Fig. 1(b) to provide 
the required accuracy in the measurements. Five screw drive 
were fixed at the lower surface of the platform to adjust the 
level of the plate on the ground and to adjust the load cell 
reading. This arrangement allows using the plate either to be 
used  in the field or it can be fixed on concrete foundation in 
a laboratory. It is to be noted that the given specifications of 
the used load cells are put based on applying of vertical 
forces to the point of loading.  The analogue electrical 
signals obtained from the sensors  were collected via data 
logger data acquisition board. The acquired signals are then 
converted to digital data, which was fed to the laptop for 
further processing.  The algorithms of measurement of force 
and other parameters were implemented using suitable 
dedicated LabVIEW lock  routines for data storage and 
presentation developed for these purposes. The general 
block diagram of the measurement system is shown in Fig. 2 
whiles Fig. 3 depict the measurement set up.. 

B. Calibration Procedure 

Since force platforms only provide an electrical signal 
output as a voltage, calibration  process is required to 
calculate the actual reading of load cells when they are 
subjected to different load conditions [14]. Two types of 
calibration were performed on the fabricated force platform, 
static calibration and dynamic calibration. For static case, 
the calibration process was performed in two steps. In the 
first step, the five load cells were first separately calibrated 
to access their  linearity for a given rated range of applied 
loads. The second step of the calibration process was 
performed to access its operation when the whole 
measurement system is subjected to trial test loads (actual 
activities). The load cells static calibration was performed 
using calibrated loads with known values up to the rated 

load. The process of calibration was repeated and evaluated 
for each individual load cell with a load applied at the force 
platform center by loading the system starting from zero 
until 2000 N loads continuously in steps. Linear equation 
model of each load cell was obtained by applying linear 

 

 

 

 

 

 

 

 

 

 

 

     

 

 

 

 

 

 

 

Fig.1. Schematic representation of the force platforms and the involved 
load cells locations (a) The standard force platform (b) The prposed force 
platform  

   Fig. 2.  Block diagram of the proposed technique 

 
 

Fig. 3.  Measurement set up of the fabricated platform 
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regression of the obtained data to convert each load cell 
output into Newton unit of the measured force. The  load 
cell output is made to be rated in millivolts per volt (mV/V) 
and the results are shown in Fig.4 for the five load cells.  As 
shown in the figure, an acceptable linearity of the test for 
each  load cell was  presented with error less than 2.5% of 
the applied load for a full scale of 2000N.  Dynamic 
Calibration   is an important  issue to test the response of the 
proposed platform during movement or jumping.  In order to 
achieve this purpose,  the platform was subjected to 
different loads under movement (jumping) conditions  and 
the measured results of forces were  compared to the results 
obtained when the standard  force platform (Vernier 
Platform, USA) available in the Faculty laboratory was 
subjected to the same loads. This platform is designed to 
collect data on forces developed during stepping, jumping, 
and other human-scales actions. Two participants were 
selected to perform vertical jump and horizontal jump on 
both platforms with four trials given for each participant  to 
be performed on each one of the platforms.  After collecting 
the data of the measured forces from each platform,  a 
statistical analysis was made to calculate T-statistical value 
form their obtained  average measured values and the 
standard deviations and the results are listed in Table I. It is 
clear from the table that the obtained results of indication 
level of the statistical analysis for  both cases is less than the 
allowable indication value (0.01). The obtained results of 
this analysis clearly showed that the fabricated platform  has 
performance almost similar to that of the standard platform 
for the considered cases of vertical jumping and  horizontal 
jumping. 
 

III. EXPERIMENTAL TESTS RESULTS 

The experimental study and the tests results on the 
fabricated force platform for the three sport activities 
(hammer, discus and shot put throw)  are presented in this 
section to access and to evaluate its performance in the real 
use appropriateness.  Six participants, two for each activity, 
were selected for this study in order to investigate and to 
access  their performances and skills when their respective 
activities are performed using the fabricated force platform . 
The details of the  information for each one are listed in 
Table II. Before starting the practical operation validation, 
the platform is connected to measurement system and wait 
about 5 minute  for load cells signals stabilization. 

 

TABLE I 

COMPARISON BETWEEN THE STATISTICAL RESULTS OF THE 
CALIBRATION TEST PERFORMED ON THE FABRICATED 

PLATFORM AND THE STANDARD PLATFORM 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

     Fig. 4.  The force platform calibration results (0 to 2000 N) for each load 
cell seperatly. 

TABLE  II.  
PARTICIPANTS CHARACTERISATION OF THE SELECTED 

ATHLETS FOR THE THREE THROWING ACTIVITIES 

   Statistical    
          value 

 
 

Variables 

 
 

Unit 

 

Standard 
Platform 

 

Proposed 
Platform 

 

   
 

(T) 
Value 

 
 

Ind. 
Level  

 
 

Avr 
 

SD 
 

Avr 
 

SD 

Horizontal 
jump 

 

N 
 

2601 
 

22.61 
 

2598 
 

23.9
8 

 

1.096 
 

0.000 

Vertical 
Jump 

 

N 
 

3782 
 

49.23 
 

3746 
 

51.8
7 

 

2.161 
 

0.001 

Activity Athlete# Weight 
(Kg) 

Height 
(cm) 

Hammer  
#1 115 183  
#2 110 181 

Discus  
#1 115 189 
#2 114 188 

Shot Put  
#1 116 185 
#2 115 179 
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Based on the fact that the force platform is designed to 
measure continuously with the time the exerted force as well 
as other parameters of the movement due to rotation, one of 
the main objectives of this experimental study is to 
demonstrate the validity of its calibration and operation 
sensitivity and accuracy for the three activities. The first test 
was performed for analyzing the measured force with the 
time for two participants performing  hammer throwing 
activity with their profile listed in Table II and the obtained 
results is depicted in Fig. 5. From the Figure, it can be 
observed that a small value of the measured force was 
obtained for a short period of time. This period represents 
the static period before the participant starts performing the 
dynamic period of hammer throw rotation during which the 
measured force increases rapidly with the time. Also, the 
sensitivity of the force platform is obvious. It can be seen 
that a relatively good response of the output was produced 
by the platform to change from static state to dynamic state 
for the two participants with short duration of time 
(measured in the millisecond). The obtained output response 
gives an indication that the fabricated platform can measure 
the force with high sensitivity. According to these observed 
points, Figure. 5 shows a discrepancy in the achieved 
throwing performances of the two participants (for both 
static and dynamic periods). The results of the second one  
showed  a static period with a time of 38 s and stable 
dynamic period  with different peaks of the measured force 
during the time of  performing the activity. The first peak of 
force is with the value of 1230 N while the second and the 
third peaks are with values of 1355 N and 1421 N 
respectively before the participant return again to the static 
period at the end of the activity. For the first participant,  a 
relatively  static period with long time (64 S) was obtained 
compared to the second one results. Also, the obtained 
results of the first participant during the dynamic period of 
the activity showed instability in his performance. Figure 6 
shows the results  of the measured output force of the 
platform with the time due to rotation of discus throw 
activity test for two participants with their characteristics 
listed in Tabe II. It is clear from the figure that the 
discrepancy in the performances of the two participants is 
also obvious. Regarding both static and dynamic periods, 
the second  one achieved good performance compared to the 
first one. For the second one,  a static period with 38 s being 
obtained while the first one a relatively longer time of 45 s  
being obtained. Also, for the dynamic period, the second 
one achieved stable rotation performance of the measured 
force with the time. Force values with peaks of 1289, 1537, 
1558, 1466 and 1398 respectively were obtained while the 
performance of the first one showed instability in the 
measured forces with the time. Figure 7 illustrates the 
performances of two participants of the shot put throw 
activity test for the respective participants with their 
characteristics listed in Table II where the results of the  
measured forces with the time for them are plotted. As 
shown in the Figure, the two participants have different 
static and dynamic performances of the measured force with 
the time.  Once again, the performance of the second one 
achieved a stable performance of the measured force with a 
maximum peak of  1340 N while the first one  results 
showed instability and a discrepancy in the measured force 
with the time with a maximum peak of 1774 N . Also, it can 

be seen from the Figure that the time of the static period of 
the first participant  is shorter than the static period of the 
second one. The obtained results of these activities validate 
the sensitivity and feasibility of the fabricated force platform 
in accessing and evaluating as well analyzing performances 
and skills of athletes in such sport activities. Although the 
fabricated platform, in the previous sections,  is used to 
measure the force with the time as a result of rotation of 
movement. One of the most important features of the 
platform application that it can be used to measure  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5.  Variation of the measured force with the time for hammer throwing 
activity test. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6.   Variation of the measured force with throwing activity test 
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Fig. 7.  Variation of the measured platform force with the the time for 
discus. throwing activity test                                                  
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different parameters of athletes performances performing 
these sport activities  such as, torque, displacement, and 
acceleration  based on computer vision tracking 
technique[15] enhanced by camera system research work 
and this will be appear in the near future.   
 

IV. CONCLUSIONS 

In this paper, a new aspect of development and utilization 
of  force platforms have been presented. A ring-shaped force 
platform has been designed, fabricated, and employed to 
measure and analyze force due to rotation movements of 
throwing sport activities, which cannot be realized by using 
the existing standard force platforms. Measurements of force 
with the time for various throw sport activities performed 
using LabView software as virtual instrument  have shown 
the feasibility, reliability and good prospect of performance 
regarding measurement sensitivity and accuracy. The main 
feature of the fabricated platform is that its operation  can be 
extended to measure and to measure and analyze different 
parameters of athletes during performing such activities 
including torque, moment and displacement using computer 
vision and tracking system due to the reliability of the 
developed software. Based on the obtained results of force 
measurement with the time and analysing athletes 
performances of  the respective throwing sport activities, the 
designed platform can be served as a technical tool for the 
scientific and academic community applications, including  
indoor and in the field laboratories for teaching and 
monitoring athletes performance progress during training and 
developing exercises. Further research work such as 
mathematical sensitivity and accuracy analysis and 
algorithms improvement should be considered.  

 

REFERENCES 
[1] A. Scorza, C. Massaroni, F. Orsini , C. D’Anna , S. Conforto , S. 

Silvestri  and S. A. Sciuto, " A  Review on Methods and Devices for 
Force Platforms Calibration in Medical Applications," Journal of 
Engineering Science and Technology Review, Vol. 11 No. 1, pp. 10 – 
18, Feb. , 2018. 

[2] F. Orsini, A. Rossi ., F. Botta and L. Scalise ," A Case Study on the 
Characterization of Whole Body   Vibration Platforms for Medical 
Applications," 2018 IEEE International Symposium on Medical  
Measurements and Applications, (MeMeA), June 2018. 

[3] J. Douglas, S. Pearson, A. Ross, and M. Mcguigen," Kinetic 
Determinants of Reactive Strength in Highly Trained Sprint 
Athletes," J. Strength Cond. Res.Vol. 32,No.6 , pp. 1562–1570, June, 
2018, 

[4] I. Loturco, R. Kobal, K. Kitamura, V. Fernandes, N. Moura, F. 
Siqueira, C. C. Cal Abad, L. A. Pereira, " Predictive Factors of Elite 
Sprint Performance: Influences of Muscle Mechanical Properties and 
Functional Parameters," J. Strength Cond. Res., Vol. 33, No. 4, , pp. 
974-986, April, 2019. 

[5] J. B. Morin, P. Edouard, P. Samozino,"Technical ability of force 
application as a determinant factor of sprint performance,". Med. Sci. 
Sports Exerc., Vol. 43,No. 9, pp. 1680–1688, Sep.,  2011,.  

[6] G. Rabita, S. Dorel, J. Slawinski, E. Saez-de-Villarreal, A. Couturier, P 
Samozino, J. B. Morin, " Sprint mechanics in world- class athletes: A 
new insight into the limits of human locomotion," Scand. J. Med.Sci. 
Sports, Vol. 25, No. 5, pp. 583–594, , Feb., 2015. 

[7] J. B. Morin, M. Bourdin, P. Edouard, N. Peyrot, P. Samozino and  J. 
R.Lacour," Mechanical  determinants of 100-m sprint running 
performance," Eur. J. Appl. Physiol., Vol. 112, No.11, pp. 3921–3930, 
March, 2012,. 

[8] M. Coh,  and K. Mackala, " Differences Between the Elite and  
Subelite Sprinters in Kinematic and Dynamic Determination of 

Countermovement Jump and Drop Jump," Journal of strength and 
conditioning research, ,Vol.  27, No 11, pp. 3021-3027,Feb.,  2013. 

[9] P. Kerry," Use of force platforms in physics and sport", Physics 
Education, IOP Publishing Ltd,  pp. 18-22, 2001.  

[10] I. Loturco , L. A. Pereira and R. Kobal R., et all " Portable Force 
Plates: A Viable and Practical Alternative to Rapidly and Accurately 
Monitor Elite Sprint Performance", Sports, Vol. 6, No. 3, pp.61-69, 
July, 2018. 

[11] P. Jiménez-Reyes, P. Samozino , F. Pareja-Blanco et all, " Validity of 
a Simple Method for Measuring Force-Velocity-Power Profile in 
Countermovement Jump," International Journal of Sports Physiology 
and Performance,Vol. 12, No.1,  pp. 36-43, March, 2016 . 

[12] L. Mourão , K. de Jesus , N. Viriato, R. J. Fernandes, J. Paulo J., and 
M. A. Vaz," Design and construction of a 3D force plate prototype for 
developing an instrumented swimming start block," Journal of 
Biomedical Engineering and Informatics, 2, 2, pp. 99-108, Sep,. 
2016.  

[13] A. Scorza, C. Massaroni , F. Orsini, C. D. Anna, S. Conforto, S. 
Silvestri and S. A. Sciuto," A Review on Methods and Devices for 
Force Platforms Calibration in Medical Applications," Journal of 
Engineering Science and Technology Review, Vol. 11, No. 1, pp.10 – 
18, , Dec., 2017,   

[14] G. Paolini , U. Della Croce, P. O. Riley, F. K. Newton and D. Casey 
Kerrigan," Testing of a Tri- Instrumented-treadmill  Unit for Kinetic 
Analysis of Locomotion Tasks in Static and Dynamic Loading 
Conditions," Med Eng Phys. Vol. 29,No. 3, pp. 404-411, May, 2007. 

[15]   M. G. Silva, P. V. Sarmet and H. M. Rocha, " Development of a low       
  cost force platform for biomechanical parameters analysis," Research  
   on Biomedical Engineering, 33, 3, p. 259-268, Sep. 2017. 

 

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

5



Increasing Autonomy of I/O Cores in Heterogeneous
FPGA-SoCs for Data Acquisition Applications

Robert Drehmel
Technische Universität Berlin

Straße des 17. Juni 135
10623 Berlin, Germany

E-mail: drehmel@campus.tu-berlin.de

Markus Hefele
Technische Universität München

Arcisstraße 21
80333 Munich, Germany

E-mail: markus.hefele@tum.de

Abstract—As the architectures of FPGA-SoCs become more
complex, it is increasingly important to find new ways to optimize
the utilization of the interconnects that connect the various
components like I/O cores, processors, and memories. Here we
present a semi-autonomous soft I2C core and a systematic analysis
of the performance characteristics of this core in a Linux system.
Compared to a conventional I2C core, the devised core used
with a new API reduces the average irq processor utilization
in monitoring applications by 87.28% for SMBus Read Word
operations and by 81.59% for SMBus Write Word operations,
while maximizing I2C bus throughput and improving temporal
predictability of I2C message transfers. The results show that
overhead of interrupt processing to periodically fill a TX FIFO
can be substantial and that designing an I/O core to be less
dependent on a general-purpose processor can improve system
performance considerably.

Index Terms—Field programmable gate arrays, System-on-
chip, Operating systems, Data acquisition

I. INTRODUCTION

Modern heterogeneous FPGA-SoCs provide a variety of I/O
peripherals connected to processors and memory via a maze
of interconnects. The operation of conventional I/O cores for
busses like I2C [1] involves frequent communication between
I/O core and processor. This induces unnecessary overhead for
applications where outgoing traffic is independent of incoming
traffic, like data acquisition applications that unconditionally
collect measurement data. Novel approaches to increasing the
autonomy of I/O cores in heterogeneous systems are needed
to reduce this overhead. Data acquisition is often performed
on embedded systems where minimizing processor usage and
energy consumption are of paramount importance.
In this paper, we introduce the semi-autonomous soft I2C

core RTI2C (Real-Time I2C) that maximizes I2C bus through-
put, improves temporal predictability of I2C message transfers,
and decreases processor utilization. The main contributions of
this work are an overview of the design of the RTI2C core and
an evaluation of its performance characteristics in comparison
with two common I2C cores.

The remainder of this paper is organized as follows. Section
II reviews related work, Section III presents the design overview,
Section IV details the experimental methodology and setup

and discusses the evaluation results, and Section V summarizes
the paper, offers a conclusion, and suggests future work.

II. RELATED WORK
Whether used in robot hands [2], for cell viability mea-

surements [3], or for a variety of power measurement appli-
cations [4], [5], [6], there is a vast variety of I2C sensors
accessible as slave devices on an I2C bus. Sensors acting as
I2C masters have also been proposed [7]. In contrast, research
on I2C master devices to control slave I2C device sensors
appears to be stagnant. Most modern SoCs have integrated I2C
peripherals (i.e., hard I2C cores). The Intel Cyclone V SoC [8],
Arria 10 SoC [9], and Stratix 10 SX [10] include the Synopsys
DesignWare APB I2C controller that supports data transfer
without CPU involvement using a DMA interface. This is in
contrast with the RTI2C core, which uses a local memory (much
like the Xilinx Traffic Generator [11] does) and therefore does
not tax the interconnects. The Xilinx Zynq-7000 [12] and Zynq
UltraScale+ [13] include the Cadence I2C core in revisions
r1p10 and r114_f0100_final, respectively. All of these
I2C peripherals do not support I2C clock speeds faster than
I2C Fast-mode. Soft I2C cores are available in source code or
binary form and can be instantiated in an FPGA design. For
this paper, we chose one representative each for hard and soft
I2C cores: the Cadence I2C peripheral in the Zynq-7000, and
the Xilinx AXI IIC Bus Interface v2.0 [14], a soft core that is
synthesizable on the Zynq-7000.

III. DESIGN
A. RTI2C Soft IP Core
This subsection gives an explanation of how a common

I2C core works, followed by a contrasting description of the
RTI2C core. A common I2C core has memory-mapped RX
and TX FIFOs. It stores received data in the RX FIFO and a
driver stores data to be sent in the TX FIFO. To continuously
send I2C messages, the driver has to periodically refill the TX
FIFO—to continuously receive I2C messages, the driver has to
periodically read (and thereby empty) the RX FIFO. If the fill
level of the RX FIFO rises above a threshold or the fill level
of the TX FIFO falls below a threshold, the core generates an
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interrupt. Upon reception of that interrupt, the driver usually
refills the TX FIFO and reads received data from the RX FIFO.
The Cadence I2C core operates as outlined above. Its operation
is detailed further in [12].

The main idea of the RTI2C core is that repeatedly doing the
same task—like continuously reading measurements from the
same set of sensors—should not require constant attention from
a general-purpose processor. To facilitate autonomous operation,
the RTI2C core reads commands from a 1024-byte Block RAM
(BRAM) instead of a TX FIFO. A command initiates the
transmission of a I2C read or write message on the bus. When
the core encounters a command with the WRAP bit set, it sets the
register containing the BRAM address of the next command to
load to a configurable address, the wrap address. The BRAM is
not memory-mapped, but can be written to through an interface
in the memory-mapped register space. The core stores received
data in a 1024-byte RX FIFO. It generates an interrupt each
time it has executed a configurable number of commands. It
stops loading and executing commands when the STOP_NEXT
bit or the STOP_WRAP bit in the control register was set, or
when it executed a configurable number of commands. As the
names imply, the STOP_NEXT bit stops execution after the
current command has been executed, whereas the STOP_WRAP
bit stops execution after the next command with a set WRAP
bit has been executed.
The RTI2C core supports I2C Fast-mode (up to 400 kHz),

Fast-mode Plus (up to 1MHz), and High-speed mode (up to
3.40MHz). To fully comply with the timing characteristics of
High-speed mode, utilizing active circuitry (e.g., [15]) to pull
up the voltage on the bidirectional clock signal is mandatory.
However, for sensor chips that do not use clock-stretching, the
clock signal is unidirectional. Consequently, a push-pull output
can be used instead of an open-drain output for the clock signal,
avoiding the need for external circuitry.

B. Extension to The Linux I2C Subsystem

The Linux I2C subsystem provides APIs to use I2C cores
from user space via device files in /dev/. A user space
program can open such a device and use the system calls
read() and write() for simple read and write transfers on
the I2C bus connected to the I2C core. Alternatively, it can
use the system call ioctl() to set various options (e.g., the
device address for subsequent transfers). The I2C subsystem
provides more APIs to start transfers on the bus through the
ioctl() system call. Besides the command I2C_SMBUS
that provides an API for transfers on the SMBus protocol [16]
level, the command I2C_RDWR allows more elaborate I2C
bus usage. When an array M = (m0, m1, ..., mN−1) of I2C
message data structures is passed to the I2C_RDWR command,
the adapter driver is expected to combine the messages in
such a way that they appear on the bus as the sequence

S m0 Sr m1 Sr ... Sr mN−1 P

with S , Sr , and P being start, repeated start and stop sequences,
respectively. The adapter driver must copy the data read from
an I2C read message into the buffer of the corresponding I2C

message data structure. The user program can then process the
updated messages containing the data read.

The I2C APIs currently provided by the Linux kernel do not
allow taking advantage of hardware that is capable of repeatedly
and autonomously processing a set of fixed I2C messages. The
following ioctl commands make up the I2C_CYCLIC API we
propose to leverage that kind of hardware:
∙ I2C_CYCLIC_NROUNDS sets the number of times the
I2C message data structure array is processed.

∙ I2C_CYCLIC_NROUNDS_IRQ sets the number of times
the I2C message data structure array is processed before
the I2C core generates an interrupt request.

∙ I2C_CYCLIC_START configures the I2C core and starts
processing.

∙ I2C_CYCLIC_FETCH fetches a given number of I2C
message data structures from the kernel.

∙ I2C_CYCLIC_STOP stops the I2C core.
C. RTI2C Kernel Driver
The driver registers itself as an I2C adapter with the

I2C subsystem of the Linux kernel. It supports both the
I2C_RDWR API and the I2C_CYCLIC API. When the
ioctl commands I2C_RDWR or I2C_CYCLIC_START are
requested, the driver starts the RTI2C core: It converts the
array of I2C message data structures into command data
structures (similar to the internal format used by the RTI2C
core), constructs a program for the core, writes the program
into the BRAM through the core’s register interface, configures
the core by setting its registers to appropriate values, and sets
a bit in the control register to start execution of the program.
When an interrupt occurs, the driver iterates through the

command list from the point where it left of and reads per-
command reports from the RX FIFO of the core. For the
I2C_RDWR API, it copies read data from the reports into
the buffers of the corresponding I2C message data structures
passed by the user and wakes up the waiting thread. For the
I2C_CYCLIC API, it stores the read data from the reports in
a list of kernel buffers from where it is copied when the user
calls the ioctl command I2C_CYLIC_FETCH.
To activate High-speed mode, an I2C master device sends

a High-speed mode master code on the bus. Because this
only needs to be done once for each string of combined I2C
messages, the kernel driver of the RTI2C core sets the wrap
address to the command following the command that triggers
sending of the High-speed master code.

IV. EVALUATION
A. Experimental Methodology and Setup
The test methodology aims to simulate a real-life scenario

where per “round” Nop devices need to be read from or written
to using Nop SMBus operations. To test Read Word operations,
the benchmark tool uses Nmsg = 2Nop I2C messages: Nopmessage pairs, each composed of a write message with a data
length of one and a read message with a data length of two.
To test Write Word operations, it uses Nmsg = Nop I2C write
messages, each with a data length of 3. The benchmark tool
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Fig. 1. Throughput measurements of the different I2C cores for Read and Write Word operations.

1 8 16 24 32 40 48 56 64
0

25

50

75

100

125

150

175

200

Operations per Round

Int
err

up
ts

per
Ro

un
d

1 8 16 24 32 40 48 56 64
0

25

50

75

100

125

150

175

200

Operations per Round

Cadence I2C core Xilinx I2C core (I) Xilinx I2C core (II) RTI2C core (RDWR) RTI2C core (CYCLIC)

(a) SMBus Read Word operations (b) SMBus Write Word operations

Fig. 2. Interrupt measurements of the different I2C cores for Read and Write Word operations.

TABLE I
FPGA RESOURCE UTILIZATION

Xilinx I2C core RTI2C core
Resource Available Utilization % Utilization %
LUT 17600 380 2.16 818 4.65
LUTRAM 6000 — — 192 3.20
FF 35200 368 1.05 707 2.01
BRAM 60 — — 2 3.33
IO 100 2 2.00 3 3.00
BUFG 32 1 3.13 1 3.13

measures throughput, number of interrupts generated from the
core, and processor utilization over 10000 rounds and averages

the results afterwards. It would ideally only use combined-
message API calls. For example, testing Read Word operations
in a round with Nop = 2, the array of I2C message data
structures passed to the API would contain 4 elements which
are placed on the bus as

S addr W A cmd A Sr addr R A MSB A LSB A ↩
Sr addr W A cmd A Sr addr R A MSB A LSB A P

Unfortunately, the Linux driver of the Cadence I2C core does
not work correctly with combined I2C read messages. Its
source code indicates that a hardware quirk is the culprit. The
Cadence I2C core Linux driver can currently handle one I2C
read message, multiple I2C write messages, or one combined
I2C write-read message pair per API call. The Linux driver of
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Fig. 3. Processor utilization (irq + softirq_pc) of the different I2C cores for Read and Write Word operations.

TABLE II
PROCESSOR UTILIZATION (AVERAGED)

Read Word Write Word

Cadence Xilinx
(I)

Xilinx
(II)

RTI2C
(RDWR)

RTI2C
(CYCLIC) Cadence Xilinx

(I)
Xilinx
(II)

RTI2C
(RDWR)

RTI2C
(CYCLIC)

system% 5.56 12.48 7.21 1.25 0.42 3.46 4.56 4.51 1.00 0.27
irq% 4.45 2.98 5.98 0.43 0.38 4.36 2.13 3.09 0.36 0.39

soft_irq% 0.08 0.08 0.08 0.04 0.05 0.08 0.08 0.09 0.05 0.05
Total% 10.09 15.54 13.28 1.72 0.85 7.90 6.77 7.68 1.40 0.71

the Xilinx I2C core exhibited behaviour similar to the Linux
driver of the Cadence I2C core when tested with combined
I2C messages. We modified the driver of the Xilinx I2C core
to be able to process arbitrarily combined messages. Both the
Cadence I2C core and the Xilinx I2C core with its original
driver were tested with one combined I2C write-read message
pair per API call for Read Word operation tests and Nop
combined I2C write messages per API call for Write Word
operation tests. On the other hand, both the Xilinx I2C core
with the modified driver and the RTI2C core were tested using
Nop combined I2C write-read message pairs for Read Word
operation tests and Nop combined I2C write messages for Write
Word operation tests. In the following, “I” and “II” are used
as a shorthand notation for the original and modified Linux
drivers of the Xilinx I2C core, respectively.

All tests were run on a Digilent Zybo board featuring a Xilinx
Zynq-7000 SoC (XC7Z010-1CLG400C, speed grade 1C) [17]
and 512 MiB DDR3 RAM. The Analog Devices SSM2603 IC
on the Zybo served as the I2C slave. The CPU clock frequency
was 650MHz and the APB bus frequency was 108.30MHz.
Both PL soft cores ran with a clock frequency of 166.67MHz.

All cores were configured to produce a I2C clock frequency
of 400 kHz (Fast-mode). The Linux kernel 4.19.0-xilinx
was configured with CONFIG_IRQ_TIME_ACCOUNTING
for more precise IRQ time accounting [18]. Additionally,
I2C_RDWR_IOCTL_MAX_MSGS was set to 128 to allow a
maximum of 128 messages per I2C_RDWR API call.
B. Experimental Results
1) Resource Utilization: Table I shows a comparison of

FPGA resource utilization of the Xilinx I2C core and the
RTI2C core (note that the RTI2C core was configured to
use an additional I/O pin to provide the clock both as an
open-drain and a push-pull output). The increase in autonomy
actualized in the RTI2C core comes at the cost of complexity:
The RTI2C core uses more logic resources than the Xilinx I2C
core. However, in addition to the fundamental difference in
operation, both cores vary in feature set and maximum I2C
clock speed.
2) Throughput: Fig. 1 shows the results of the throughput

measurements. The Cadence I2C core achieved 5936.65 Read
Words/s and 9883.96 Write Words/s. The Xilinx I2C core
reached 6180.01 Read Words/s and 10 466.29 Write Words/s
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with driver variant I and 6102.56 Read Words/s and 9103.10
Write Words/s with driver variant II. The RTI2C core used
with the I2C_CYCLIC API was able to execute 8302.68
Read Words/s and 10 625.98 Write Words/s. Using it with the
I2C_RDWR API resulted in a lower throughput of 8114.80
Read Words/s and 10 452.45 Write Words/s because the
hardware was programmed anew for each round. The RTI2C
core currently uses a relaxed default protocol timing for S ,
Sr , and P . Thus, its Write Word throughput when used with
the I2C_RDWR API was slightly below that of the Xilinx I2C
core with driver variant I.
3) Interrupts: Fig. 2 shows the number of interrupts

generated. With Nop operations in a round, the Cadence I2C
core generated 2Nop interrupts both for Read Word and Write
Word operations. Using driver variant I, the Xilinx I2C core
generated 2Nop interrupts for Read Word operations and a
little less than Nop interrupts for Write Word operations. It
generated 3Nop + 1 interrupts for Read Word operations and
Nop+1 interrupts for Write Word operations with driver variant
II. The RTI2C core only produced a single interrupt per round,
regardless of the number of Read Word operations per round.
Note that it is possible to configure the number of rounds per
interrupt for the RTI2C core, so even lower interrupt counts
may be forced.
4) Processor Utilization: Fig. 3 shows the processor uti-

lization. The percentages shown are the sum of the irq and
soft_irq processor utilization percentages. The averages
(e.g., 1

64Σ
Nop≤64
Nop=1

irq(Nop)) of the processor utilization per-
centages are listed in Table II. The overhead induced by
interrupt handling (to fill and empty FIFOs) probably makes
up a majority of the processor utilization of the Cadence and
Xilinx I2C cores.

V. CONCLUSIONS AND FUTURE WORK
In this paper we have introduced the RTI2C soft I2C core

along with its Linux kernel driver and an extension to the Linux
I2C subsystem, and we have analyzed specific performance
characteristics of the RTI2C core.

In contrast to common TX-FIFO-based I2C cores, the RTI2C
core provides predictable execution of I2C messages and maxi-
mum throughput when used with the novel I2C_CYCLIC API.
At the same time, the RTI2C core used with the I2C_CYCLIC
API reduces the average irq processor utilization when
processing SMBus Read Word operations by 87.28% and by
81.59% when processing SMBus Write Word operations.
Common I2C cores generate the majority of interrupts for

two reasons: to request that the processor provide I2C messages
to send and to request that the processor fetch received data.
The reduction in processor utilization the RTI2C core achieves
stems mainly from eliminating the reason for the first interrupt
and reducing the frequency of the second interrupt. First, the
processor does not have to repeatedly provide I2C messages to
send as the RTI2C core keeps them in its memory. Second, due
to the large capacity of the RTI2C core’s RX FIFO, interrupts to
request its depletion do not have to occur as frequently. A model
use case would be to employ the RTI2C core in an embedded

system that simultaneously monitors multiple I2C busses—a
scenario where minimum processor utilization per I2C core
is paramount. Generally, we conclude that giving an I/O core
a higher degree of autonomy can prove highly advantageous
and suggest that this is true especially for modern FPGA-
(MP)SoC architectures that consist of a maze of interdependent
components.
Separate analyses of the common I2C cores’ interrupts to

request RX FIFO emptying and TX FIFO refilling will allow
us to shed light on the effect of the larger RX FIFO depth of
the RTI2C core. To determine how much impact the design
of the RTI2C core has on energy consumption, we plan to
compare power and energy measurements of the RTI2C core
with those of other I2C cores. Finally, we currently develop an
elaborate energy measurement application called Zodiac that
utilizes the real-time capabilities of RTI2C to schedule reads
from sensors for improved temporal resolution.
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Abstract — Alzheimer's disease (AD) is characterized by its step 
by step deterioration with periods of stability, punctuated with 
rapid decline in cognitive function. Such deterioration involves 
the loss of neurons and synapses in the cerebral cortex and 
certain subcortical regions of the brain.  
This loss causes gross atrophy of the affected regions; which 
includes degeneration of the temporal and parietal lobe, parts of 
the frontal cortex and cingulate gyrus, and eventually a reduction 
in the respective regions of the brain.  
 
In this paper, computational biomedical simulation technology 
was provided as an alternative method for a solution of AD 
treatment. A potential solution in applications-related 
nanotechnology was presented using nano fullerene complexes 
and EDTA molecules due to their ability to virtually attach large 
quantities of proton H. Multiple pathways through oxidative 
stress can produce cell injury in the human brain.  
A free-radical chain reaction capable of propagating in space is 
the major oxidative reaction in bio-membranes in the human 
brain’s nerve system. To find active energy, stability, and 
efficiency, various clusters of compounds were created and 
optimization configuration energy was collected. While there was 
a trend of increase in enthalpy with increasing the chain of the 
molecules, variation of energy was also observed. The goal of 
these studies on the role of oxidative stress that plays in the 
degeneration of nerve cells is how the nano-scaled chemical 
antioxidants may be useful in the treatment of AD.  
 
Keywords—Alzheimer's Disease, contrast agent, metal oxides, 
fullerene, computational modeling, Avogadro 

I. INTRODUCTION  

   Oxidative stress is the  earliest symptom of AD. Excessive 
accumulation of Reactive Oxygen Species (ROS) in the brain 
caused by simultaneous dys-functioning of a number of 
mechanisms results in AD. ROS also results in major damage 
to proteins and lipids by increasing lipid peroxidation and 
causing unwanted oxidation of proteins as well as nucleic 
acids. 
   Water-soluble derivatives of buckminsterfullerene 
derivatives are a unique class of compounds with potent 
antioxidant properties. The onset of Alzheimer's disease (AD) 
is associated with the presence of neurofibrillary pathology 
such as amyloid β (Aβ) plaques. Different therapeutic 

strategies have focused on the inhibition of Aβ aggregate 
formation; these pathological structures lead to neuronal 
disorder and cognitive impairment. Fullerene C60 has 
demonstrated the ability to interact and prevent Aβ fibril 
development; however, its low solubility and toxicity to cells 
remain significant problems. In this study, we synthesized, 
characterized and compared diethyl fullerenemalonates and 
the corresponding sodium salts, adducts of C60 bearing 1 to 3 
diethyl malonyl and disodium malonyl substituents to evaluate 
the potential inhibitory effect on the aggregation of Aβ and 
their biocompatibility. 
   Contrast agents (CA) are drugs that enhance medical 
imaging of anatomic boundaries for better examination and 
diagnosis of anomalies in the body, such as tumors. There are 
many subclasses of contrast agents, often categorized by the 
imaging technique. For example, iodinated agents are 
commonly used in computed tomography (CT) or X-ray 
imaging, and gadolinium agents are commonly used in 
magnetic resonance imaging (MRI) scans. Iodine atoms in 
iodinated contrast agents directly interact with the X-ray 
photon, affecting the attenuation. Gadolinium atoms in 
contrast agents affect the relaxation of water protons.  
    Therefore, regions without water, such as bone, show no 
enhancement in the MRI scan. 
   

II.   METAL OXIDES AND IODINATED CONTRAST AGENTS AS 

CONTRAST AGENTS 

A. Metal Oxides 
   The ultimate goal of a nano-scaled bioinert material is to 
efficiently actualize its clinical attributes, one of which is 
accurately targeting the areas in the body concentrated with 
the desired product molecule.  Following figures show the 
optimized shapes of the bioinert metal oxides used in the 
contrast agent. 

             
      (a) Titanium oxide      (b) Iron oxide  (c) Barium Sulfate 

Fig. 1  Exceedingly small nanoparticles as positive MRI contrast agent 
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     Computational analysis can help understand the stability 
and activity of the Titanium oxide. The graph in Fig.2 
illustrates how TiO2 stabilizes and the steps that it takes. The 
results show that energy converges at the 7th iteration 
calculation, which is relatively fast. 
 

 
Fig. 2 Optimization convergence of the TiO2 

 
     Gadolinium is a lanthanide element, which has become 
commonly used in medical treatments. The unique magnetic 
properties of the gadolinium ion allowed it to be used in a 
variety of ways, especially in MRI scanning. Following figure 
shows the optimized shapes of the bioinert gadodiamide used 
in the contrast agent. 

 
 

Fig. 3  Model of gadodiamide 
 

   As shown in Table 1, the titanium oxide has the lowest 
optimization energy and barium sulfate has the highest. The 
Gadodiamide clusters took the longest to be optimized. 

TABLE I.  OPTIMIZED ENERGY OF PARAMAGNETIC METALS AND 
GADODIAMIDE 

Compound Energy (kJ/mol) 
Iron oxide 355.73 

Titanium oxide 3.30161 * 10e-5 
Barium sulfate 424.86 
Gadodiamide 321.467 

 
B. Iodinated Contrast Agents 
   Also, iodinated Contrast Agents have become commonly 
used in the MRI scanning. Following figure shows the 
optimized shapes of the bioinert iodinated Contrast Agents 
used in the contrast agent. 

       
       (a) Iohexol                            (b) Diatrizoate                    (c) Iopamidol 

Fig. 4    Iodinated contrast agents 

TABLE II.  OPTIMIZED ENERGY OF IODINATED CONTRAST AGENTS 

Compound Energy (kJ/mol)
Iohexol 731.689 

Diatrizoate 455.739 
Iopamidol 656.326 

 
B. Biodegradable Contrast Agents 
   Biodegradable contrast agents have become popular. 
Following figure shows the optimized shapes of the 
biodegradable contrastagents used in the contrast agent.  
 

         
       (a) D-glucose            (b) Polysulfide Gd-DOTA 

Fig. 5    Biodegradable contrast agents 

TABLE III.  OPTIMIZED ENERGY OF BIODEGRADABLE CONTRAST 

AGENTS 

Compound Energy (kJ/mol) 
D-glucose 159.299 

Polysulfide Gd-DOTA 127.365 

II. SOLUBLE FULLERENES  

   Literature shows the effectiveness of fulleren-based 
molecules as MRI contrast agents. Comparing the optimized 
energies of these functionalized fullerenes leads to a 
conclusion of molecular safety and stability. In this section, 
C60 molecules, each doped with OH, COOH, and C(COOH)2 
clusters, were modeled in the Avogadro software.  

            
(a)                                         (b) 

Fig. 5  (a) 2 OH, 2 COOH, 2 malonic acid on C60 
(b) 6 OH, 6COOH, 6 malonic acid on C60 with the electrostatic potential map  

           
(a)                                            (b) 

Fig. 6  (a) 6 OH, 6COOH, 6 malonic acid on C60  
(b) 6 OH, 6COOH, 6 malonic acid on C60 with the electrostatic potential map 

using Avogadro software 
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Fig. 7  Average optimization energies of C60 with various functional groups. 
(a) C60 with 2 OH, 2COOH, 2 malonic acid (C3H4O4). (b) C60 with 4 OH, 
4COOH, 4 malonic acid (C3H4O4). (c) C60 with 6 OH, 6COOH, 6 malonic 

acid (C3H4O4) 

III. FUNCTIONALIZED FULLERENES AS CONTRAST AGENTS 

   PC61BA-(Gd-DO3A) is a functionalized fullerene that is 
created through synthesis of PC61BA and Gd-DO3A. 
Literature shows the effectiveness of gadolinium-based 
molecules as MRI contrast agents. 
 
   The Gd-DO3A and other 6 molecules were modeled through 
Avogadro to check their safety and stability. 
 
 

 

 

 

 

 

                    Fig. 8   Gd-DO3A with PC61BA. 
 

   After modeling the functionalized gadolinium chelates, a 
table was constructed with the data. Using the energy values, 
a conclusion on thermodynamic stability of each molecule 
was made.  

TABLE IV.  OPTIMIZED ENERGY OF GADOLINIUM CHELATES WITH 
LIGANDS 

Compound Energy (kJ/mol)
Gd(DTPA) Magnevist 107.254 

Gd(DPTA-BMA) Omniscan 109.196 

Gd(BOPTA) MultiHance 191.118 
Gd(DO3A-butrol) Gadovist 195.242 

Gd(DPTA-BMEA) OptiMARK 131.679 
Gd(DOTA) Dotarem 151.421 

Gd(HP-DO3A) ProHance 150.370 
 
    Table IV shows optimized energy of all the seven Gd 
functionalized groups. Gd(DTPA) Magnevist has lowest 
energy, showing that it is the most  thermodynamically stable.  

IV. RADIOLABELS USED AS POSITRON EMISSION TOMOGRAPHY 

(PET) HYPOXIA TRACERS 

Each of the six PET hypoxia tracers, EF5, FMISO, 
FETNIM, FAZA, HX4, and Cu-ATSM, are at different 
validation and evaluation stages.[10] FMISO, first published 
in 1987, has been thoroughly validated and evaluated. FMISO 
is used for various tumor types, including head/neck, lung, 
brain, colon/rectum, prostate, breast, pancreas, and kidneys. 
FAZA is now used for tumors in head/neck, lung, brain, 
cervix, colon/rectum, and prostate. A direct comparison of the 
PET radiotracers is difficult due to some PET tracers being 
highly specific to certain types of tumors. For example, while 
EF5, FMISO, FAZA, and Cu-ATSM are used for tumors in 
the brain, FETNIM and HX4 are not typically used for brain 
tumors. The specificity of each radiotracer depends on the 
level of uptake in different tumor types in the body.[5]  

With Cu-ATSM, limitations exist due to inter-tumor 
differences in hypoxia selectivity that prevent the radiotracer 
from being widely used. [5] 

 

TABLE V.  OPTIMIZED ENERGY OF GADOLINIUM CHELATES 

Compound Energy (kJ/mol) 
EF5 176.459 

FMISO 169.195 
FETNIM 187.285 

FAZA 321.893 
HX4 364.444 

Cu-ATSM 132.602 

 

            
 

(a) FETNIM                          (b) FAZA 
Fig. 9. Structure of PET hypoxia tracers 

 
    A molecule will be stable if there are more attractive forces 
and less repulsive forces. Attractive forces lower the potential 
energy of the molecule, and repulsive forces increase the 
potential energy of the molecule.  
 

V.  ELECTRONEGATIVITY AND REACTIVITY 

    18F-FDG is a readily transportable radiotracer commonly 
used in radiolabeling as it phosphorylates into FDG-6-
phosphate after being injected into cells.  

          

(a) 18F-FDG       (b) Optimized 18F-FDG      (c) EP map 
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Fig. 10   18F-FDG is more reactive than the normal unlabeled Glucose and 
readily transportable radiotracer 

     Additionally, the fluorine in the molecule, with an 
electronegativity of 4.0, is  the element with the greatest 
electronegativity and the most reactive of all nonmetals. 
Extremes in electronegativity causes increased reactivity.  

 

       
(a) FETNIM                          (c) FAZA 

Fig. 11   Electrostatic potential maps of radiotracers and corresponding 
optimization energy and electronegativity 

 
    The IA Alkaline elements are the most active metals as they 
are the family of elements with the lowest electronegativity 
and most activity. 

VI. DISCUSSIONS AND CONCLUSIONS 

   Contrast agents have important implications in medical 
imaging, giving physicians the ability to visualize diseases and 
injuries in the human body. Contrast agents can be studied 
through empirical and computational research, to construct 
more safe and stable alternatives that have minimal side 
effects. This research examines the potential of functionalized 
fullerenes, gadolinium chelates and other nanoparticles as 
contrast agents by studying their thermodynamic stability.  
 
   In this research, Avogadro and Chemcraft were used to 
model and optimize the nanoscale molecular compounds. The 
optimized energy was compared and analyzed to deduce the 
safety and stability of such molecules. In addition, the Density 
Functional Theory (DFT) was used to study the electron 
properties of the compounds.  
    The theoretical and stereo-chemical structure of each 
feasible nano-scaled metal oxides, fullerene derivatives, and 
compounds for PET were studied in this project. Based on the 
predicted stability of each molecule, it can be determined 
which compound can be used more efficiently to assess 
thermodynamic stability. Using quantum chemical 
calculations, it was determined whether molecules can or 
cannot be formed, as well as can or cannot be used as a 
biochemical compound for contrast agent.  
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Abstract—In this study, we made the 
technical qualification of borofloat 33 glass 
and also other much cheaper conventional 
glasses, associated with solid metallization 
by a broadband characterization method 
based on the S-parameters. This made it 
possible to extract the electromagnetic 
parameters (dielectric permittivity, tangent 
loss) necessary for the design and 
construction of low visual impact antennas. 
The data of these measurement results are 
processed. The values of S11, S33, S12, and S34 
are then extracted. The values of the loss 
tangent and the dielectric constant are thus 
measured. We have obtained for the classical 
glass εr = 6.5 and tanδ = 0.0206; for the 
microscope glass εr = 6.15 and tanδ = 0.021 
and at the end for the Borofloat glass εr = 3.9 
and tanδ = 0.012. 

Keywords—glass, dielectric permittivity, 
tangent loss, S parameters.  

I. Introduction: 

Antennas are more and more present on a 
daily basis with the development of mobile 
communications and connected objects. Two 
major challenges are to be taken up, in 
particular the integration of antennas into 
communication devices and the reduction of the 
visual impact of antennas on the public. Hence 
the growing need to produce antennas with low 
visual impact and at a bearable cost, which will 
allow implementation on glazed surfaces 
(glazing of buildings, vehicles, smartphones, 
etc.) and installation on historic sites and 
shopping centers to improve network coverage 
but also for greater discretion to the public 
thanks to their appearances. Planar antennas are 

a category of antennas which, in essence, are 
discrete (due to their form factor, their weight, 
etc.) [1] and which also allow the 
implementation of miniaturization techniques. 
To design planar antennas, you have to rely on 
both dielectric and conductive materials. If we 
are primarily interested in dielectric materials, 
we find two main categories, glasses, and so-
called “plastic” materials. We start with 
materials whose transparency properties are 
guaranteed but for which no estimate has been 
made of the value of fundamental 
electromagnetic parameters for the design of 
antennas, namely the relative permittivity and 
the loss tangent of the dielectric substrate. 

Electromagnetic characterization of 
materials has become increasingly important 
because it helps to properly size the antennas 
and, therefore, to predict their accurate 
frequency behaviors before manufacture [2].  
Methods of measuring materials, although 
numerous, are generally divided into two main 
groups: broadband (transmission lines,) and 
narrowband (resonant cavity, waveguide, free 
space). 

Methods that use a cavity resonator can 
characterize the material at a single frequency 
or certain discrete values of frequencies. They 
are divided into two groups: 

- The first is the dielectric resonance 
technique in which the dielectric material itself 
acts as a resonant element, but it is limited only 
to low loss samples. 

- The second is the perturbation technique, 
the presence of a small sample in a resonant 
cavity causes a field disturbance in the latter, 
and thus a resonant frequency shift [3]. This 
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technique is suitable for samples with low loss 
and medium loss. 

Reflection transmission methods allow 
measurement over a wide range of frequencies. 
The classification of materials is done by 
determining the reflection and transmission 
coefficients resulting from characteristic 
changes in impedance and wave speed. 

II. Presentation of the technology 
used  

The electromagnetic characterization 
method used is a broadband measurement 
method. In this method, only the fundamental 
waveguide mode (TEM mode in the coaxial 
lines, quasi-TEM mode in transmission lines 
and TE10 mode in the waveguides) is assumed 
to propagate. This technique takes into account 
the fact that the dielectric substrate will be used 
in microstrip technology for the design of the 
antenna, ie with metallization above / below. 

A measurement using this method 
involves placing a sample in a section of 
waveguide line or coaxial line and measuring 
the diffusion parameters of the two-port 
complex with a vector network analyzer (VNA) 
(figure1). The method comprises measuring the 
reflected (S11 or S22) and transmitted (S21 or S12) 
parameters. The relevant diffusion parameters 
are closely related to the complex permittivity 
and the permeability of the material by 
equations. For an accurate dielectric 
measurement, the maximum electric field is 
required in the sample. Figure 1 illustrates the 
typical measurement setup with a coaxial cable. 

The advantages of the 
transmission/reflection line method include: 
- coaxial lines and waveguides are commonly 
used to measure samples with medium or high 
loss;  
- it can be used to determine the permittivity, 
the permeability and the loss tangent of the 
material tested. 
       Some disadvantages of the 
transmission/reflection line method also exist: 
- the accuracy of the measurements is limited 
by the effects of the air gap. 
- it is limited to low precision when the length 
of the sample is the multiple of half a 
wavelength of the material. 
- the preparation of samples is relatively 
difficult because of its different stages of 
realization  

The propagation constant γ is related to 
the attenuation coefficient α and the phase 
constant ߚ by the relation  ߛ = ߙ +  For a .ߚ݆
dielectric material, the propagation coefficient 

of a wave in a transmission line is related to the 
complex permittivity of the filler material 
through the relation [4]: ߛ = ݆ටఠమఓೝఌೝమ − ቀଶగఒቁଶ           (1) 

Where ω is the angular frequency, ߤ is 
the permeability of the material which is equal 
to 1, c is the speed of light and, λc is the cutoff 
wavelength of the transmission line. In case of 
a coaxial transmission line supporting TEM 
propagation the cutoff wavelength is taken to be 
equal to infinity. ߝ = ᇱߝ +  ᇱᇱ; is the complexߝ݆
permittivity of the material filling the line 
where, ߝᇱ 	is the dielectric constant and ߝᇱᇱ is the 
dielectric loss of the medium. From equation 1 
it becomes possible to extract the complex 
permittivity of the material filling the 
transmission line. ߝᇱ = ቀఠቁଶ ቀଶగఒቁଶ − ଶߙ +    ଶ൨       (2)  andߚ

ᇱᇱߝ  = ߚߙ2 ቀఠቁଶ                         (3) 

This technique is relatively easy to be 
implemented both in measurement and in the 
process of extracting parameters.  

 
 

Figure 1.  Measurement technique of a dielectric 
substrate taking into account the application to 
which it is intended i.e. antenna design [5] 
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For TEM mode, the complex relative 
permeability and permittivity can be found as 
ߝ   :[6] = బఊఒೞଶగ     (4)      ߤ = ೞఊఒబଶగ      (5) 

      Where Zs is the characteristic impedance of 
the sample, Z0 is the characteristic impedance 
of air for the same dimensions, λ is the 
wavelength of free space, and γ is the 
propagation constant which is determined by 
function of the S parameters as follows: ݈ߛ = ℎିଵݏܿ ቀଵିௌ11మ ାௌమభ			ଶௌమభ ቁ     (6) 

Where l is the thickness of the sample 

III. Materials and methods 

This technique was first applied to two 
conventional glasses (typically microscope 
glass and bulk glass) and which transparency is 
about 90% in the visible range and then to 
borofloat 33. The idea is to work with 
transmission lines of impedance clearly 
different from 50Ohms so as to generate 
sufficiently clear mismatches to be able then to 
associate a model with the measurement and to 
identify the values of ߝ and ݊ܽݐఋ parameters 
which make it possible to fitter the custom-
made model. On each glass, we put two 
metallization with 35um thick copper and four 
50 Ohm ports. The upper metallization 
comprises two lines and the lower one 
constitutes the ground plane. One of them has 
an impedance greater than 50 Ohm with a width 
of 0.4mm and the second line has an impedance 
less than 50 Ohm with a width of 8mm. 

The measurements were made on a network 
analyzer (VNA) after calibration. A first 
calibration step is also required various but 
well-known terminations (such as open load, 
short circuit, or 50 ohms for example). The 
practical values of the reflection and 
transmission parameters S are thus measured 
for each of the lines on the VNA. The material 
under test is modeled on a 1D simulation 
software ADS (Advanced Design System). The 
equivalent model is designed according to the 
shape of the lines produced. At both ports, we 
have the 50 Ohm ports which are modeled by 
two 50 Ohm generators each linked to a 
capacitor and an inductor. Then come two 50 
Ohm lines which are subsequently connected to 
the lines of impedance lower or higher than 50 
Ohm by a step. The electromagnetic parameters 
and values of components used in the port 

models are adjusted to make the theoretical and 
practical response curves coincide. The values 
of the loss tangent and the dielectric constant 
are thus extracted. 

 

 
                     a)     

 
                 b)                                                            

Figure 2: a) measurement configuration on VNA  
b) Modeling on ADS 

IV. Simulation Results 

A. Classic glass: 

A classic very low-cost glass has been 
characterized, the measurement results are 
below (figure 3). The curves in blue represent 
the results of practical measurements made on 
the VNA, those in red are those of modeling 
with ADS. 

  

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

17



 
 

 

                                                                                                           
Figure 3: Frequency responses of conventional 
glass. a) the impedance line Z <50 Ohm (8mm)                                                                                  
b) the line of impedance Z> 50 Ohm (0.4mm) 

 
The model is good up to 8GHz since it 

allows a good correlation with the 
measurement. The extraction of 
electromagnetic parameters such as relative 
permittivity and loss tangent are sufficiently 
precise to then allow a quality antenna design 
in this frequency band. We have obtained a 
dielectric permittivity of 6.5 and a loss tangent 
of 2.06 10-2. These values remain high for 
antenna design, specifically ߝ and will have an 
unfavorable effect on the radiating 
performance. Conversely, this helps 
miniaturization effect.  

 

B. Microscope glass 

As with classical glass, we made the 
same simulations, the following results were 
obtained with the microscope glass: relative 
dielectric constant εr = 6.15 and loss tangent 
tanδ = 0.021. The resonance curves are shown 
in figure 4. 

 

 

 
 
Figure 4: Frequency responses of the microscope 
glass a) the impedance line Z <50 Ohm (8mm) b) ) 
the impedance line Z> 50 Ohm (0.4mm                                                 

The dielectric characteristics of this 
glass are close to that of conventional glass, as 
are the resonance curves of the S parameters. It 
can, therefore, be used in the same devices as 
conventional glass. 
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C. Borofloat glass 33 

Figure 5 shows the resonance curves of 
borofloat 33. By the same method, we obtained 
εr = 3.9 as the value of the dielectric permittivity 
and tanδ = 0.012 as the value of the loss tangent. 

Boroflaot 33 has a lower dielectric 
permittivity and loss tangent than the first two 
glasses. The resonance curves of the S 
parameters offer good performance in the 
0.1GHz - 7GHz band. 

 

   

 
 

Figure 5: Frequency responses of borofloat 33 
glass. a) the impedance line  Z<50 Ohm (8mm) 

b) the impedance line Z> 50 Ohm (0.4mm 
                                                                         

V. Conclusion 

This article allowed us to find the 
dielectric parameters of a few glasses for the 
realization of antennas with low visual impact 
and low cost of production. It presents on the 
one hand the electromagnetic characterization 
method that was used to characterize glass 
substrates used in the design of transparent 
antennas. This method has several advantages. 
It is broadband and thus makes it possible to 
extract the relative permittivity and tangent 
parameters of the loss angle of the dielectric 
substrate over a frequency band of several GHz. 
This extraction can be done on a more or less 
important frequency band depending on the 
precision of the model used. In addition, the 
extraction of the parameters of the substrate is 
done in the configuration/technology which 
will be retained subsequently for the design of 
the antennas. In this sense, it is almost more of 
a characterization of the technology used to 
design the antennas than a characterization of 
the substrate alone as is the case with some 
characterization techniques. On the other hand, 
this article presents the relative permittivity and 
loss tangent values that can be expected from 
this type of material, whether on very standard 
glasses or on glasses intended for RF 
applications. Among these glasses, borofloat 33 
is the best alternative with its low dielectric 
permittivity and its reasonable loss tangent for 
the realization of an antenna with the low visual 
impact a low cost. 
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Abstract— Computer Vision (CV) has become ubiquitous in 
smart systems for detecting and labeling objects, starting from 
social media platforms to autonomous vehicles. It requires 
extensive computation and image processing. In this paper, a 
model is processed and used to detect various colored cups with 
saucers from a set of different objects. The system is trained using 
Cascade Trainer Graphical User Interface (GUI), and the testing 
is done utilizing MATLAB, discussed in detail. Finally, the model 
is tested for its efficacy on the S32V234 Evaluation Board (EVB). 
Our proposed system accomplished its goal by identifying and 
tagging the objects of interest with maximum possible accuracy. 

Keywords— MATLAB, S32V234, object detection, computer 
vision, HAAR Cascade Classifier 

I. INTRODUCTION 

Object detection and classification is a core part of Computer 
Vision (CV). In autonomous systems, image detection is one of 
the features that can make autonomous vehicles smart. 
Generally, a system that can identify any object through CV can 
be considered as a smart system [1-3]. 

Detection methodologies have progressed on a good note by 
the exceptional work of Viola & Jones by introducing a speedy 
object identification theme supporting a boosted cascade of 
straightforward feature classifiers [4, 5]. Due to the simplicity 
and effectiveness of HARR-type selections, this system can 
process pictures extraordinarily quickly with the achievement of 
high detection rates, which may fulfill the minimum 
requirements of many feasible applications such as, human face 
recognition in regards to Human-machine Interaction (HMI). 
However, abundant work is required before automatic object 
identification technologies can perform like humans [6]. 

Viola-Jones' technique of object detection is one amongst the 
foremost utilized in the resolution of identifying tasks. But this 
detection pace is achieved including a few incorrect allowances 
of unspecified objects, although the refusal error for specified 
objects is considerably low [7, 8]. The rationale is that in 
essence, Viola-Jones’ refusal cascade of classifiers is integrated 
by AdaBoost to make a robust classifier with every node being 
a collection of weak classifiers employing HAAR-type 
selections. Here, the cascaded classifier is a supervised 

classifier, in which sub-windows of multi-resolutions of an 
image are tested consecutively against all nodes within the 
cascade. Whereas, a window passing all nodes is considered as 
a possibility for any targeted object [9]. 

In Viola-Jones cascade, every node is meant to possess a 
high (≈99.9%) detection percentage (fewer false-negatives) at 
the value of a low frequency of true-positives (≈50%). It 
suggests a higher degree of false-positives. At any node, a call 
of refusal stops identifying, while the detection method carries 
on if any short-lived recognition is found [7, 8]. So, the time for 
computation is saved hugely due to the extraordinarily lowered 
specified object sub-windows than unspecified object sub-
windows of a picture. Therefore, stress ought to be arranged on 
sequentially weak classifiers until they maintain a sufficiently 
low percentage of false-negatives (incorrect refusal for objects 
of interest), assuring that just about all sub-windows consisting 
of targeted objects pass all nodes of cascaded classifiers [9]. 

Our goal of this research is to build a model that can detect 
and label objects utilizing cascade training and detection. The 
training is to complete using Cascade Trainer Graphical User 
Interface (GUI), and the testing by MATLAB. The model is 
translated then for implementation on the S32K234 Evaluation 
Board (EVB), which is finally tested for the proof of concept. 

The rest of this manuscript is ordered as stated; unit II 
provides some connected work as well as the premise for 
HAAR-type options. The associate object detection algorithmic 
program supported the primitive cascaded classifier is projected 
very well in unit III. The outcomes are mentioned in unit IV, and 
at last in unit V, conclusions are extracted. 

II. BACKGROUND 

There are many kinds of algorithms deployed to identify 
objects or human faces with expressions as well [1, 6, 9]. All of 
the methods have their benefits and drawbacks [10-19]. In 2002, 
T. Ojala & others used Local Binary Pattern (LBP) to classify 
the textures of images [10]. The LBP is a grayscale insignificant 
texture driver with effectual distinction, additionally has been 
employed for the recognition of human faces. Although LBP 
options have excellent distinctive efficacy, they dropped the 
native composition underneath particular conditions. 
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Some strategies concerned the templates, filter, and neural 
network [11-13], such as the analysis that was administered by 
Thai Hoang Le [11]. The downside of this applied rule is that 
the system is too costly. Moreover, this process needs re-
analyzation of the pixels of pictures for the measure and 
efficiency that rely upon the worth of color and strength of light, 
requiring an extended time, which is usually exhausting to 
achieve. Since 2012, several investigations occurred victimizing 
identical practices [14-19], one amongst them is the research by 
W. Sulistiyo & others that created a technique for reporting 
participation [16]. And, the hardware is simply a model used for 
attendance, except as the guard of the entrance. Furthermore, 
human face recognition with hijab and spectacles has not been 
accounted for therein analysis. 

Indicators supporting the HAAR-like methodology have a 
considerably low rate for failing detections. The procedure 
operates properly and identifies objects, revolving at an angle 
under 30° [4]. Once the angle crosses 30°, the value of strong 
detections slumps. So, utilizing the quality function of this 
approach, it is unlikely to identify the object of interest, revolved 
at any angle. This specificity offers the appliance of this method 
sophisticated for contemporary industrial technologies [5]. In 
this experimentation, we presented an object detection and 
labeling formula in regards to a smart kitchen. 

III. MODEL IMPLEMENTATION 

The prototype was executed by integrating the selected 
software-hardware containing preprocessing and training of 
images of the required objects. Utilizing a microcontroller is 
incredibly useful because it can be programmed effortlessly. 
Individuals with the minimum programming experience will be 
able to code it comfortably because it includes all the necessary 
options [20-22]. 

A. Software & Hardware 

1) Cascade Trainer 
Cascade Trainer GUI is an algorithm accustomed to train, 

test, and develop cascade classifier designs. It generally utilizes 
a graphical interface to fix the values and formulate it to be 
simple to apply OpenCV mechanisms to train and test 
classifiers. The cascade classifier is a branch-formatted method, 
within which Viola-Jones used HAAR-type selections for 
identification. 

The usual HAAR-type selections established by standards, 
as illustrated in Fig. 1, maybe deployed considering every 
measure within the boosted classifier for quick computation 
from the associated integral version of the targeted picture for 
detection. HAAR-type selections are deep-seated by the HAAR 
wavelet. A HAAR wavelet is a unique quadrilateral formation 
(one with large interim and one with small interim) [23]. 

 
Fig. 1. HAAR-type selections wavelet illustration from OpenCV Cascade 

Classification (light section indicates ‘add that region’ and dark section 
indicates ‘subtract that region’) [23]. 

In 2 Dimension (D), the rectangle is represented by white 
and black. The significance of HAAR-type selections endures if 
the outcome is more than the outset, by decreasing the pixel’s 
mean rate in black and white squares. These traits might be 
discovered in any space among a scanning picture window. 

2) MathWorks MATLAB 
The object identifying algorithms typically employ CV 

techniques to find and classify objects from photographs. By 
utilizing MATLAB (R2018b), the most suitable object 
identification procedures with minimal lines of code can be 
explored. Besides, it will be able to stimulate the method of 
training by the usage of GPUs [24]. 

Once the Cascade Trainer generates the .xml file after 
completing the training, MATLAB reads the file to detect cups 
with saucers. The vision.CascadeObjectDetector() API is used 
to create the detector object, which is further fed into the step() 
method to run the detector object to detect the object of interest. 
After the detection, the detected region is outlined with a 
rectangle and captioned as ‘cup’ to be displayed. 

3) S32V234 EVB 

The S32V234-EVB2 is a development board with maximum 
execution, enclosed perception, and detector fusion appliances. 
Supported by 64-bit Arm Cortex-A53 S32V processors, this 
EVB allows a pair of board choices (including/excluding 
integral monitor); satisfies all options, together with Automotive 
LAN, VIU camera, FlexRay, etc. Available are expansion card 
choices to assist the camera detectors also, as illustrated in Fig. 
2, whereas, by deploying the cost-competitive with small form 
factor EVB, a vision-based case can be solved by its advantages 
[25]. 
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Fig. 2. S32V234-EVB2 Evaluation System from NXP Semiconductors [25]. 

B. Dataset & Preprocess 

A model was trained to detect and label cups, specifically – 
cups with saucers with different colors from other objects, as 
illustrated in Fig. 3. For this purpose, a set of 50 positive images 
were taken to train the model, collected from Google Images. 
Another set of images was used in the ‘cup’ category from 
Caltech101 as well. The google images yielded higher 
efficiency in detecting and labeling the cups. Thus, they were 
utilized for detecting and labeling the object of interest – cups 
with saucer in this case. Besides, for training purposes, 100 
negative images were employed, whereas for preprocessing, all 
the collected low-noise images were resized to 300×300 pixels. 

 
Fig. 3. Cup with saucer. 

C. Setting  & Training 

 For training purposes, the Cascade Trainer GUI (version 
3.3.1) was used, as illustrated in Fig. 4. 

 
Fig. 4. The Cascade Trainer GUI interface. 

 The directory to the positive images was placed on the 
‘Sample Folder:’ field of the interface. After this directory was 
set, the ‘Negative Image Count:’ field was placed to 100, as 100 
negative images were taken. Once all the input specifications 
were set, the next step was to place the number of training stages, 
under the ‘Common’ tab, as illustrated in Fig. 5. 

 
Fig. 5. Common tab specifications. 

The ‘Number of Stages:’ was set to 20 – the higher is the 
number, the better is the detection accuracy. However, it takes 
an increasingly long time with every increment. Here, the next 
step was to place the parameters under the ‘Cascade’ tab, as 
illustrated in Fig. 6. 

 
Fig. 6. Cascade training parameters. 

 The ‘Sample Width:’ and ‘Sample Height:’ represents the 
width and height of the training samples in pixels, respectively. 
For this model, the ‘Sample Width:’ and ‘Sample Height:’ were 
set to 30. The ‘Feature Type:’ was placed to ‘HAAR,’ and the 
‘HAAR Feature Type:’ was set to ‘BASIC’.  

 Once the training parameters were placed, the ‘Start’ button 
was deployed to start the training, which usually leads the 
software to use ‘opencv_createsamples’ internally to create 
positive samples. Then it employs an ‘opencv_traincascade’ 
application for training the model. When the training completes, 
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it gives out a .xml Cascade Classifier file for detecting cups in 
images through MATLAB. 

IV. EXPERIMENTAL RESULT 

The trained model was tested in both MATLAB R2018b and 
S32V234 EVB, where the processor, RAM, and OS of the 
deployed computer were Intel Core i5 8th Generation, 8GB, and 
Windows 10 Home, respectively. Both the systems successfully 
detected the cups with varying accuracy. Fig. 7 shows the 
MATLAB output of the tested images. It can be seen that the 
model detected all the cups when running on MATLAB with 
perfect accuracy. However, Fig. 8 shows a reduction in the 
accuracy of detection in terms of S32V234 yield. 

 
Fig. 7. The MATLAB output. 

 
Fig. 8. The S32V234 output. 

To test the developed system, random pictures were used, 
such as a tree, human brain, and cups with saucers with separate 
colors. The detection approach was justified for a wide range of 
possibilities by the usage of a set of mixed objects. Fig. 9 shows 
an instance of a false-positive output generated when the model 
was run on the EVB. 

 
Fig. 9.  S32V234 false-positive outcome. 

When the Caltech101 images were used for training the 
model, the detection did not yield a satisfactory result. Upon 
closer inspection, it was identified that the Caltech101 images 
were noisy, and the edges, as well as the corners, were not 
distinct enough to be detected by the Cascade Trainer GUI. After 
training, the model was not able to detect any of the positive 
images employed for training; thereby, the Google Images 
results were utilized, which produced better outcomes in the 
detection of the object of interest.   

 In the case of testing, the model showed different results for 
MATLAB and S32V234. The discrepancies in the results could 
be caused by improper preprocessing of the images. There was 
an instant when all the cups were detected by the board, but the 
detection stopped before the screenshot was taken. This might 
be indicating the lack of capability to operate in real-time for the 
trained model. 

V. CONCLUSION 

The research was done to train a model to detect some 
objects of interest among diversified objects, which in this case, 
were cups with saucers with differing colors. Our developed 
algorithm in terms of CV successfully detected and labeled the 
test images with varying degrees of accuracy – neutralizing the 
deficiencies of the primordial Viola-Jones’ cascade classifier 
while maintaining almost zero incorrect refusal; however, there 
are scopes for improvement. The principles utilized for 
recognizing the cups could be employed for detecting other 
objects as well, in a multitude of scenarios. 

To enhance the accuracy of the model, more extensive 
training with a large dataset should be carried out – increasing 
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the number of positive and negative images. Higher computing 
power could be used, and the discussed number of stages along 
with samples might be increased to upgrade the learning rate. 
A comparative study would be carried out by utilizing other 
training methods for achieving higher performance regarding 
object detection. 
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Abstract—Low power consumption, high performance, and 

small die size are the three essential considerations in modern CPU 

design, from tiny IoT devices to General Purpose Manycore 

System-on-Chip. With these considerations, we introduce a new 

CPU design that features Adaptive Overlapping Multitasking 

pipelines, to better balance the design tradeoffs of the traditional 

scalar and superscalar CPUs. By providing dynamic 

reconfigurability, we enable user applications to decide at run-

time whether to run the CPU in a high-performance or a low-

power mode, to meet their respective application deadlines or 

power budgets. The low-power mode also provides redundancies 

that allow the CPU to continue operating, even when some of its 

pipeline stages are damaged. We used the RISC-V ISA test suite, 

Dhrystone, Coremark, and ten other benchmarks to validate our 

CPU design's functionality and performance. Our CPU can 

consistently deliver up to 2.0 Instruction Per Cycle and score a 

3.924 DMIPS/MHz and 6.556 Coremark/MHz with Dhrystone and 

Coremark benchmarks.  

Keywords—Superscalar, Multitasking, Fine-grained, Manycore, 

Multicore  

I. INTRODUCTION 

Low power consumption and high performance are essential 
for embedded applications, especially when their power source 
comes from the battery or solar panel. Reducing the power 
consumption ratio is vital to multicore and manycore CPUs, 
where power consumption can be a significant issue. Smaller die 
size, however, is also a concern in CPU design, especially in 
manycore systems. To measure the efficiency and performance, 
we use CPU performance to refer to how fast a CPU can operate 
in terms of clock frequency, and use CPU efficiency to refer to 
the number of instructions it can process per clock cycle. In this 
context, CPU design has followed two directions: the Speed 
Demon [5] (super pipelining) approach and the Brainiac [5] 
(superscalar) approach. The Speed Demon approach subdivides 
its CPU stages to reduce the resultant stage latency and boost the 
clock frequency. It, therefore, increases the number of processed 
instructions per time unit. The Brainiac approach, which issues 
multiple instructions per cycle without increasing the clock 
frequency, improves the average instruction per cycle (IPC). 
However, both methods consume more power due to higher 
operating frequency and more hardware. 

Since the Speed Demon CPUs reduce their stage latencies to 
execute at a higher clock frequency, the power consumption rate 
increases proportionally. For example, the Intel Prescott family 

processors peaked up to 31 pipeline stages, consumes up to 
213W, and clocked at a 3.60 GHz. When the pipeline stages 
stall, e.g., due to data dependencies, the system's throughput 
decreases.  With the addition of more pipeline stages and new 
functional blocks, the higher operating frequency also increases 
the overall power consumption.  

On the other hand, the Brainiac (superscalar [11] [12] 
[13][14]) approach issues multiple instructions per clock cycle 
to enhance CPU throughput without increasing the clock 
frequency. The micro-architecture design includes various 
instruction issuing policies and registers renaming algorithms to 
improve CPU throughput. However, its wide instruction 
fetching unit also requires a complex instruction cache and 
branch prediction design to reduce clock cycles. Since the 
number of independent instructions is often not substantiated, 
the maximum CPU throughput is often not realized. 

Our research focuses on building a quad-core CPU targeting 
embedded and cyber-physical applications and manycore 
systems. With die size reduction for manycore systems.  We 
design a dual-issue overlapping superscalar processor operating 
in fine-grained multitasking [2][6][7][8] fashion to improve its 
efficiency, and trade higher frequency for higher IPS 
(Instruction per Second) and smaller die size. Our new dual-
issue superscalar CPU leverages a fine-grained multitasking 
architecture to eliminate the need for a branch predictor (BP) [9] 
and Return Address Stack (RAS) [10][15], allowing it to reduce 
the overall power consumption and improve system efficiency.  

Our new microarchitecture supports fine-grained 
multitasking, similar to a classic five-stage pipeline, in terms of 
available hardware and operations. In particular, we loosely 
couple the two pipelines to allow run-time reconfiguration that 
makes the CPU work either in a coupling high-performance 
mode or a decoupling low-power mode. Our new design 
provides a redundancy option in the decoupling mode that will 
keep the CPU running if one of the pipeline stages is damaged. 
In the coupling mode, our new design operates as a dual-issue 
multitasking superscalar processor. 

Since the available number of independent instructions is 
often unknown in superscalar mode, our CPU fetches from two 
distinct instruction streams simultaneously when the CPU runs 
more than two virtual-cores. This instruction issuing paradigm 
eliminates our dual-issue superscalar processor's true-data 
dependency while creating virtualization of overlapping 
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pipelines. Our dual-issue multitasking CPU design provides 
dynamic reconfiguration capability that enables the user 
application to decide at run-time for the CPU to operate in its 
low-power or high-performance mode, to meet varying 
deadlines or power budgets. 

Our research makes the following contributions: 

• Our new design can achieve an IPC up to 2.0, 

reaching the theoretical limit of a dual-issue 

superscalar processor. 

• We use a dual-core fine-grained architecture to 

create a quad-core architecture and trade higher 

operating frequency for higher IPS, and smaller die 

size. This technique allows us to reduce the die size 

by more than 50%, making it ideal for manycore 

implementation. 

• The CPU decoupling feature provides a redundancy 

capability that allows the CPU to continue to 

operate even when some of its pipeline stages are 

damaged. 

• Our design requires less than half the size of a 

typical quad-core. Even at a higher operating 

frequency, its power consumption is lower than the 

other quad-core designs.   
 

The rest of this paper is organized as follows: Section II 
briefly introduces how fine-grained multitasking works. Section 
III summarizes the new micro-architecture design. Section IV 
elaborates on our new design operating in different modes. 
Section V evaluates our CPU design's efficiency by using the 
Dhrystone, Coremark, and ten other benchmarks, Section VI 
summarizes some related work. Section VII concludes with 
some discussions. 

II. THE FINE-GRAINED MULTITASKING ARCHITECTURE 

Our fine-grained multitasking architecture (FGMA) enables 
a single CPU pipeline assembly to support multiple real-time 
threads or virtual cores (VC), each VC isolated by the hardware 
and shielded from the other VCs [2]. If any VC malfunctions, 
e.g., due to errors in the application code, the other active VCs 
would not be affected and can continue to operate as usual. 
Therefore, user applications can treat the VCs as hardware 
isolated real-time threads that execute in an interleaved fashion, 
as a virtual multicore system that supports multiple standalone 
applications, or a mix of both. 

To support fine-grained multitasking, our CPU interleaves 
all active VCs (hardware-isolated threads), fetching one 
instruction each time for a different VC in a round-robin fashion. 
The interleaving paradigm provides hardware support for 
context switching among the VCs, without requiring any 
runtime overhead. This paradigm also introduces stage delays 
(see Fig. 1) among the running VCs to mitigate any load-used 
data hazards (due to memory loads) and any control hazards 
(due to branching). As a result of these stage delays, there are no 
need for hardware-supported BP [9] or RAS [10] [15] modules 
(properties of FGMT), reducing power consumption and die size 
of our system. 

T0 T1 T2 T0 T1

T0 T1 T2 T3

Sys_Clk

Three VCs

Four VCs

CLOCK CYCLE

T0 T1 T2

T0 T1 T2 T3

T0 SD T2 SD

T1 SD

T0 SD T3 SD

T1 SD

T0 T1 T0 T0 T1Two VCs T1 T0 T1

T0 SD T1 SD

SD : Stage Delay

T2 SD

 

Fig. 1: This diagram shows how the threads (TX) execution in our new design. 

In this paradigm of executing threads, it also produces stage delays. The stage 

delay of a thread is defined as when the system is running other threads (or 

virtual cores). 

Fig. 1 illustrates how our CPU evaluates the instructions 
when equipped with two pipelines. To support additional fine-
grained multitasking, e.g., for up to four virtual cores, we need 
to augment the CPU with four program counters, four sets of 
register files, and a two-bit virtual core identification (VCID). 
We use switching fabrics that embody the four program counters 
in a program counter block (PCB) to operate the pipelines in an 
interleaved fashion. We further incorporate VCID awareness in 
the forwarding and hazard logic to ensure proper operation (see 
Fig. 3). 

III. NEW CPU DESIGN 

Leveraging the fine-grained multi-tasking design, our CPU 
(see Fig. 3) includes two loosely coupled pipeline assemblies 
that support run-time reconfiguration. When the user application 
requires low power consumption, it can command the PCB to 
decouple the two pipelines and power down the idle one to 
reduce power consumption. Conversely, if the user applications 
require high-performance, it can issue a coupling command to 
the PCB to couple the two pipelines to form a dual-issue 
superscalar processor. The following section explains these two 
operating modes in more detail. 

A. Low-power or Decoupled Mode 

Upon power-on-reset (POR), the system enters its default 
single-threaded mode, enabling the top-pipeline and disabling 
the bottom-pipeline (see Fig. 3). In this mode, a user application 
can issue a runtime command to trigger the CPU to enter a multi-
threaded low-power mode. The PCB provides five bits for the 
mode changing operations. The C-bit or the coupling bit 
couples/decouples the pipelines when set/cleared. The S-bit 
disables or enables the top-/bottom-pipelines when set/cleared. 
The P-bit or the power bit turns on the top-/bottom-pipelines 
based on the S-bit. When the S-bit toggles, the P-bit is set, 
powering up the other pipeline while the system disables the 
active pipeline. The T-bit and B-bit are read-only bits that 
provide the top and bottom-pipelines power status. 

In low-power mode, only one pipeline can execute 
instructions, and the other is powered down. The user 
application must decide which pipeline should stay active and 
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which to power down by clearing/setting the S-bit, followed by 
de-asserting the C-bit. For example, assume the CPU is currently 
in the coupling (high performance) mode. To have the top-
pipeline continue to stay active and the bottom-pipeline powered 
down, the user application must first clear the S-bit (selecting 
top-pipeline), followed by clearing the C-bit (entering the 
decoupled mode). The PCB then de-asserts a “disable-bottom” 
control signal and polls the T and B status bits. The “disable-
bottom” control signal is then propagated through the pipelined 
stages, each of which is disabled under the control of the hazard 
control logic. The control hazard ensures each instruction 
completes before the “disable-bottom” control signal disables its 
pipelined stage. The “disable control” signal is fed back to the 
PCB at the WB stage as the B-bit. Once the T- and B-bits values 
are 0b10, the PCB starts issuing instructions only to the top-
pipeline while disabling the bottom-pipeline. 

When switching from the top-pipeline to the bottom one, a 
user application needs to issue a command to change the 
pipeline by setting the S-bit in the PCB. Upon issuing this 
command, the PCB sets the P-bit to power up the bottom-
pipeline, stops issuing instructions to the CPU, de-asserts the 
“disable-top” control signal, and waits for feedback from the 
WB stage. Once the T- and B-bits values are 0b01, the PCB 
resets the bottom-pipeline, starts issuing instructions to the 
bottom-pipeline, and powers down the top-pipeline. 

The pipeline switching feature allows user applications to 
continue to run on a different pipeline even if any stages in one 
pipeline is damaged.  This pipeline validation and switching task 
should be one of the Designs for Test (DFT) tasks. In this 
scenario, the system cannot achieve the superscalar mode 
(coupling mode). 

 

Fig. 2: This block diagram shows our Adaptive Overlapping Multitasking Superscalar Processor. The Program Counter Block consists of the 

switch fabric and four Program Counters. There are four system register files, each to support a running thread or virtual core.  

 

B. High-performance or Coupling Mode 

In the high-performance mode, the system couples the two 
pipelines to form a dual-issue superscalar processor. When a 
user application requires high performance, it issues a coupling 
command to the PCB. Upon receiving the coupling command, 
the PCB powers up the idle pipeline, and waits for the pipeline 
WB stage feedback. Once the T- and B-bits values are 0b11, the 

PCB resets the recently powered up pipeline and then starts 
issuing instructions to the superscalar processor. 

IV. OPERATING IN SUPERSCALAR MODE WITH TWO TO FOUR 

VCS 

This section demonstrates how our new design achieves an 
average IPC of 2, reaching the theoretical limit of a dual-issue 
superscalar processor. 
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Upon POR, the CPU enters the low-power single-threaded 
mode. In this state, the system behaves like a five-stage 
pipelined scalar processor without a BP (operating in branch 
always not taken) and RAS support. The system runs on VC 0, 
and its related resources such as PC, register file (see Fig. 2). In 
this state, the user application can configure the system as a 
multi-core system running multiple standalone applications, or 
a multitasking system running multiple hard real-time threads, 
or a mix of both (see Fig. 1). 

The superscalar mode (i.e., the fine-grained multitasking 
mode) can support up to four VCs. In this mode, the PCB uses 
different instruction issuing algorithms to control the PCs, and 
with the address forwarding hardware when running more than 
two VCs. We will demonstrate how the instruction issuing 
algorithms work for two to four VCs in this section. 

A. Supporting Two Virtual Cores  

 

 
 

Fig. 3: When in the Superscalar mode running two VCs, the system issues two 

instructions to the CPU pipelines. The pipelines are arranged logically in 

parallel (CC: Clock Cycle, BS: Bubble Stage, BT: Branch Taken, T: Top-

pipeline, and B: Bottom-pipeline). 

Fig. 3 shows our new design supports two VCs in the FGM 
superscalar mode. The system issues two instructions from both 
applications in an interleaved fashion and repeats in an infinite 
loop. From Fig. 3, from CC=0 to CC=4, we assume that the 
system is hazard-free and running VC0 and VC1. This method 
of issuing instructions inherits the true-data dependency issue 
that cannot be resolved by data forwarding. The system must 
stall and wait for the respective stage to produce the needed 
result. Instead of stalling, we evict the true-data dependency 
instruction at the ID stage to minimize the efficiency 
degradation and implementation complexity. 

When CC=4 (see Fig. 3), the TID (the first instruction in the 
top-pipeline) decodes the branch taken, and evicts the second 
instruction in the bottom-pipeline BID stage, by inserting a 
bubble stage on the next cycle (the BS stage when CC=5) at the 
BEX stage. The branch-taken (BT) instruction on the top-
pipeline has no function after the TID stage. Overall, the system 
efficiency of our CPU can be reduced in the following scenarios: 

• If the first instruction the system decodes is a jump 

(including return) or a branch taken, the system 

executes the first instruction and discards the second 

instruction. 

• If the second instruction the system decodes depends 

on the first instruction result, the system executes the 

first instruction and discards the second instruction. 

 

B. Supporting Three Virtual Cores 

 

 

Fig. 4: In the superscalar mode running three VCs, the system issues the first 
instruction to the bottom-pipeline. The second instruction from the same 

program is fetched based on the prior instruction outcome in the BID stage (T: 

Top-pipeline, and B: Bottom-pipeline). 

We illustrate how the PCB issues instructions to both 
pipelines after POR in Fig. 5, which shows our new design is 
running three VCs. In this mode, our system has one more stage 
delay of freedom (see Fig. 1, three VCs, two-stage delays). The 
PCB takes advantage of this additional stage delay to issue 
instructions from two programs, one in each clock cycle. The 
PCB issues the first instruction to the bottom-pipeline, and the 
address to fetch in the next instruction depending on the 
outcome of the first instruction when it reaches the BID stage 
(Fig. 5, when CC=1 and CC=2). 

Since the two instructions from the same program are two 
stages apart, we can resolve data dependencies with data 
forwarding; hence, this method mitigates true-data dependency. 
Fig. 6 shows that when the first instruction is at the BID stage 
(bottom-pipeline ID stage), the instruction decoder decodes the 
instruction and makes the following decision: 

 

• If the first instruction the BID decodes is not a branch 

or jump instruction (including return), the BID will 

provide the value of PC + 4 to TIF to fetch as the next 

instruction. 

• If the first instruction decoded by the BID is a branch 

or jump instruction, the BID will provide the 

branch/jump target address to the TIF to fetch as the 

next instruction. 

 

This method of utilizing the BID to provide the address to 

TIF also improves the IPC of this configuration. However, this 

configuration suffers from performance degradation in two 

scenarios. First, if a branch instruction in the BID depends on 

the previous TEX’s instruction result (Fig. 5, when CC=X), then 

the system will stall. Instead of stalling, the BID predicts a 

branch-taken and provides the TIF target address to fetch the 
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next instruction (Fig. 5, when CC=X + 1). If the prediction is 

wrong (branch-not-taken), the system flushes the TIF and BIF 

instructions (Fig. 5, CCX + 2). The BIF instruction gets into the 

bottom-pipeline before the relative PC can correct its address 

(from the branch-not-taken path, shown in Fig. 5, when CC=X 

+ 2). The BNT path (Fig. 5, when CC=X + 2) has no function 

after the BID stage. 
 

 

Fig. 5: The wrong prediction occurs when Branch-not-taken (BNT). The system 

evicts the residual instruction by inserting a bubble stage (BS: Bubble stage, T: 

Top-pipeline, B: Bottom-pipeline) 

 

Fig. 6: The wrong prediction occurs when branch was taken. The system evicts 

the residual instruction by inserting a bubble stage (BS) 

 

The second performance degradation scenario happens when 

the next instruction on the top-pipeline is a branch-taken 

instruction. At the TID stage (Fig. 6, when CC=Y), the TID 

decodes a branch-taken. In the same clock cycle, the BIF fetches 

its next instruction for the bottom-pipeline, assuming a normal 

operation. Under this condition, the system evicts the residual 

BIF instruction (Fig. 6, when CC=Y) from the bottom-pipeline 

in the next clock cycle by inserting a bubble stage in the BID 

(Fig. 6, when CC=Y + 1). In this case, the system efficiency 

degrades by one instruction. 

C. Supporting Four Virtual Cores 

Fig. 7 shows when our new design is running four VCs. The 
issuing paradigm in this configuration is similar to when running 
three VCs, except that it has three-stage delays between 
instructions. The additional stage delay helps mitigate all the 
hazards experienced by the three VCs configuration. 

In Fig. 7, when CC=5, the BID (VC0) decodes a branch 
instruction dependent on an earlier instruction’s result. The 
system can forward the result from the TM (Fig. 7, when CC=5) 
to the BID to complete its decoding. In this case, we resolve the 
wrong prediction issue in the three VCs mode. 

 

 

Fig. 7: In the Superscalar mode executing four VCs, the system issues one 
instruction to the CPU bottom-pipeline and next instruction based on the BID 
to the top-pipeline. The pipelines logically overlap. 

In this paragraph, we show that we can mitigate the three 

VC’s second scenario by running four virtual cores (or threads). 

When VC3 at the TEX stage decodes the second branch (branch-

taken) instruction, it updates the VC3 program counter with the 

branch target address. In this clock cycle, the BIF loads VC2’s 

instruction (not related to VC3). In the next clock cycle, VC3 

uses the TEX’s branch target address (when CC=5) to fetch the 

instruction into the bottom-pipeline. This sequence of steps 

shows that the four VC modes also mitigate performance 

degradation (IV.B) in the second scenario of the three VCs 

configuration. 

V. ANALYSIS 

Our design focuses on die size reduction without 

compromising the performance. We trade smaller die size with 

higher operating frequency without increasing the power 

consumption for the equal number of cores for a typical 

multicore system. We configure our design as Quad (running 

four VCs) for a manycore system, to reduce its die size by half 

with a given die size (two cores versus four cores). In this 

section, we first evaluate the system performance, and then 

operating frequency and power consumption. 

A. Benchmark Results 

We used industry-standard benchmarks to validate the 

effectiveness of our design. In this experiment, we use the 

Dhrystone (Version 2.1) and Coremark (2009) benchmarking 

software and the riscv64-unknown-elf-gcc (Version 7.1.1) 

compiler. The CPU functionality is verified using the RISCV 

ISA test suite. Additionally, we use ten other selected 

benchmarks to show how our design performs when executing 

different algorithms. These ten benchmarks were chosen mainly 

due to their algorithmic nature and development in real 

embedded applications. These include VVADD (adds to vector 

algorithm), TOWER (the tower of Hanoi), SHA-256, CRC32, 

QSORT, MEDIAN, AES, BLOWFISH, MD5, and DES. 
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Fig. 8: Dhrystone and Coremark benchmarks results of our new design 

operating in low-power mode. (DS: Dhrystone and CM: Coremark) 

 

 
 
Fig. 9: Dhrystone and Coremark benchmarks results of our new design 

operating in superscalar mode. (DS: Dhrystone and CM: Coremark) 

 

 
 
Fig. 10: Our new design IPC performance with low-power and superscalar 
modes and STWC and STBC  (LP-Low-power or decoupled mode, SS: 

Superscalar or coupled mode, STWC: Scalar processor worst case, and STBC: 
Scalar processor best case). 

 
Fig. 8 and Fig. 9 show the Dhrystone and Coremark 

benchmark scores running at different compiler optimization 
levels, in the low-power and superscalar modes. Our design 
operating in the superscalar mode can achieve the Dhrystone, 

and Coremark scores up to 3.924 DMIPS/MHz, and 6.556 
Coremark/MHz, respectively. 

The fine-grained processor does not have control and data 
hazards, and in this test case, there is no structural hazard. The 
IPC scores in Fig. 10 were obtained by dividing the number of 
clock cycles required to run our design in coupled and decoupled 
mode, by the number of cycles needed to run the equivalent 
benchmark on a single cycle CPU. 

TABLE I: COREMARK PERFORMANCE OF OUR NEW DESIGN VERSUS THE 

AMSP, SERIES 7 RISC-V AND ARM PROCESSORS 

 
Our 

Design 
AMSP 

SiFive 

E76 

ARM 

Cortex-

M7 

SiFive 

U74 

ARM 

Cortex-

A55 

Instructi

on Set 

32-bit 

RISC-V 

32-bit 

RISC-V 

32-bit 

RISC-V 

32-bit 

ARM 

V7-M 

64-bit 

RISC-V 

64-bit 

ARM 

V8 

Max 

IPC 
2 2 2 2 2 2 

Avg. 
IPC 

2.0 1.697 1,495 1.525 1.495 1.343 

CoreMa

rk 

Perf 

CM/MH

z 

6.556 5.562 4.9 5.0 4.9 4.4 

 
From our ten benchmarks (see Fig. 10), the STWC (single 

thread worst case) five-stage scalar processor without the BP 
and RAS has the worst performance with QSORT and 
MEDIAN. These two benchmarks have more control 
instructions relative to the other eight benchmarks. All the 
benchmark results confirm that our design running 4VCs' excels 
in performance, delivering an average IPC=2, reaching the 
theoretical limit of a dual-issue superscalar processor. 

We compare the fine-grained and commercial superscalar 
processors from Sim and Yi [1], SiFive [3], and ARM [4] 
performance with ours. This comparison is relevant because 
they are all dual-issue superscalar processors. In terms of micro-
architecture and the instruction issuing paradigm, our CPU 
outperforms Sim and Yi processor in IPC by 0.994 (6.556 – 
5.562). The SiFive processors used the same ISA as in our 
design. We choose ARM processors because it is the current 
industry de facto standard with millions of sockets won. 

We obtain the performance metrics from the respective 

researchers and companies' literature. Our design outperforms 

these three families of processors by a large margin (see Table 

1). Based on these results, our design is also suitable for the 

manycore system because its die size is less than half of a 

traditional quad-core CPU. In the next section, we examine the 

operating frequency and power consumption requirement of our 

design to match the performance of a traditional quad-core CPU. 

VI. RELATED WORK 

Sim and Yi [1] provided a detailed description of how their 
fine-grained multitasking superscalar processor works and the 
different algorithms they used to improve the system efficiency. 
Their idea departs from the traditional superscalar, focusing on 
hard real-time multitasking and reducing hardware to improve 
both the system performance and die size. 
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Sim and Perera [2] provided a comprehensive description of 
how the fine-grained multitasking works. Their paper utilized a 
multitasking subsystem with a sequencer to provide both spatial 
and temporal multitasking. The dynamic CPU clock cycle 
allocation extends to user application demands allowing further 
optimization of the CPU clock cycle usage. The stack overflow 
and underflow, and the global memory protection are great 
features for RTOS since most RTOS does not have memory 
protection between threads. 

Most of the other existing work [6] [7] [8] focuses on the 

hard real-time and the scheduling methods for fine-grained 

processors. 

VII. DISCUSSION AND CONCLUSION 

This paper demonstrates that our new design performs 
significantly better than other superscalar processors. With an 
overlapping pipeline and branch address forwarding logic, our 
processor design mitigates the true-data dependency issue. 
When operating in the 4VC mode, our system achieves the 
theoretical limit of a dual-issue superscalar of IPC=2. 

Our new design is loosely coupled, and can couple or 
decouple its two pipelines dynamically. This paradigm gives the 
applications the freedom to choose how it should execute based 
on the need for either high-performance or low-power operation. 
This feature makes it ideal for embedded applications and cyber-
physical domain systems that draw power from batteries or solar 
panels. 

System efficiency equates to reducing operating power. Our 
new design can achieve an IPC=2 and is suitable to be deployed 
in an area where power saving is critical, e.g., data center. 
Besides the power saving, our new design can have the die size 
reduced by half.   
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Abstract— in this paper, it has been shown that the refractive 
index (RI) sensitivity of higher-order cladding modes of a fiber 
Bragg grating (FBG) can be enhanced significantly with the 
deposition of gold nanoparticle over the surface. A detailed 
numerical study is being accomplished in this work. Initially, the 
sensitivity of higher-order cladding modes is evaluated with a 
dedicated multi-layer numerical model of FBG. Subsequently, 
thin nanoparticles of gold are being considered over the surface 
of FBG. A Four-layer model is employed for the computation of 
sensitivity of cladding modes of FBG. Almost a ‘2.5’ fold 
enhancement of sensitivity is found with the utilization of gold 
nanoparticles. This proposed FBG sensors can be utilized in 
highly sensitive chemical and biological sensing applications.  

Keywords—Fiber Bragg grating, Gold nanoparticle, Chemical, 
and Biological sensing 

I. INTRODUCTION 

Optical fiber-based sensors are being used for selective 
chemical and biological sensing applications over the past two 
decades or so. The optical fiber platform of sensing provides 
label-free, online monitoring, lightweight, and low cost which 
makes it much more efficient than other chemical and 
biological sensing applications [1-3]. FBG based sensors are 
one of the most used and appropriate for highly sensitive 
chemical and biological sensing applications over other optical 
fiber sensors for mainly two reasons. Firstly, Wavelength 
interrogation techniques are being employed in FBG which is 
always preferable than amplitude-based detection systems and 
the second reason is that series of FBG can be multiplexed 
which enables a system for multiparameter sensing [4,5].  
Novel biochemical sensors are being developed and reported 
over the years, like Synchronization of DNA [6], Detection of 
trace chloroform in water and air [7], antigen/antibody-based 
immunoassay [8], identification of heavy metal ions in water 
[9], detection of poisonous gas in the air and many other 
potential sensing applications [1,2,10,11]. Primarily, after the 
invention of FBG sensors, it was employed for the detection of 
strain, temperature, and other physical parameters like velocity, 
acceleration, force, etc [12, 13]. Very recently, a distributed 
Bragg reflector-based laser was employed for axial force 
measurement with a D-shaped fiber [14]. In FBG, forward 
propagating core mode is being coupled with backward 
propagation core mode and one reflected wave can be found at 
the input end whose wavelength of operation is governed by 
Bragg reflection condition [4,5]. This Bragg reflection 
condition can be altered with externally applied strain, 
temperature, force, etc. As the guided core mode didn’t interact 

with the surrounding medium at all, FBG was never used as a 
RI sensor. The interaction of FBG core mode with the 
surrounding medium can be enhanced with a significant 
amount of clad radius. It was demonstrated earlier that with the 
reduction of clad diameter the volume RI sensitivity of a 
cladding mode enhanced abruptly [15]. With the reduction, the 
sensitivity of the cladding mode is being enhanced but the 
mechanical stability of the sensor is poor and which limits the 
reuse capacity of the respective sensors [16]. This limitation of 
the FBG sensor was removed with a slight tilt in the grating 
plane. The guided core mode of FBG can be coupled with 
backward propagating core, backward propagating cladding 
modes, and higher-order radiation modes by a slight tilt in the 
grating plane. The effective indices of the cladding modes can 
be altered with a change in surrounding refractive index (SRI) 
as a result a clear signature can be observed in the spectrum of 
tilted FBG (TFBG). Distinct chemical and biological sensing 
applications were accomplished with TFBG [17,18]. The 
spectrum of TFBG was complex and the fabrication of TFBG 
with a specific degree of rotation of the grating plane is 
difficult. Recently, it has been shown that symmetric cladding 
modes of FBG can be used for volume RI measurement where 
the sensitivity of the respective cladding mode can be enhanced 
with mode transition phenomena [19]. The sensitivity of the 
comparative higher order cladding modes is also being 
analyzed thoroughly [15, 19], it was demonstrated that the 
higher-order cladding modes can be employed in highly 
sensitive biochemical applications. In this work, it has been 
shown that with the deposition of gold nanoparticles the 
respective cladding mode can be enhanced significantly. It was 
demonstrated earlier that the sensitivity of cladding modes of 
long-period fiber grating (LPFG) was enhanced critically by 
the deposition of gold nanoparticles over the surface and it was 
established both experimentally and numerically [20]. It was 
shown that the surface change of the RI of the gold layer is the 
basic principle of enhancement of sensitivity for the cladding 
mode of LPFG [21]. Typically, gold nanoparticles are used as a 
universal receptor for distinct chemical and biological sensing 
applications so analysis of the sensitivity of cladding mode 
with deposition of gold nanoparticles of cladding modes is 
important [21], in this article we have shown that the 
sensitivity of cladding mode of FBG in MT effect can be 
enhanced significantly with deposition of metal nanoparticles. 
First, the sensitivity of a cladding mode in MT is being 
computed with a four-layer model. Then a thin gold layer is 
considered to compute the sensitivity the surface change of RI 
of the gold layer is taken from previous experimental values 
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observed. Gold nanoparticle coated FBG can be used in novel 

 

Fig.1. Multi-layer cross sectional diagram of FBG with 
deposition of gold nanoparticles  
biochemical applications in the future. The paper will be 
presented as follows in section II, a concise theory of the 
structure of the proposed sensor has been discussed. Detail 
numerical results are being given in section III. Section IV is 
dealt with discussions and conclusions.    

II. THEORY 

A. Coupled mode equations 

In the case of fiber Bragg grating, forward propagating core 
mode is being coupled with backward propagating core mode 
and backward propagating cladding modes respectively. They 
are being governed by the coupled mode equation as shown 
below [22,23]. 
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Where coA , coB are the amplitude of forward and backward 
propagating guided core mode. The term m is the induced 

modulation. clB ν0  are the amplitudes of the backward 

propagating clad modes of order υ. cocok −
−0101 is the self-coupling 

coefficient of the forward and backward propagating core 

mode. coclk −
−010ν are the cross-coupling coefficients between 

forward propagating LP01 core mode and backward 

propagating LP0ν cladding mode. coco−
−0101δ  and cocl−

−010νδ are the 

detuning parameters where 
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They describe the departure from the phase-matching 
condition, where 01

coβ and 0
cl
νβ are the propagation constant of 

the forward propagating core mode and backward propagating 
clad mode. Coupling coefficients were computed using the 
following relation 
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Where νψ 0 and k0ψ are the radial field components of LP0ν 

and LP0k modes. εΔ is the permittivity variation and for this 
particular waveguide, it is defined as 2εnΔn, where Δn is the 
induced change in the RI of the core during the fabrication of 
the grating. 
The wavefunction of each layer of the multi-layered structure 
as it is being shown in Fig.1 is evaluated, the wavefunction is 
normally governed by the equation  

, ,( ) ( ) ( )j j j jr A J r B Y rν ν ν ν ν νψ γ γ= + 0j k nνβ <      (7) 

, ,( ) ( ) ( )j j j jr A I r B K rν ν ν ν ν νψ γ γ= + 0j k nνβ >      (8) 

 

,( )jJ rν νγ and ,( )jY rν νγ  are the ordinary Bessel function of the 

first and second kind, while ,( )jI rν νγ and ,( )jK rν νγ are the 

modified Bessel function of first and second kind of order ν. 
The effective indices of the cladding mode are being 
computed with the transfer matrix method approach [15]. The 
amplitudes of the core and cladding mode in each of the layers 
are being evaluated and self and cross-coupling coefficients 
are computed for the subsequent numerical steps. Finally, a set 
of the coupled-mode equation is being solved. The coupled 
model equation can be formed as a matrix and is represented 
as follows [15,19]: 
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where S , cocoS − , coclS −

−010ν  can be defined as  
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 The variation of effective indices with the deposition of 
overlay material is being analyzed with a five-layer numerical 
model. The detailed description of numerical work is being 
presented in the following sections.  
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III. NUMERICAL RESULTS 

The parameters of a standard single-mode fiber SMF28-e is 
being considered. The refractive indices of the core and the 
clad are n1=1.4494 and n2=1.444 (@ 1550 nm). Diameters of 
the fiber core and the clad were considered as 8.25 µm and 125 
µm respectively. Recently it was shown that the comparative 
higher order cladding modes possess exceptional MT 
characteristics along with the high sensitivity. Initially, the 
spectrum of the FBG is computed with considering the first 45 
cladding modes with a three-layer numerical model and which 
is being shown in Fig.2. The spectrum is being computed with 
a three-layer model, namely a core-clad-surrounding medium. 
The period of the grating was ~ 0.576 µm. The spectrum is 

being computed with consideration of the surrounding medium 
like air (RI ~ 1) and water (RI ~ 1.333). The LP0,42 cladding 
mode is also identified in Fig.2. Then MT characteristics of 
LP0,41 and LP0,42 cladding mode is being shown in Fig.3a and 
as a comparison, the MT effect the lower order cladding modes 
(LP06 and LP07) is being depicted in Fig.3b. The RI of the 
overlay has been considered to be ~ 1.7, which is a standard RI 
of Silica-Titania sol-gel materials. It is to be noted that the MT 
behavior of LP06 and LP07 cladding mode is completely 
different than LP0,41 and LP0,42 cladding modes. The optimum 
overlay thickness for LP06 and LP07 cladding mode is being 
shown in Fig.3a. The slope of the variation of effective indices 
with overlay thickness is being maximum at this point. A 
thickness of ~ 150 nm of an overlay is required to reach the 
most sensitive point in the case of LP07 cladding mode but few 
tens of nm of overlay thickness are adequate to reach the most 
sensitive point for LP0,42 cladding mode. The scenario of the 
MT effect is different in the case of higher-order cladding 
modes, the slope of the graph is quite steep from the beginning 
of the deposition of the overlay. A detailed discussion of the 
sensitivities of higher-order cladding modes of FBGs is being 
illustrated elsewhere [15]. The analysis of add-layer sensitivity 
was also being accomplished in that work as it was established 
that surface-based measurements cannot be quantified with the 
concept of volume RI sensitivity. The add-layer sensitivity 
concept was employed successfully for LPFG sensors [24]. In 
this work the volume and surface RI sensitivity of cladding 
modes of FBGs are being computed with deposition of gold 
nanoparticles, for the modeling, we have considered a thin 

layer of gold layer of 10 nm and it was shown that with a high 
surface coverage of deposited gold nanoparticles average 
thickness is closely approached to the diameter of gold 
nanoparticles [19]. The deposited gold nanoparticles have 
some intermediate spaces and clusters of nanoparticles can be 
observed, so the RI of the gold layer is a composite of 
characteristics RI of gold and the RI of the medium. As a 
consequence, if the RI of the external medium is being changed 
the RI of the Gold layer is also changed and it has been 
established with theory and experiments. In this article, the 
change in surface and volume RI sensitivity with the deposition 
of gold nanoparticles is being analyzed. First, in the case of 
LP07 cladding mode, 135 nm of overlay and then 10 nm of the 
gold layer was considered after a polymer layer of ~ 20 nm 
[20] to reach the maximum sensitive region, it is 

observed that without the gold layer the volume RI sensitivity 
of LP07 cladding mode is ~ 11,200 pm/RIU at the highest 
sensitive point. The RI of the external medium is very near to 
the water, the sensitivity is being computed with an RI zone of 
1.3333 to 1.3433. The volume RI sensitivity with the 
deposition of the gold layer is found to be ~ 25,300 pm/RIU 
within the same RI zone of the external medium. This 
simulation was accomplished with the five-layer architecture of 
FBGs namely core-clad-overlay/polymer layer-gold layer-
surrounding. With the same method, the sensitivity of LP0,42 
cladding mode was studied and 20 nm of polymer layer 
(PDDA with RI 1.54) and 10 nm gold layer is being considered 

Fig.2. Numerically computed spectrum of FBG
considering the surrounding medium as air and water 

Fig.3a. Mode transition phenomena of LP06 and LP07

cladding mode with deposition of overlay 

Fig.3b. Mode transition phenomena of LP0,41 and LP0,42

cladding mode with deposition of overlay 
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for the computation purpose. The volume RI sensitivity with 
and without gold nanoparticle is 35760 pm/RIU and 74380 
pm/RIU respectively. It is being observed that with the 
deposition of the gold layer the sensitivity is being enhanced 
significantly. The computed shift of the spectrum of LP0,42 
cladding mode is being given in Fig.4. Further, the add-layer 
sensitivity is being computed with the extension of the 
numerical model to eight layers namely “core-clad-overlay-
gold layer-receptor-target-surrounding medium”. In this 
particular case, the thickness of the overlay is considered to be 
~ 100 nm, the gold-layer is of 10 nm, the receptor is 10 nm and 
the target is 20 nm, the RI of the biolayer is being chosen as ~ 
1.56 [23] for the computation of the add-layer sensitivity of 
LP07 cladding mode. The thickness of the overlay of LP0,42 
cladding mode is selected as ~ 20 nm. The computed add layer 

sensitivity of LP07 cladding mode with and without gold layer 
is founded to be ~ 17 pm/nm attachment of biolayer and 28 
pm/ nm attachment of the biolayer respectively. The add layer 
sensitivity has been computed with keeping the external 
medium fixed at PBS medium (i.e RI ~ 1.334) respectively. 
Whereas, the add-layer sensitivity of LP0,42 cladding mode is ~ 
46 pm/ nm attachment of biolayer and 68 pm/ nm attachment 
of biolayer with deposition of gold nanoparticles.   

IV. DISCUSSION AND CONCLUSION 

In this paper, detailed numerical work is being accomplished to 
study the enhancement of volume and surface RI sensitivity of 
lower and higher-order cladding modes of FBG. It is to be 
mentioned that, MT effect is also being amalgamated with the 
effect of gold nanoparticles. For the evaluation of sensitivity 
multi-layer models of FBG is being considered and which has 
been explained in this article. The resolution of RI detection is 
~ 1x10-6 with standard FBG interrogator with 1 pm resolution 
which is quite significant. Interestingly with the deposition of 
gold nanoparticles at-least, ‘2.5’ fold enhancement of the 
sensitivity is being observed. The concept of effective medium 
RI is being considered for the evaluation of sensitivity. As gold 
nanoparticles is being used extensively for the universal 
receptors for distinct bio and chemical target analyte this 

concept of enhancement of sensitivity can open up a new 
avenue for designing highly sensitive optical fiber sensors for 
selective biochemical applications.  
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Abstract—To alleviate the range anxiety fear of electric vehicle
(EV) drivers, dynamic wireless charging (DWC) systems are
being developed to supply energy to the EV during its motion,
thereby compensating for EV energy consumption and extending
the vehicle’s driving range. Nevertheless, several challenges are
involved in the commercial deployment of on-road DWC systems,
particularly with respect to the associated deployment costs and
EV energy demand. Accordingly, extensive research is conducted
to optimize the deployment of DWC systems within a city infras-
tructure while addressing the different challenges to encourage
mass adoption of EVs and improve their reliability. In this work,
a review of current state-of-the-art research into optimizing
the deployment of dynamic EV wireless charging facilities is
presented, to provide a set of guidelines on the formulation and
optimal deployment of DWC systems. In addition, on-the-move
V2V energy exchange is also addressed as an additional dynamic
charging solution to complement on-road charging systems.

Index Terms—Electric vehicle, dynamic wireless power trans-
fer, lane deployment, location optimization, charging cells.

I. INTRODUCTION

In order to reduce the range anxiety of electric vehicle

(EV) users and promote mass adoption of this environment-

friendly means of transportation, dynamic wireless charging

(DWC) systems are gaining an increasing global interest.

This is because DWC systems enable EVs to compensate

for their consumed energy during motion without having to

stop for frequent recharging and/or battery swapping. This

accordingly increases the maximum non-stop trip mileage

of the EV, extends its driving range and prevents excessive

depletion of the EV batteries thereby prolonging the battery

lifetime [1]–[3]. The most common structure of a DWC system

utilizes resonant inductive power transfer (RIPT) to transfer

electrical energy from a set of primary coils buried under the

ground to a secondary coil fitted at the bottom of the EV,

separated by an air-gap equivalent to the vehicle-to-ground

clearance distance. This is also referred to as Grid-to-Vehicle

(G2V) power transfer. In order to ensure optimum energy

management and integration of EVs into the city infrastructure,

the RIPT circuit level design needs to be complemented with

a city-wide deployment optimization framework, to maximize

This work is jointly supported by the American University of Sharjah
through SCRI Grant No. SCRI 18-CEN-10 and by Sharjah Research Academy.

the benefits of this dynamic charging technology. In particular,

optimal deployment of EV DWC systems aims to achieve one

or more of the following objectives:

• Maximizing the energy received by the EVs in the

network,

• Minimizing infrastructure deployment costs,

• Enhancing EV battery performance and lifetime,

• Optimizing charging power levels,

• Minimizing the number of infeasible trips due to EV

battery capacity limitations.

Accordingly, several deployment optimization studies have

been reported in the literature, of which the On-Line Electric

Vehicle (OLEV) project demonstrates one of the earliest com-

mercial deployments [4]–[7]. Other deployment optimization

models are also reported in the literature, including driving-

cycle based allocation models [8]–[10], traffic flow-based anal-

ysis [11]–[13] and deployment at signalized intersections [14],

[15]. Vehicle-to-vehicle (V2V) dynamic charging solutions

using mobile energy disseminators (MEDs) are also proposed

in [16], [17], in which RIPT is employed to dynamically

transfer energy between EVs to enable the energy-demanding

vehicles to complete their trips without the need to stop

for prolonged charging durations. In this work, the authors

present a review of current state-of-the-art research into the

deployment of dynamic G2V and V2V EV wireless charging

solutions, aiming to summarize the different deployment op-

timization strategies and present a set of guidelines to enable

researchers and city planners to formulate and determine the

most optimum facilities deployment plan(s).

The rest of this paper is organized as follows: Section II de-

scribes the structure of the G2V DWC system addressed in this

work in order to accurately define the deployment optimization

framework. Section III then presents a detailed review of state-

of-the-art G2V DWC system deployment optimization models.

This is then followed by a description of V2V dynamic energy

exchange solutions in Section IV before the paper is finally

concluded in Section V.

II. G2V DWC SYSTEM MODEL

The RIPT-based dynamic wireless EV charging system

consists of two physically-separated coils that exchange power

using alternating magnetic fields, with no direct electrical978-1-7281-9615-2/20/$31.00 ©2020 IEEE
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connection between them. The primary coil laid on the ground

is connected to the mains grid through rectification, power

factor correction and high frequency inversion circuitry. These

work together to generate high-frequency alternating magnetic

fields that are coupled with the secondary coil fitted at the

bottom of the EV. This enables wireless power transfer from

the grid to the vehicle; i.e. Grid-to-Vehicle (G2V) power

transfer, as shown in Figure 1.

Secondary 
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Network
AC/DC 

Rectifier
EV 

Battery

Secondary coil with 
ferrite and shielding

Primary coil 
with ferrite 

and shieldingInductive Link

Primary 
Compensati
on Network

Primary 
Compensati
on Network

Primary 
Compensati
on Network

DC/AC 
Inverter

AC/DC Rectifier + 
PFC

Mains 
Supply

Fig. 1: Dynamic EV charging system using G2V power

transfer.

The power received by the EV is then rectified, regulated

and supplied to the EV battery to compensate for the energy

consumed during the vehicle’s motion while contributing to

the EV’s energy reserve. The relationship between the energy

consumed by the EV, the received energy from DWC and the

State-of-Charge (SoC) of the EV battery can be simplified as:

SoCf = SoCi +

(
EDWC − Econ

Emax

)
× 100, (1)

where SoCf is the final SoC at the end of the trip, SoCi is the

initial SoC, EDWC is the energy received from the dynamic

charging system, Econ is the amount of energy consumed by

the EV over the same trip, and Emax is the maximum EV

battery capacity. The received energy, EDWC , is related to the

grid power supply, PIn, through the efficiency of the DWCS

system, ηDWC using:

EDWC =

∫
C

ηDWCPIn(t)dt, (2)

where C is the time over which the EV is receiving energy

from the primary charging coils. The efficiency of the DWC

system , and hence the energy received by the EV are both

dependent on the design of the different system components

shown in Figure 1, including the design of the primary and

secondary coils and their respective compensation networks,

and are impacted by the coupling performance of the inductive

link and the vehicle’s alignment over the primary coils [18].

In addition, accurate estimation of the SoC of the EV battery

needs to acknowledge battery temperature, aging, and other

factors that affect the battery energy levels. Complete details of

the RIPT DWC system design and EV battery SoC estimation

methods can be extensively found in [2], [19]–[21] but are

beyond the scope of this paper. In this work, a high-efficiency

DWC system is assumed to be readily available and the

problem at hand is to ensure optimum implementation and

deployment of this system within a city infrastructure.

III. STATE-OF-THE-ART G2V DWC SYSTEM

DEPLOYMENT OPTIMIZATION MODELS

The optimal DWC system deployment problem can be clas-

sified into three main categories based on the corresponding

solution space:

• Macro allocation model, for city-wide deployments in

which standardized driving cycles, such as Urban Dy-

namometer Driving Schedule (UDDS) and the HighWay

Fuel Economy Test (HWFET) [22], and/or metropolitan

road network plans are utilized to determine the optimum

location of charging coils.

• Micro allocation model, in which optimum routes be-

tween origin-destination (O-D) pairs are selected for the

deployment of charging coils based on route feasibility

and traffic conditions.

• Deployment on signalized intersections, by utilizing the

relatively lower EV speeds at intersections and red-light

stopping times to maximize the energy received by the

EV. This is also referred to as quasi-dynamic charging.

Accordingly, the references highlighted in the introduction of

this paper are classified based on these categories and their

optimization solutions are discussed in the remainder of this

section.

A. Macro Allocation Model

In the macro allocation deployment optimization problem,

information on EV speeds and acceleration profiles is obtained

from standardized driving cycles over predefined durations,

and is used to recommend charging coil deployments at areas

of slowest speeds, higher power requirements, etc. In fact,

standardized driving cycles, also known as driving schedules,

are typically used for vehicle emissions and fuel economy

testing due to the nature of the information they carry, yet

can be adopted for deployment optimization of DWC systems.

This is demonstrated by the authors in [8], [23], in which the

UDDS (low power demand, urban driving cycle), as well as

other standardized cycles, have been used to determine the

optimum locations of the charging coils. A speed-time plot of

the UDDS is shown in Figure 2.

As observed in Figure 2, the UDDS cycle has a low

average speed of around 31.5 km/hr as well as several zero-

speed slots in which EVs are expected to be idle, possibly

at intersections or during congestion periods. Mapping these

zero-speed durations to a city road network suggests the

deployment of charging coils at these locations to maximize

the received energy by the EV. This is highlighted in [8], in

which the author concludes that multiple 10 m-long primary

coils are required to cover up to 20% of a UDDS cycle with

PIn = 40 kW in order to extend the driving range of a typical

EV by around 87% while maintaining the battery SoC above

20%, assuming that the initial SoC is 100%. On the other

hand, the authors in [23] choose to allocate a single 500 m

long lane of primary coils to the lowest speed section of
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Fig. 2: Speed-time plot of UDDS cycle.

the UDDS cycle to achieve an 85.7% extension in driving

range. In addition, the authors in [9] further extended the

macro allocation model by including the temporal aspect of the

deployment process together with the spatial allocation. This is

addressed by incorporating the road lifetime assessment model

into the optimization framework, in order to determine the

most optimum year at which a particular road can be modified

to include charging cells, based on current and expected EV

sales and required cost of infrastructure for DWPT system

deployment.

Another city wide deployment plan is addressed in [10]

in which the authors used mobility records of all public

transit vehicles within the city to define the solution space,

then design for the optimum deployment that minimizes the

total deployment cost by minimizing charging lane length

and reducing the number of deployed lanes, while ensuring

minimum residual energy is available in the EV battery at each

node in the network. The objective function is as follows:

Minimize Cost =
∑
i∈N

ω0xiLi, (3)

subject to:

SoCi ≥ α, (4)

where N is the set of candidate locations, ω0 is the unit cost,

Li is the length of the charging segment at location i, xi is a

binary variable to determine whether or not the location has a

charging segment, and α is the residual energy threshold.

The authors started with a categorization and clustering pro-

cess, in which they identified and grouped potential charging

cell locations based on a set of attributes, namely vehicle

passing speed and visit frequency for each location. A ranking

is then allocated to each cluster and candidate locations are

identified. Optimum charging cell locations are then selected

from the candidate locations such that they provide mini-

mum total deployment cost while ensuring a certain level

of expected residual energy is maintained in the EV battery

at each location. This energy level is the minimum energy

required to reach the next charging location. The clustering-

based approach utilized by the authors in [10] helps eliminate

unsuitable locations and hence, reduces the solution space of

the optimization problem and further simplifies the analysis.

A subset of the city-wide macro allocation model is the

deployment optimization for a set of predefined routes with

known speed profiles, which is particularly applicable to public

transportation electric buses. This is demonstrated by the

authors in [4] and [5] to optimize the deployment of wireless

charging lanes along the route of the OLEV bus, and is further

extended by the authors in [6] and [7] to address a multi-

route environment. The optimization objective function is to

minimize the total cost of the OLEV project deployment, as

shown in the following expression [4]:

Minimize Cost = kcbEmax
Tt

Tb
+cfN+cv

N∑
i=1

(xe
i −xs

e), (5)

where Emax is the maximum battery capacity, Tt is the

lifetime of the charging track, Tb is the battery lifetime, cb
is the fixed battery cost, cf is the fixed cost per charging

section, cv is the variable cost depending on the length of the

section, N is the number of charging sections, and xs
i and xe

i

are the starting and ending points of each charging section,

respectively.

The cost function in (5) consists of battery cost based on

the battery lifetime, fixed infrastructure costs related to the

cost of the inverters and other power electronics circuitry,

and variable infrastructure costs related to the length of

the charging sections. Accordingly, the optimum location of

the wireless charging sections is determined along with the

optimum bus battery size, using the meta-heuristic Particle

Swarm Optimization (PSO) algorithm. A similar optimization

scenario is also tackled by the authors in [24] using the

heuristic Genetic Algorithm (GA) instead of PSO. In their

work, the authors utilized a detailed power consumption model

of shared automated electric shuttles (SAES), and expanded

the battery cost coefficient cb into a function of the charging

rate of the battery, i.e. C-rate, and the operating SoC window

during typical shuttle bus operation on the assigned route.

Accordingly, their optimization process revealed that few high-

power 100 kW wireless charging segments can be placed

along the pre-determined route to provide the required charge-

sustained operation with zero charging downtime and reduced

battery size by around 36%. The joint optimization of charging

coil deployment and bus battery sizing is also addressed in [25]

for an eight-route bus network, while including the uncertainty

of bus energy consumption and battery depletion rate in a

Robust Optimization (RO) model to improve the accuracy of

the optimization outcome.

EV battery downsizing, while important for the public

transportation network, is difficult to be included in a city-

wide optimization model that involves privately-owned EVs

with different EV battery capacities and different energy con-

sumption patterns. Accordingly, another city-wide optimiza-

tion model based on cost minimization is addressed in [26]

without attempting to downsize EV batteries. In this work,

the author aimed to minimize the capital costs of dynamic
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charging infrastructure implementation to enable an EV to

travel between key destinations in California State, subject to

constraints on battery capacity, reserve mileage requirements,

and vehicle charging levels. Different combinations of wireless

charging power (up to 120 kW) and vehicle range (up to

300 miles) are investigated and the author concludes that to

achieve a driving range of 200 miles, a DWC system with 100
kW charging power costs $1 billion less than a 40 kW DWC

system. The authors in [27] also define a minimum infrastruc-

ture cost minimization objective function and acknowledge the

DWC system power ratings yet do not incorporate any battery-

related details in the presented analysis.

B. Micro Allocation Model

In contrast to the citywide macro allocation models, other

researchers chose to address DWC system deployments in

a microscopic scale, by defining the solution space into a

set of routes between an origin (O) and a destination (D)

and acknowledging traffic conditions along these routes. An

O-D road network can be modeled as a directed graph, G,

consisting of M nodes and L links joining a set of origins

O to a set of destinations D. A sample directed graph with a

single O-D pair and M = 3× 3 nodes is shown in Figure 3.

The location and direction of the links between each pair of

O

m11

m12

m13

m21

m22

m23

m31

m32

m33

D

Fig. 3: Sample directed road network graph with a single O-D

pair and nine interconnected nodes.

adjacent nodes shall reflect the actual paths in the network.

Accordingly, the deployment optimization problem is solved

by route optimization, such that the charging sections are

placed on the most optimum links to minimize the number

of infeasible routes between an O-D pair. A feasible route is

defined as a complete path from the origin to the destination

that can be completed by an EV while maintaining its SoC

above a predefined threshold. The authors in [11] aimed to

maximize the number of feasible routes between an O-D

pairs subject to a given budget, and define two optimization

problems for city planners:

1) For a given minimum EV energy threshold, determine

the minimum budget of charging lane deployment, to-

gether with the corresponding locations, needed such

that the number of infeasible routes is zero. This is

equivalent to:

Minimize Cost =
L∑

l=1

clxl, (6)

where cl is the cost of installation of a charging unit

along a link, xl is a binary variable to indicate whether

or not the charging unit is installed and L is the total

number of links between the O-D pair assuming all

routes are feasible.

2) For a given minimum energy and budget constraints,

determine the optimal installation locations to minimize

the number of infeasible routes and hence reduce the

range anxiety problem of drivers within the network.

This is equivalent to:

Maximize Feasible Routes =
R∑

r=1

δrwrylr, (7)

where r is the index of the route (consisting of multiple

links L), δr is the normalized travel demand along the

route, wr is a binary variable to indicate whether or

not the EV completes the route with its SoC above the

defined threshold and ylr is a binary variable to indicate

whether or not link l belongs to route r. The authors use

δr to omit road segments that have low traffic demand

from the set of feasible routes, thereby reducing the

solution space of the optimization model.

For both problems, the authors in [11] performed a computa-

tional evaluation of the objective functions for a given directed

graph with 26 nodes using a simplified SoC estimation similar

to that in (1). Results revealed significant improvements, i.e.

reduced deployment costs and increased feasible routes, in

contrast to other heuristics that forcefully install charging units

in mostly visited links and/or in centralized links.

On the other hand, the authors in [12] chose to allocate

charging sections such that the trip time is minimized be-

tween an O-D pair while ensuring that the EV completes the

trip without fully depleting its battery. The authors in [13],

however, located their charging sections based on an objective

function that maximizes the captured flow, i.e. maximizes

the number of paths that an EV can take between an O-D

pair without running out of energy. The interaction between

traffic flow patterns and the location of the charging facilities

is incorporated by applying the stochastic user equilibrium

principle to describe the routing choice behavior of EV drivers

based on the availability of charging cells. This is also ac-

knowledged in [12] in which network equilibrium between

traffic flow and demand is set as a constraint to ensure that

all feasible paths are utilized and considered for charging lane

deployments. Accordingly, both [12] and [13] aimed at placing

the charging sections at locations of maximum traffic flow to

ensure maximum utilization of the charging infrastructure.

C. DWC System Deployment at Signalized Intersections

As the macro allocation model recommends regions of

slowest speed for charging lane deployment, traffic inter-

sections are strong candidates for the optimal deployment

problem. Nevertheless, the microscopic model emphasizes

the importance of route feasibility, which is assessed based

on the traffic flow and other route conditions between O-D
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pairs. Accordingly, an integration of both allocation models

is evident in quasi-dynamic charging system deployments at

signalized intersections, in order to benefit from the relatively

lower vehicle speeds and pre-known traffic conditions to

maximize the energy received by the EVs while controlling

traffic signal timings.

Optimal deployment at signalized intersections is addressed

by the authors in [14] where they proposed an optimal

combination of traffic signal timings and wireless charging

infrastructure locations based on traffic conditions to maximize

the charging energy while reducing traffic delay by controlling

signal timings. In order to model the road network and

incorporate traffic conditions, the modified cell transmission

model (CTM) is used where a lane is discretized into a

number of cells of equal width and the cells are classified

based on their location on the signalized intersection. This

is shown in Figure 4. Accordingly, each cell is assigned a

Fig. 4: Modified cell transmission model (CTM) adopted

in [14].

binary variable to determine whether or not charging coils

are required, and traffic flow in and out of each cell is used to

determine the optimum signal timings. The optimization model

is hence a mixed integer, non-linear programming (MINLP)

model with continuous and discrete constraints. The authors

started by choosing a set of feasible signal timings then

using traffic flow and traffic density information with signal

timings to solve a binary programming model to determine

charging cell locations. Accordingly, the authors filtered these

locations to create a Pareto set of possible solutions and

eliminated solutions with larger delay and smaller energy,

ultimately reaching a single optimal solution. By utilizing

traffic flow and density information, the authors acknowledged

the distribution of vehicles along the road and aimed to meet

their energy demand by adjusting traffic signal timings with

optimal charging cell locations.

On the other hand, without utilizing the CTM, the authors

in [15] also addressed quasi-dynamic charging at signalized

intersections, by defining their optimization problem to maxi-

mize the total energy transferred to all EVs by optimizing the

green signal times and the length of the charging lanes placed

at the intersections. However, instead of incorporating actual

traffic flow data in a hybrid genetic and PSO optimization

algorithm similar to the authors in [14], the authors in [15]

utilized traffic simulations and queue counting techniques on

the Simulation of Urban MObility (SUMO) simulator [28]

to obtain information on received energy for different lane

lengths and green signal timings and used it to define the

solution space for the optimization objective function.

In contrast to controlling the signal timings, the authors

in [29] utilized existing red traffic light durations to determine

the Waiting Queue Length (WQL) and use that to represent the

charging demand of EVs at the intersection. On the other hand,

the charging supply is represented by the Wireless Charging

lane Length (WCL) and the optimization problem aimed to

determine the optimal length of charging lanes that need to

be deployed to minimize the charging lane installation costs

while minimizing the gap between charging energy supply and

demand. Accordingly, the authors used real traffic datasets

to define the charging demand in an urban area and build

the corresponding charging lane deployment plan to meet this

demand while ensuring minimum construction costs.

IV. V2V DWC SYSTEM DEPLOYMENT MODEL

The on-the-move V2V energy exchange is another approach

proposed in the literature to reduce range anxiety of EV

drivers by offering a dynamic charging solution. This utilizes

city busses, with high-capacity batteries, to wirelessly supply

power to vehicles in demand for charging energy, thereby

operating as Mobile Energy Disseminators (MEDs). In this

model, the primary coil is fitted in front of the MED bus and

the secondary coil is at the back of the EV. RIPT is employed

to enable the energy exchange between the two vehicles. This

is shown in Figure 5.

Primary coil 
with ferrite 

and shielding
Secondary coil 

with ferrite 
and shielding

Inductive 
Link

Fig. 5: Dynamic EV charging system using V2V power

transfer.

In [16], the authors utilized mobile energy disseminators

(MEDs) to optimize the route taken by EVs to reach from

source to destination. Accordingly, the optimization problem is

a restricted shortest path problem in which the optimum path

from Node A to Node B is selected based on the presence

of MEDs on a road segment where the additional distance

required to meet MEDs and the predicted total travel time are

minimized. The weight function used for path selection then

consists of three main components: travel distance, travel time

and EV energy consumption along the path. The optimization
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objective is to minimize the weight, W assigned to each road

segment j, along the route of the EV i, as follows:

Minimize
∑
ij

Wij , (8)

in which

Wij = F (Eij , Tij , Dij), (9)

where Eij is the energy consumption of vehicle i along road

segment j, Tij is the corresponding travel time and Dij is the

corresponding travel distance.

On the other hand, the authors in [17] also utilized MEDs

for route optimization by minimizing the total travel time for

every EV while utilizing both MEDs and static charging sta-

tions. Yet, they did not consider minimizing the travel distance

or energy consumption as an objective of the optimization

problem. Instead, their work focused on minimizing the travel

time by acknowledging the additional time required to use the

path that has an MED as well as the charging time and the

waiting time on static charging stations. The EV energy level

was used as a constraint that determines whether the path is

feasible or not.

The concept of Mobile Energy Disseminators requires effec-

tive V2V energy exchange and accurate coordination between

the MED and the EV to maintain front-to-rear distance and

avoid accidents. Nevertheless, the utilization of MEDs helps

to minimize the number of infeasible trips by addressing

urgent on-the-move EV energy demand without the need

for excessive investments in infrastructure transformation to

accommodate the charging lanes. MEDs are hence expected

to offer faster time-to-market (TTM) than deployments of

DWC systems, although challenges in authentication, billing

and effective energy distribution may be faced by the MED

operators.

V. CONCLUSIONS

In this work, a review of the deployment optimization

frameworks of different dynamic wireless EV charging so-

lutions are presented. On one hand, different on-road charg-

ing unit deployment optimization models are described and

categorized based on the solution space of the optimization

problem and the associated variables. State-of-the-Art research

findings into DWC G2V facilities deployment models are

explained with relevant details of the respective optimiza-

tion objective functions. In addition, V2V energy exchange

solutions are also highlighted as complementary dynamic

charging solution that supports the infrastructure G2V energy

transfer model. Nevertheless, further research is required into

the integration of static and dynamic, G2V and V2V EV

charging solutions to ensure effective penetration of EVs into

the transportation industry, maximize returns on infrastructure

investments and eliminate EV owners’ anxiety.
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Abstract—Object detection and tracking are the integral ele-
ments for the perception of the spatio-temporal environment. The
availability and affordability of camera and lidar as the leading
sensor modalities have used for object detection and tracking in
research. The usage of deep learning algorithms for the object
detection and tracking using camera and lidar have illustrated
the promising results, but these sensor modalities are prone
to weather conditions, have sparse data and spatial resolution
problems. In this work, we explore the problem of detecting
distant objects and tracking using radar. For the efficacy of
our proposed work, extensive experimentation in different traffic
scenario are performed by using our self-driving car test-bed.

Index Terms—Self-Drving Car, Radar, Obstacle Detection and
Tracking, Robotics, Extended Kalman Filter

I. INTRODUCTION

For Advanced Driving Assistance Systems (ADAS) and
autonomous driving, perception of the environment is essential
for robotics and autonomous driving vehicles. According to
the latest technical findings by the US department of trans-
portation National Highway Traffic and Safety Administration
(NHTSA), more than 90 % of road accidents are due to
human mistakes [4]. Therefore, objects detection is considered
paramount for safe navigation on highways and roads within
the cities. In particular, object detection in autonomous driving
pertains to detecting the obstacles (i.e, 2 wheel and 4 wheel
vehicles, pedestrians, and any random obstacles on-road),
aimed to operate the automated systems safely. Overall, to
avoid any mishap, the perception system should be strong
enough to accurately detect the small distant objects on the
roads.

The reliability and safety of autonomous systems are de-
pendent on vital components fig. 2 which work hierarchically.
These components fig. 2 act as backbone of the autonomous
systems and improve their performance. In the first phase,
different types of sensors are used by the autonomous vehicles
to obtain the information (raw data) about the environment
in which it is operating. Subsequently, the received raw data
is processed in the perceive step, to detect and track the
obstacles. The planning and actuation phase is comprised of
path planing, obstacle avoidance and performing a suitable

Fig. 1. The quantitative results of objects detection and tracking in real
environment. Left side of the image showing the results of object detection
using ’camera image’ while right side displays radar’s markers after removing
the noise and implementing the proposed methodology for object detection
and tracking.

action. From start to end, the most intricate and challenging
job is to perceive all the possible information from the
environment. Scenes having complex dynamic environment
like cross-section intersection, where different maneuvers are
happening at different speeds, become tedious for safe and
robust planning algorithms.

The dawn of autonomous vehicles is emerging and will
hit the public roads in coming years. The hindrance in
class-specific detectors for all possible obstacles on the road
may lead to complexity in training deep neural networks.
In autonomous vehicles, different sensors (i.e lidar, camera,
radar) are mostly used for detection and tracking the obstacles.
Nowadays most frequently used sensor is lidar due to its
dense and perfect range measurement. However, lidar is an
expensive instrument with limited range constraints. The con-
tinuous development in deep learning vision-based detection
and tracking gives us state-of-the-art results. But, training and
detecting all the unknown-classes is an expensive and time
taking phenomena. Besides these advancements, we are still
unable to detect the distant obstacles through lidar and cameras978-1-5386-5541-2/18/$31.00 ©2020 IEEE
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TABLE I
COMPARATIVE ANALYSIS OF SENSORS IN LIEU OF OBJECT TRACKING

Sensor Modality lidar camera radar
All-weather - X -

Cost High Low Medium
Range Medium (Velodyne HDL-32E) Medium Long Approx (200m)

Working in Darkness - - X
Direct Velocity Estimation - - X

Illumination affects X X -

due to long-range, bad weather, and various other reasons
which hamper its performance. Whereas the only leftover
sensor which can accurately detect the distant obstacle is the
radar. Radar bears long-range and it gives the measurement
in diverse weather conditions despite of having noisy and
sparse data. Radars are being widely used fro object detection
and tracking due being economical, it better performance in
deteriorated weather conditions and it ability to cater to the
redial velocity of detected objects.

In this study, we are focusing on the importance of distant
obstacles detection and tracking using radar scans data. The
use of radar scans provide a promising outcome in terms of de-
tecting the distant obstacles, and also reduce the computational
cost as compared to the camera and Lidar [1]. The rest of the
paper is organized as follows: Section-II explains the related
work. Multi-Object Detection and tracking are discussed in
section III. Section IV focuses on the experimentation and
results, and finally, section-V concludes the paper.

Fig. 2. The components which are showing in above figure, playing an
important role in the autonomy of Autonomous Vehicle and robotics.

II. RELATED WORK

Multi-object tracking plays an important role in the advance
driving assistance systems (ADAS), and also for autonomous
driving. In recent years many fully convolutional detection and
tracking algorithms are proposed and implemented in a real-
time environment. Single-shot detectors (SSD) [7] and You
Only Look Once (YOLO) [6] are using one stage algorithm
which are computationally less expensive, however, they pose

lower detection quality [1]. Particularly R-CNN and Faster
R-CNN [11] give the state of the art solution with limited
classes and higher computational cost [1]. [8] uses the radar
data for obstacle detection by fusing it with a monocular
camera. High-resolution radar is being used, making it possible
to extract the size of the object as well as its motions precisely.
This paper works on ambiguities and extended-object detection
problem, which is a worth-mentioning effort in radar-based
tracking [18]. Multi-modal networks are discussed which have
helped us in detecting small objects at the earliest. Early fusion
and segmentation are the hot research areas in tracing the
distant obstacles in real-time for unmanned aerial vehicles.
What, When, and how to fuse are open-ended questions in this
research area which create new horizons to be explored in the
world of autonomous driving vehicles [1]. Based on radar and
camera [9] proposed network is a solely radar-based object
detection mechanism achieving high-quality results in real-
time. The same is amply related to our work as it incorporates
the attention mechanism in its implementation. Exploration
of resource-efficient solutions are the need of the hour for
object detection in real-time. Efficiency of such solutions may
be increased by allocating system resources to real objects
only and ignoring distractions like pictures of vehicles on
billboards.

Our work is greatly inspired by the technique used in
[12], [9] and [1] which led to improved accuracy, speed, and
optimization using multi-modal sensors in novel approach of
attention guided multi-modality fusion mechanism [12]. This
work follows a very loosely coupled technique for research in
multi-modal fusion approaches.

III. MULTI-OBJECT TRACKING

Radar can directly measure the velocity of object using the
doppler effect [5]. For the multiple object tracking, and to
update their state dynamically, the Extended Kalman Filter
(EKF) is implemented by utilizing radar measurements for
different types of road entities that includes vehicle and
pedestrian. Kalman filter (KF) only handles the linear data
[14] while the Extended Kalman filter (EKF) [15] can handle
the non-linear data as well. The measurement directly coming
from the radar sensor are in raw form and carries too much
noise and clutter. In order to remove the noise from the data,
density-based clustering techniques are opted for raw radar
data. The measurements (px, py, vx, vy) obtained from the
radar scan are shown in the fig. 4 in detail. The function H
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Fig. 3. Vehicle (Kia-soul EV) is used for performing experiments. The radar
is mounted in the front bumper of the car. While the lidar and camera, sensors
are also mounting on the roof of the car.

used for measurement is given in the Eq.1, where x is the
mean of state vector, and n is the noise. The ρ is the radial
distance from the origin and θ is the angle between the ρ
and x. While the radial velocity is the change between the
range rate ρ̇. EKF has the built-in functionality to linearize
the non-linear function using the Jacobian matrix. The filtering
process includes the complete hierarchy from initialization to
prediction and followed by updating the state.

Fig. 4. The radar is giving us the range and angle of the next vehicle in
the above mentioned image. And on the basis of these values, additional
measurement of different components (px, py, vx, vy) is calculated, which
are used in Extended Kalman Filters (EKF) for object level detection and
then further used for the tracking of objects.

H = h(x
′
) + n (1)

IV. EXPERIMENTATION AND RESULTS

A series of experiments were performed to ascertain the
performance and quality of distant objects tracking while using
radar data. The radar is mounted on the front bumper of our
autonomous vehicle (KIA Soul-Ev) as shown in fig. 3. The
mounting height above from the ground is 50cm. Radar having
two separate beams long and short (±45 deg and ±20 deg)
with 76GHz pulse-doppler, while the scan interval is 20Hz.
We collected the two dimensional (2D) data of radar scans

(detection). The vehicle also carried a lidar (Velodyne HDL-
32E) and a monocular camera (FLIR BlackFly S), for esti-
mating the ground truth. We performed multiple experiments
to measure the accuracy and reliability of radar tracking. The
experiments were performed on the main road with different
environmental conditions. In order to evaluate the proposed
method, we performed two different experiments. In fig. 1 left
image shows the camera detection using Yolo3 [16], while the
right image depicts the radar tracking data. In this image, it is
clear that the camera image is unable to detect the pedestrian
crossing the road, while the radar is able to detect perfectly.
In experiment-II with a different scenario the camera is again
unable to detect the vehicle while radar detects and tracks
the same vehicle. In experiment-III, the same problem was
observed during a pedestrian detection which was not detected
by camera while the radar detected that person perfectly.

We created the ground truth manually, and calculated the In-
tersection over Union (IoU) score, to undertake the quantitative
evaluation. The ground truth is based on the image data from
the camera mounted on the vehicle. The qualitative results
of three different experiments, are shown in fig. 1, 5, and 6
respectively. We are only focusing on the obstacles which are
unable to be detected by the camera and lidar.

Fig. 5. In part-a showing the camera image while in part-b is the radar data
of detection and tracking on real environment.

TABLE II
INTERSECTION OVER UNION (IOU)

Experiment IoU (Score)
I 80.44 %
II 79.11 %
II 80.29 %

V. CONCLUSION

In this work, we have evaluated the distant obstacles which
are unable to be detected by the camera and lidar sensor. The
same can be detected by the radar sensor by employing the
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Fig. 6. In part-a showing the camera image while in part-b is the radar data
of detection and tracking on real environment.

EKF. Tracking the on-road distant vehicles and pedestrians
improves the safety of the autonomous vehicle’s manifold
despite the fact that object classification, can’t be achieved
with the radar data only. Detecting and then tracking such
obstacles that are distracting can be further utilized in image
and lidar frame to classify and pay more attention to only those
particular areas which are not occupied. It is also pertinent
to mention that, using radar in an autonomous stack is an
increment for the safety, and reliability of autonomous driving.
For the future, we will work on radar data to increase the
attention of some specific regions which are neglected, due
to bad weather and distance in the image or lidar frame to
enhance the quality.
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Abstract—This paper aims to assess the enhancements of
the electric vehicle (EV) energy storage systems by hybridizing
Lithium ion (Li-ion) battery with a supercapacitor, based on
their operation efficiency and the aging of the overall storage
system. The hybrid energy storage system brings desired im-
provements due to the high power density and small internal
resistance of supercapacitors. However, the energy density of
a supercapacitor is lower than that of a typical EV battery,
making the combination of the two storage systems a promising
breakthrough to increase both EV mileage and battery lifetime.
Accordingly, MATLAB/Simulink tools are used in this work to
set-up simulation scenarios to investigate the operation of the
proposed hybrid storage system.

I. INTRODUCTION

The race towards greener environment mandates automobile
industries to work their way after improving the performance
of electric vehicles (EVs). A crucial objective that manufac-
turers and consumers are seeking is increasing the lifetime
of the EV battery to ensure sustained operation and reduce
EV operational costs [1]. Accordingly, hybrid EV energy
storage systems are currently being investigated, in which a
supercapacitor is utilized as an auxiliary energy source to boost
the battery’s performance. Supercapacitors are electrolytic
capacitors whose manufacturing process is different from that
of ordinary capacitors, giving them a set of distinguishing
features, including: high power density and fast response to
electrostatic charge/discharge. Hence, these features enable the
supercapacitor to be utilised for enhancing the energy storage
system in electric vehicles.

While supercapacitors offer higher energy densities com-
pared to ordinary capacitors, the energy density of a super-
capacitor is significantly lower than that of the Lithium ion
(Li-ion) rechargeable battery used in majority of EVs. Li-ion
batteries are widely used due to their design flexibility and
high energy density, as well as the desirable electrochemical
properties of the Li-ion [2]. Nonetheless, Li-ion batteries
exhibit low power densities [3], which degrades their efficiency
in times of high current demand. This leads to high thermal
stress and negatively impacts the lifetime of the battery.
Accordingly, integrating a supercapacitor into the EV energy
storage system together with the EV battery addresses this

problem. This is because, the high power density of the su-
percapacitor implies that in times of high current demand, this
current can be supplied by the supercapacitor instead of the
battery, which thereby eliminates thermal stress and prolongs
the battery’s life. Moreover, by allowing supercapacitors to
handle high current demands, the amount of current drawn
from the battery is reduced and the vehicle’s driving range
is increased since the battery’s state of charge (SOC) does
not experience a dramatic decrease during battery discharge.
The high power density of a super capacitor also enables it
to charge rapidly, in comparison with the charging time of
a typical EV battery. This is particularly useful in dynamic
wireless EV charging systems [4], [5], in which the EV is
required to receive energy wirelessly on-the-move and hence,
a fast charging response time is required.

Given the aforementioned benefits of better driving range,
longer battery lifetime, and less thermal stress on the battery,
it is essential to develop a new energy storage system that
integrates both the battery and the supercapacitor to leverage
on the advantages of both and overcome their drawbacks. The
challenge here pertains in the control strategy to be adopted for
optimal usage of both energy sources. One of the solutions pro-
posed in the literature involves a metaheuristic approach [6],
which short-term and long-term operation plans are assigned
for a given time interval and then executed by a controller.
While the reported results show notable improvements, slow
response time is reported to be taken by the controller to
evaluate the objective function and settle on a plan. Another
solution is proposed in [7], in which a controller is fed
with instructions to execute based on the SOC of both the
battery and the supercapacitor, which has demonstrated slight
improvements in the driving range of electric vehicle. The
authors in [8] suggested a new power flow energy management
strategy using a model predictive control (MPC) method. This
control method aims to track a set speed profile and smooth
the power flowing in/out of the battery making use of the high
power density characteristics of the supercapacitors.

Another difficulty faced by researchers is the optimal con-
nection of the two energy sources. The work in [9] compares
between two different connections; whether the battery is
connected directly to the DC bus and supercapacitor connected
to DC bus through DC/DC converters or vice versa. In their978-1-7281-9615-2/20/$31.00 ©2020 IEEE

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

49



assessment, the authors concluded that having supercapacitor
connected to the DC link through a DC/DC converter is better
as it allows large peak currents to be provided by the superca-
pacitor, which is the main purpose of this electrical component.
The authors in [7] assert that the optimal connection would be
to have both sources connected to DC bus through a DC/DC
converter to have full control over the energy flow. More issues
are also faced in the design of the DC/DC converters. The work
in [10] compares the conventional bi-directional topology to
two improved topologies namely: three-level converter and
half-controlled converter. On the other hand, paper [11] states
that the usage of DC/DC converters in this application must be
avoided as it produces instability to the system, and suggests
a dynamical limitation method to replace it.

Accordingly, based on the aforementioned literature review,
this work utilizes a simplified battery-supercapacitor intercon-
nection topology to illustrate the enhancements that takes place
in Li-ion battery when a supercapacitor is used compared to
the battery functioning alone without a supercapacitor. The
criteria focused on are the battery aging and the charging of a
battery when wireless power transfer mechanism is used. The
rest of this paper is organized as follows: Section II describes
the battery and super capacitor equivalent circuit model, and
presents an outline of the hybrid battery-supercapacitor EV
energy storage system used in this work. Section III then
provides the details of the design specifications and the simu-
lation setup required to study the performance of the proposed
hybrid EV energy storage system. The simulation results are
then presented and discussed in Section III before the paper
is concluded in Section V.

II. BATTERY-SUPERCAPACITOR MODELING

In order to understand the operation of the supercapacitor,
an electrical equivalent circuit model is required. Several
equivalent circuit representations are proposed in the litera-
ture [12]–[18], each of which is modeled based on different
perspectives. The electrical model of the supercapacitor is
provided in [12] consists of an N th order ladder of RC
blocks, which can be further simplified into a first order
model, which is further expanded in [13] and [14] to study
the static and dynamic behavior of supercapacitors. Another
modelling procedure is utilized in [15] and [16], in which
the supercapacitors are modeled to illustrate the time domain
response, i.e. depending on the time response of the electrical
components, which are resistors and capacitors. On the other
hand, modeling based on electrochemical and thermal equa-
tions to describe the inner behavior of the supercapacitor is
proposed in [17] and [18].

For this work, the first-order supercapacitor model from [12]
is used. This consists of an internal equivalent series resistance,
RC0, a linear capacitor C0 and a voltage-dependent capacitor,
C(Vc), where Vc is the terminal voltage of the supercapacitor.
This is shown in Fig. 1.

On the other hand, a typical Li-ion EV battery can be mod-
elled using a first-order electrical equivalent model consisting
of a constant open-circuit voltage, Vo, connected to an ohmic

Fig. 1: First-order supercapacitor model.

resistor Ro in series with an RC network, R1//C1 that models
the transient response of the battery [19]. This is shown in
Fig.2.

Fig. 2: First order Li-ion battery model.

Accordingly, the battery and supercapacitor can be intercon-
nected into the hybrid battery-supercapacitor energy storage
system shown in Fig. 3.

Fig. 3: Circuit schematic of the utilized hybrid energy storage
system.

In this configuration, both battery and supercapacitor are
connected to DC bus through N-channel MOSFETs. The
switching of these transistors determine the energy manage-
ment strategy for optimal share of power from both sources.
Triggering S1 will power up the motor via battery. Motor is
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powered up by supercapacitor when S2 is closed. a bidirec-
tional DC/DC converter shown in Fig. 4 connects both energy
sources together. This allows energy transfer between battery
and supercapacitor, which is important for the supercapacitor
to be recharged by the battery. Lastly, the secondary coil of
the wireless charging system is connected to supercapacitor
bank.

Fig. 4: Half bridge non-isolated bidirectional DC-DC converter
linking supercapacitor and battery.

The topology in Fig 3 is one of several topologies proposed
in the literature for the battery-supercapacitor connectivity.
However, the main objective of this work is not to study
the different topologies, but rather to analyze both the charg-
ing/discharging capability and battery aging performance of an
EV energy storage system when integrating an supercapacitor.
In particular, the energy storage system is analyzed assuming
dynamic wireless power transfer is utilized for EV charging.
This involves a wireless transfer of power from a primary coil
laid on the road to a secondary coil fitted at the bottom of the
EV, during the EV’s motion [4].

Prolonging the lifetime of EV’s battery is a crucial motive
for equipping the energy storage system with supercapacitor
bank. For that purpose, it is essential to assess the degradation
of battery’s lifetime over time. According to [20], lifetime
degradation of a battery is measured by the change in its
capacity in Ampere-hours (Ah). This can be computed using
the following equation [20]:

1

Ebat,nominal

dEbat,av

dt
=

∣∣∣∣dSOC

dt

∣∣∣∣ apowercycling, (1)

where Ebat,nominal represents the nominal battery capacity
before any degradation, Ebat,av is the available or useful
battery capacity, SOC is the battery state of charge in per-
centage and apowercycling denotes the degradation constant.
This expression can then be used to evaluate the difference
in the available battery capacity based on SoC degradation
with and without the use of a supercapacitor in the EV energy
storage system.

III. SIMULATION SET-UP

The circuit schematic in Fig. 4 is implemented on MAT-
LAB/Simulink platform to evaluate the battery charging effi-

ciency during wireless power transfer as well as the battery’s
aging performance at a large number of discharge cycles, when
a supercapacitor is integrated into the energy storage module.
The Simulink schematic is shown in Fig. 5.

Fig. 5: Circuit schematic on Simulink.

Supercapacitor bank sizing and rating is determined by tak-
ing into considerations many factors such as: vehicle mass, air
drag coefficient, motor voltage rating and power capacity. The
authors in [21] explains in details the computations required
for accurate sizing of supercapacitor bank. Accordingly, the
specifications of the supercapacitor bank used in this work
are listed in Table I.

TABLE I: Supercapacitor bank specifications.

Parameter Value

Rated voltage 1000 V
Rated capacitance 42.85 F
Equivalent DC series resistance 8.9 mΩ
Initial voltage 0 V

Similarly, [21] lays down the design equations for battery
bank design. battery bank specification are listed Table II.

TABLE II: EV battery specifications.

Parameter Value

Rated voltage 700 V
Rated capacitance 56.3 Ah
Initial SoC 50%
Battery response time 20 s

Accordingly, two simulation scenarios are set up. The first
aims to evaluate the improvement in EV battery charging
efficiency when integrated with a supercapacitor, whereas the
second studies the aging behavior of the EV battery with and
without a supercapacitor. These are further detailed as follows.

A. Charging Efficiency

The main objective of this analysis is to investigate whether
involving a supercapacitor in charging process enhances the
charging capability of the EV battery. This is done by carrying
out a comparison between the battery charging patterns in two
different connections. Firstly, the battery is charged directly
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from the secondary coil as shown in Fig. 6 and the state of
charge is tracked.

Fig. 6: Charging EV battery directly from secondary coil.

Secondly, the battery is charged through the supercapacitor,
as shown in Fig. 7.

Fig. 7: Charging battery through supercapacitor.

B. Aging

The two circuits in Fig. 6 and Fig. 7 can also be used to
evaluate the aging behavior of the EV battery. Nevertheless,
for aging simulations, the gate signals are programmed to
create a scenario in which the battery is being charged and
discharged over a course of 10, 000 seconds. In one case, the
supercapacitor aids the battery in providing power to the load,
whereas in the other case, the battery is the sole energy source.
Hence, the purpose of supercapacitor in this simulation is only
to supply power to the load to ensure fair comparison, i.e.
aid in power discharge to the load, but does not contribute to
battery charging as in the previous simulation. The power flow
diagrams are shown in Fig. 8 and Fig. 9 for illustration, with
blue lines indicating power flows in and blue lines indication
power flowing out.

IV. RESULTS AND DISCUSSION

Upon simulating the circuit topologies in Section III, the
following results are observed.

Fig. 8: Power flow without supercapacitor.

Fig. 9: Power flow with supercapacitor.

A. Charging Efficiency

As highlighted earlier, this simulation is intended to track
the charging patterns for two different circuit connections.
The simulated scenario entails that the vehicle will undergo
wireless charging for 5 seconds, which is equivalent to turning
on the power supply for 5 seconds on Simulink. The simulation
reveals propitious results as shown in Fig. 10.

As observed in Fig. 10, when the battery charges directly
from the coil, it does so only for an instant of time. The
charging takes place as long as the two coils are coupled, and
stops when no coupling between the coils occurs. On the other
hand, when a supercapacitor bank is involved in the charging
circuit, the charging characteristics are improved. This is
because the supercapacitor continues to charge the battery
after the 5 seconds charging period, due to its inherent fast
electrostatic charging. Accordingly, 5 seconds are sufficient
for the supercapacitor to charge enough to boost the SoC of
the EV battery from 50% to 60% as compared to the minor
increase from 50% to 51% when no supercapacitor is involved.
In addition, by observing the simulation results, it is noted
that the 9% increase in SoC took place over a duration of
15 minutes, which is significantly longer than the 5 seconds
charging duration. This means that integrating a supercapacitor

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

52



0 100 200 300 400 500 600 700 800 900 1000

Time (seconds)

50

52

54

56

58

60

62
S

o
C

 %

Without SuperCapacitor

With SuperCapacitor

Fig. 10: State of charge vs time graph to demonstrate charging
efficiency enhancement.

bank can significantly boost the EV battery charging efficiency
during dynamic wireless charging by extending the effective
charging duration using the stored energy in the supercapaci-
tor. This can be further improved by having a current control
loop, to control the current output from the supercapacitor
and steepen the charging curve. Additionally, using different
circuit topology may decrease the power loss between the two
energy banks, and result in even faster charging behavior.

B. Aging

The second simulation measures the degradation of the Li-
ion battery over the course of approximately 3 hours, using
the two topologies shown in Section III-B. It should be noted
that the degradation constant is picked to be larger than usual
to show a noticeable amount of battery capacity degradation,
because in practice, the degradation over 3 hours would be
negligible.

This simulation scenario is designed to allow the battery
banks in the two circuit topologies to charge and discharge
for the same time interval. To investigate the role of super-
capacitor in this simulation and its direct impact on aging,
the supercapacitor bank delivers power to the load along with
battery bank and does not participate in the battery charging
process. Variations in the state of charge are shown in Fig. 11.
Battery charging rate in both cases are equal, but the discharge
rate is slower when the supercapacitor bank is equipped in
the energy storage system, in comparison with having a sole
battery supplying the load. The slower discharge rate can be
observed as the triangular wave starts to offset, since not all
of the power is flown out from the battery.

To be able to visualize battery degradation in both topolo-
gies, equation (1) is used. The change in battery capacity over
time is shown in Fig. 12.

It can be observed from Fig. 12 that the rate of change
of SOC is slower when using a supercapacitor in comparison
with the case when the supercapacitor is not involved. This
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Fig. 11: State of charge vs time graph to demonstrate aging.
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Fig. 12: Rate of change of battery’s degradation: (a) with
supercapacitor, (b) without supercapacitor.
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implies slower degradation in EV battery’s available capacity
when a supercapacitor is integrated into the energy storage
system. This is further clarified in Fig. 13 that shows the
overall degradation over time. As shown in Fig. 13, Li-ion
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Fig. 13: Degradation of EV Battery over time.

battery lifetime increases with a hybrid energy storage system,
although the degradation appears to be quite fast due to the
large degradation constant used in the simulations.

V. CONCLUSION

In essence, a hybrid energy storage system introduces a
new era of electric vehicle ubiquity, by integrating a su-
percapacitor in the EV energy storage module to improve
the EV battery charging efficiency and aging performance.
Although the results reported in this work are obtained using
a simplified circuit topology, remarkable improvements are
observed which can be further realised with an extensive
control system and a more sophisticated energy system model.
In fact, ongoing research in this field aims to find the most
optimum approach for energy sharing among the two energy
sources. Nevertheless, it is believed that using a supercapacitor
bank as a part of the energy management system offers an
extended EV driving range, and an improved EV battery
lifetime, thereby addressing some of the most critical concerns
hindering widespread EV penetration into the transportation
market.
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Abstract– In this paper, optimizing microfluidic technologies 
through a multiple channel network in a organ-on-a-chip (OOC) 
system which is a type of cell culture chip mechanics system were 
suggested. Using numerical and computer programming, this 
paper studied the micro-fluid flow in organ-on-a-chip 
microfluidic systems considering factors such as flow pattern, 
optimal flow rate and flow uniformity. For the purposes of this 
paper, micro-fluidic channels with a circular cross section were 
chosen due to its low fabrication complexity. MATLAB computer 
code was developed to investigate how the flow rate Q would 
change based on a variety of factors through both an iteration 
analysis using continuity equation and modified Bernoulli 
equation, and the Hardy-cross method which is an alternate 
iterative method. Ultimately, we found that flow rate Q had a 
quadratic relationship to length/diameter of the channel in both 
iterative methods.  
 
Keywords – Flow rate, micro-fluidic channels, Continuity 
Equation, Modified Bernoulli Equation, Hardy-Cross Method 
    

I. INTRODUCTION 

   The recent application of microfluidics in research involves 
examining cell growth and development in dynamic 
microenvironments [4]. The advantages of the microfluidic 
technology include miniaturization, parallelization, and 
integration. This research quantitatively studies the micro-
fluid flow in organ-on-a-chip (OOC) microfluidic systems. 
   Defining necessary specifications builds the foundation in 
designing the structure of microfluidic channels. During this 
process, factors such as sample size, flow pattern, optimal 
flow rate, flow uniformity, and fabrication complexity must be 
considered.  
   Similar to a tubular network of blood vessels, a microfluidic 
channel that separates the flow into multiple channels is 
proposed. The goal of this particular system is to address the 
constraints on the microfluidic system.  
   Micro-fabrication provides a significant toolbox which helps 
process and manufacture the microfluidic channel. However, 
microfluidic systems are often costly due to the complexities 
that result from inconsistent channel depths and dimensions. 
This necessitates using sophisticated technology and 
establishing fabrication procedures. In order to fabricate the 
microfluidic channel, the proposed geometry must include and 
develop uniform cell deposition in proper devices.         
   The design of the proposed microfluidic channels has 
circular cross sections because of its low fabrication 
complexity and simple manufacturing procedure. With a 

Reynolds number less than 2000 the laminar flow requirement 
of such microfluidic channels is satisfied [1].  
   In this study, the channel diameter D is constant at nano-
scaled dimensions of 4E-9m and 3E-9m. In addition, the 
cross-section of the channels will be circular: a few 
nanometers in diameter, and a few millimeters long. Multiple 
channels may be used in a device by either joining them 
(parallel) or having many disconnected ones (independent).  
 

II. BUILDING BLOCKS OF OOC NETWORK 

   As in electronics, fluidic devices may be idealized to be 
fluidic circuits made of various independent components and 
elements as they are shown below [2, 4]: 

                                                               

               (a) Multiple channels [2] 

                                

(b) Channels with parallel/wound and     
parallel/straight [5] 

Figure 1. Schematic diagram of basic channel system 

   These channels can be manufactured with a variety of 
surface features (ridged etc.) and can be coated with various 
chemicals. 

III. APPLICATIONS  ITERATION ANALYSIS OF BIOFLUID IN 

MICRO CHANNEL IN OOC SYSTEM 

A.  Continuity Equation and Modified Bernoulli Equation 

 
   Consider the micro channel system shown in Figure 2.  
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Figure 2. Schematic diagram of a channel system 

 
   The energy equation between 1 and 2 in the system is  
 

 
       

   The head loss in the channel due to viscous or turbulent 
effects is given by the Darcy-Weisbach equation which is: 

                    

                      
 
where  
 L = channel length (known) 
 D = channel diameter (known) 
 f = friction factor 
 
   Q is the volume flow rate and  is the kinematic viscosity . 
The expression for V that was used in Equation (5) is 

                                                                            

 
 

  Manipulating the equations and solving for Q2 gives   
 

 
 

   Unknown value in the channel flow problem is usually the 
flow rate Q.  Or it could be the channel diameter D. In this 
case an iteration scheme may be used to solve the problem. 
This is because velocity V is related to flow rate Q and friction 
factor f is related to the Re, which is related to flow rate Q. So, 
the last Equation is an implicit function of Q. The following 
iteration scheme may be used to solve for Q. 

 
1. Assume a value for friction factor f , say f 1= 0.05. 
(Experiment data shows that the  f ranges from 0.005 to 0.1). 
2. Solve Equation (9) for Q. 
3. Solve Equation (5) for Re. 
4. Solve Equation (4) for friction factor f, and assign it 
as f2. 
5. If  the difference  say   

where epsilon is tolerance, or difference between  and  
then the flow rate Q is the correct value otherwise set 

and repeat process until condition of item 5 is 
satisfied.  
 
   We now create an algorithm using MATLAB program to 
determine the flow rate, Q, and the friction factor f by the 
iteration method described above.   
 
Use the following values for the problem. 

L =0.008, D=0.000004, z1=0.0001, z2=0, g=9.8 m/sˆ2, and 
nu=1.15e-06 mˆ2/s 

 

Output Data 

 
Figure 3. Channel Diameter (m) vs Flow Rate Q (m^3/sec) 

 

Figure 4. Channel Length (m) vs Flow Rate Q (m^3/sec) 

B. The Hardy-Cross Method  

Geometrical complexity of the microfluidic channel 

   The Hardy-Cross method is another iterative method that 
can be used to find flow rates in OOC network and head losses 
throughout a 2-D channel network. A loop is defined by a 
closed path and  

Schematic Diagram of a 2 Dimensional Rectangular Micro-
channel 

   The fluid flow is assumed to be laminar, steady state and 
incompressible with constant properties while dissipation, 
pressure work and body forces are neglected. In this tree-like 
channel, fluid flows first from the inlet to the bifurcation of 
the inlet, then flows further downstream to where additional 
bifurcation occurs. The fluid flows through three sub-
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channels, which are then merged into two outlets as it is 
shown in the Figure 5.  

The following definitions are used in describing the Hardy-
Cross Method. (see Figure 6).   

 
Figure 5. Loop rule - Two loops of OOC network 

Q11 > 0,   Q24 < 0,  Q11 = -Q24 ,  Q22 > 0 

   A two dimensional microfluidic system with the length of L 
and the width of W is considered as shown in Figure 5. The 
length is longer than the width of the channel (W< L). 

Loop Rules 

1. The flow rate Q is positive if the flow is in the 
counterclockwise direction around the loop.  

2. The head loss hf  is considered positive if the flow is in the 
counterclockwise  direction around the loop.  

3. The two loops with a common channel can be a positive Q 
in one loop and a negative Q in the other loop. 

   Loop Number,  Channel number , Channel Length 
(m),Channel diameter (cm) are assumed as follows : 

TABLE I. CHANNEL LENGTHS AND DIAMETERS 

Loop 
Number 

Channel 
number 

Channel 
Length (m) 

Channel 
diameter(m) 

1 1 0.00004 0.000000004 
1 2 0.00001 0.000000004 
1 3 0.00004 0.000000003 
1 4 0.00001 0.000000003 
    
2 1 0.00001 0.000000003 
2 2 0.00004 0.000000004 
2 3 0.00001 0.000000003 
2 4 0.00004 0.000000004 

 
Loop Number, Channel number and Initial guess Q ( m3/s ) 
are set as follows: 

TABLE II. INITIAL GUESS Q FOR THE CHANNEL SYSTEM 

Loop 
Number 

Channel 
number 

Initial guess Q 
( m3/s ) 

1 1 0.15 
1 2 0.05 
1 3 -0.05 
1 4 -0.05 
   
2 1 0.10 
2 2 0.10 

2 3 -0.10 
2 4 -0.15 

 
 

 

Output Data 

 
Figure 6. Ratio of L:W vs Flow Rate Q for Channel (1,1) Starting D 

 

 
Figure 7. Ratio of L:W vs Flow Rate of Q for Channel (2,4) Invert Starting D 

 

   General Trends for (2,3): Q values increase as Ratio of L:W 
increases regardless of D value. As we move from a starting D 
to an invert starting D, the Q values in general increase by an 
average of 8.5E-4.The average difference in values shown 
here are identical to the one found in channel (2,1);(2,2) but 
instead of decreasing it is increasing.  

 

 
Figure 8. Ratio of L:W vs Flow Rate of Q for Channel (2,3) Invert Starting D 

IV. CONCLUSION 

   Through two separate iterative methods that accounted for 
viscous and turbulent effects that lead to head loss throughout 
a two-dimensional channel network. Computer code was then 
developed to investigate how the flow rate Q would change 
based on a variety of factors.  
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   First, an Iteration Analysis using the Continuity Equation 
and Modified Bernoulli Equation was done and found that 
flow rate Q (m^3/sec) exhibited quadratic growth to channel 
diameter(m) and quadratic decay with channel length(m).  
   Then, an alternate iterative method, the Hardy-Cross 
Method, was performed and found that flow rate Q(m^3/sec) 
also exhibited quadratic properties in relation to ratio of length 
to width of channel (m). This relationship was much more 
nuanced as it considered varying length to width ratios as well 
as varying channel diameters in the entire loop. Channels 
(1,1), (1,2), (2,1), (2,2) and (2,4) all saw a decrease of flow 
rate Q as ratio of length to width increased regardless of 
channel diameter values. Channels (1,3), (1,4) and (2,3) all 
saw an increase in flow rate Q as ratio of length to width 
increased regardless of channel diameter values. 
   Ultimately, microfluidic channels can be made more 
efficient using this proposed system or separating flow into 
multiple channels. Flow rate may be increased and decreased 
based on channel length, width and diameter. Further studies 
may may be focused on  variations in channels such as uneven 
and ridged surfaces, chemically coated surfaces, or multi-layer 
photolithographically manufactured surfaces.  
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Abstract__ This paper presents a speed control of a buck 
converter driven a direct current (DC) motor. The speed control 
is designed and programmed to compute a constrained model 
predictive controller (MPC) algorithm that regulates a reliably 
constant and accurate speed in the presence of different value of 
load torque. The challenge of regulating speed under variable 
load torques is solved by using the predicted discrete averaged 
state space model and the predicted constrained input control 
signal. The proposed strategy uses the output feedback signal to 
the MPC to first predict the state vector and the  input control 
signal that are fed to the DC-DC buck converter to adjust the 
required output voltage and current, then fed to the permanent 
magnet DC-motor. Since the DC-motor output speed signal 
varies, a constrained input control signal applied to the DC-DC 
converter to keep the control signal limited between boundaries 
of 0-1. This process is fulfilled by computing the quadratic 
programming (QP) optimization algorithm at each prediction 
horizon interval. MATLAB and Simulink were used to obtain 
the simulated results and output figures. 

Keywords— DC-DC Buck converter, DC-motor, MPC, QP 
Optimization, MATLAB. 

I. INTRODUCTION 

DC-motor is one of the main components when it comes 
to the high precision motion control systems, and its accuracy 
made it extensively required in many industrial instruments, 
tools, and devices.  Many applications use the DC-motor for 
their motion operations. For instance, small applications such 
as toys, and large applications such as electric vehicles, 
elevators, and hoists [3].  

Although the DC-motor is a simple and accurate, it 
requires a controller to regulate the armature current, voltage, 
and the speed/position. One of the most commonly used 
controlling methods is the pulse-width modulation (PWM) 
technique. The PWM technique works well but the 
nonlinearity of the converter switching can cause a rough 
start of the motor and variations in the armature voltage and 
current, which could damage the DC-motor mechanism by 
placing too much stress on the electronic components of the 
DC-motor circuitry [2]-[4]. 

DC-DC buck, boost, and buck-boost converters are 
effective resolutions for these types of problems because they 
contain the energy-storage (e.g., inductor and capacitor) 
components which are capable of generating the required 
noiseless voltage and current to start the DC-motor smoothly. 
Combining the DC-DC converter with DC-motor also can 
improve the velocity tracking performance of the DC-motor 
by providing purified output voltage and current to the DC-
motor [5] and [6]. The buck converter is the most commonly 
in use of the above-mentioned converters because of its 
function to step down the input voltage to the DC-motor [5].  

 

 
Fig. 1. The schematic diagram of DC-DC buck converter driven DC-

motor with MPC controller 
 
The advantages of using the DC-DC converters to drive a 

DC-motor are that they easily can achieve a smooth start and 
quickly can regulate the sudden change of the motor speed by 
reaching the desired value of the armature voltage and current 
[3]. However, attaining accurate and regulated speed can be 
challenging because of the nonlinear switching behavior of 
the DC-DC converters, which can cause mutation in the 
armature current and voltage that might lead to sluggish in 
the motor speed [3] and [7]. 

Many attempts have been made to design a control system 
to enhance the performance of the higher precision angular 
velocity/speed DC-DC converter driven DC-motor. The 
study [8] used two feedback control strategies, the linear 
quadratic regulator (LQR) and the 
conventional proportional---integral---derivative (PID) 
controllers - to track the angular velocity reference trajectory 
of a DC-DC buck converter driven DC-motor, but both 
strategies were not appropriate to track the reference 
trajectory. In the work [5], it has been designed an adaptive 
controller to control the velocity of DC motor driven by a 
DC-DC buck converter with a loading torque on a DC motor 
that was applied as an unknown. The research [3] a new 
discrete-time robust MPC algorithm was investigated to 
control the speed of a DC-DC buck converter driven DC-
motor with the presence of multiple disturbances and 
parametric uncertainties, they used a discrete-time reduced 
order, generalized proportional-integral observer (GPIO) to 
estimate the virtual system states and the disturbances. The 
outcome described in [9] is an extension of the work 
described in [10] where a state dependent switching function 
with limited switching frequency has been designed and 
applied to the speed control of a DC motor driven by a buck-
boost converter.  

This research investigates an effective constrained MPC 
controller for speed control regulation of a DC-DC buck 
converter driven DC-motor based on smooth trajectory 
tracking as it is shown in Fig. 1. The combined discrete time-
averaged plant model over the prediction horizon to predict 
the future attitude of the controlled system model. The 
quadratic programming (QP) optimization algorithm 
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subjected to unequal constraints solved to predict the input 
control signal (duty cycle) which govern the buck converter 
output voltage and current at every sampling time interval. 
This operation allows the MPC controller to form the input 
control signal to the DC-DC buck converter to regulate the 
outputs voltage and current for the DC-motor output speed to 
track the trajectory reference signal. Different speed and load 
torque were applied to examine the efficiency of the proposed 
control system.  

The following section II describes a DC-DC buck 
converter driven DC-motor dynamic model and the averaged 
discrete time model design. Section III describes the MPC 
design. Section IV and section V present the practical design 
of the MPC and the performance of the proposed 
methodology by numerical simulation results. Finally, the 
conclusion is described at the end of this research. 
     

II. DC-DC BUCK CONVERTER DRIVEN DC-MOTOR DYNAMIC 

MODEL 

A. The DC-DC Buck converter driven DC-motor 
components and Parameters 

The proposed model of the DC-DC buck converter driven 
DC-motor circuit shown in the Fig. 2 contains two parts the 
generic PWM-based DC-DC buck converter, and the 
permanent magnet DC-motor.  The model is a linear fourth-
order system that can be obtained as a linear state-space 
model system as in equation (1), by applying the Kirchhoff’s 
voltage and current laws (ܮܸܭ,  to the circuit shown in (ܮܥܭ
Fig. 2. The mathematical model can be derived to illustrate 
the inductor current ݅ , capacitor voltage ݒ , the armature 
current ݅, and the angular velocity ݓ [11]. 

࢞																																			  = ࢞ܣ + ݕݑܤ = ࢞ܥ +  (1)                                	ݑܦ

 
where the state vector  ࢞ = [݅, ,ݒ ݅,ݓ]்  is the input ݑ ,
variable, and ݕ is the system output. 
 
  The first part of circuit shown in Fig. 2 describes: the  
parameters ݎௌ for the internal resistance of the source, ܽܮ for 
converter inductor, ݎ for internal resistance of the inductor, ݎܥ	for the converter capacitor, the duty cycle ߜ, ܸ݅݊ for the 
voltage source, and ܶݏ  is the switching time period. The 
parameters for the second part are: ܮ is the motor inductor, 
the ܴ is the armature winding resistance, ݇݁ is the counter 
electromotive force constant, ݇  is the motor torque 
constant, ܬ is the moment of inertia, ܾ is the motor viscous 
friction coefficient, ܶ  is the load torque, and ܶ  is the 
friction torque [11]. 

Fig. 2. The circuit diagram of the buck converter driven DC-motor 

B. The mathematical  model and the averaged state space 
model 

The mathematical model can be derived to take the form 
of equation (1), the equivalent system is depending on the 
switch behaviors, this behavior generates two configurations 
of the system depending on the switching position. Also, this 
behavior directly affects the Buck converter voltage and 
current outputs as well as the DC-motor angular velocity by 
the change of the switch ON and OFF; this behavior can be 
expressed as an input binary signal ݑ = {0,1} , with the 
consideration of the continues condition driving mode of the 
proposed system model, the dynamic status of the switching 
behavior represented to behave (ON=1 and OFF=0). 

The first operation mode expressed when the switch was 
closed (ݓݏ = 1) the system represented as in (3) [11]-[13]. 
 

ܣ =
ۈۉ
ۇۈۈ
− (ಽାೄ) − ଵ 0 0ଵ 0 − ଵ 00 ଵ − ோ − 0 0 బ − బۋی

ۊۋۋ ܤ, = ۈۉ
ۇ ܸ݅݊00ି(்ೝା ಽ்)బ ۋی

ۊ
  (3) 

 
The second operation mode can be expressed when the 

switch is opened ݓݏ = 0,  the system represented as in 
equation (4) [11]-[13]. 
 

ܣ =
ۈۉ
ۇۈۈ
− ಽ − ଵ 0 0ଵ 0 − ଵ 00 ଵ − ோ − 0 0 బ − బۋی

ۊۋۋ ܤ, = ۈۉ
ۇ 000ି(்ೝା ಽ்)బ ۋی

ۊ
   (4)     

                                              
For the control aim, the averaged model can be expressed 

by adding the corresponding state space matrices (3) and (4) 
and multiplying them with the duration of one switching 
period (duty cycle ߜ) to calculate the approximate state space 
averaged matrices as in the equation (5) [14]. 
ܣ																					  = ܣ ∗ ߜ + ܣ ∗ (1 − ܤ(ߜ = ܤ ∗ ߜ + ܤ ∗ (1 −  (5)                       	(ߜ

 
By combining the equations (3) and (4) with the equation 

(5) and by applying the parameter's values in the Table I, the 
averaged state matrices can be displayed as shown in 
equation (6) 

 
 

ܣ = ൮−889.2034 −404.3672 0 0−2.1612݁4 0 −2.1612݁4 00 854.7009 01.4777݁3 56.66670 0 576.5217 −1.200൲
ܤ = ൮9.7257݁300−333.91൲ܥ = ܦ(1	0	0	0) = 0

 

   (6) 
 

where the equation (6) represents the contentious time 
averaged state space matrices of the proposed plant model. 
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C. The discrete time of the averaged plant model 

Discretization of the continuous averaged model is 
needed for designing the discrete-time MPC. The discrete 
mechanism that is used in this study is the zero-order hold 
(ZOH) method. The system model in equation (6) will be 
discretized over a sampling time ܶݏ . The investigated 
discrete system in equation (6) will be calculated using the 
following expression 

ௗܣ											  = ݁∗்௦		,			ܤௗ = 	 ݁∗்௦ܤ∆்௦     (7)       ݏܶ݀
 
However, since MATLAB is used, the discretization can 

be done through the built-in c2d function that is commonly 
used for calculating the proposed discrete representation of 
the continuous matrices. Therefore, the discrete state 
equation will take the format as follows 

݇)ݖ																  + 1) = ݀ܣ ∗ (݇)ݖ + ݀ܤ ∗ (݇)ݕ(݇)ݑ = ௗܥ ∗ (݇)ݖ                   (8) 

                     
where the  ݖ(݇)  is the state vector and ݑ(݇)  is the input 
variable, and the ݕ(݇)  is the system output at ݇  sampling 
period.  

III. MODEL PREDICTIVE CONTROL (MPC) DESIGN 

A. Prediction Process Design 

To predict the future state mode of the controlled system 
model, the discrete averaged model (8)  will be calculated 
over the prediction horizon for ܰ  intervals to predict the 
future position of the state vector ܼ(݇) , the input control 
signal ܷ(݇), and the output that will become  ܹ(݇). All will 
be formulated considering the following expressions (9), 
(10), and (11) respectively. [1], [3], [15]and [16]. 
 					ܷ(݇) = ݇)ݑ	(݇|݇)ݑ] + 1|݇)… ݇)ݑ	 + ܰ − 1|݇)]்       (9) 
 				ܼ(݇) = ݇)ݖ	] + ݇)ݖ	(݇|1 + 2|݇)… ݇)ݖ	 +  (10)     ்[(݇|ܰ
 

Therefore, angular velocity ܹ can be predicted using the 
expression in the following equation (11)  

 														ܹ(݇ + 1) = ܸ ∗ ܼ(݇) + ܲ ∗ ܷ(݇)                             (11) 
 
where 

ܸ = 	 ێێۏ
ۍ ۑۑےௗேܣௗܥ⋮ௗଶܣௗܥௗܣௗܥ

ې
ܲ = ൦ ௗܤௗܥ 0 ⋯ ௗܤௗܣௗܥ0 ௗܤௗܥ … ⋮⋮ ⋮ ⋱ ௗܤௗேିଵܣௗܥ0 ௗܤௗேିଶܣௗܥ ⋯ ௗ൪ܤௗܥ

																				(12)		
       

B. Optimization and Cost Function Calculation 

The main goal of the control design is to force the DC-
motor speed to track the angular velocity reference signal ݎ(݇) along the prediction horizon. The reference signal can 
be defined as ݎ(݇) = ݇)ݎ] + 1), ݇)ݎ + 2), … , ݇)ݎ + ்[(ܰ . 

Therefore, the equations (9) and (10) will be used to form the 
general quadratic cost function in given as follows 

(݇)ܬ  = ∑ ቂ൫ܹ(݇ + ݅|݇) − ݇)ݎ + 1)൯்ܳ൫ܹ(݇ + ݅|݇) −ேିଵୀݎ(݇ + 1)൯ +	்ܷ(݇ + ݅|݇)ܴܷ(݇ + ݅|݇)ቃ                                (13) 

                                                            
with consideration of ܳ	ܽ݊݀	ܴ  positive definite matrix (ܳ 
can be semi-definite). Replacing the angular velocity ܹ(݇) 
into the expression (13) will produce the following equation 
(14). [1],[3],[15], and [16]. 

(݇)ܬ  = ்ܷ(݇)Ωܷ(݇) + 2்ܼ(݇)்ܷ߰(݇) + 	்ܼ(݇)ܼ߮(݇)           
                         (14) 
where  																													Ω = ்ܲ തܳ + തܴ                            (15) 
                          ߰ = ்ܲ തܸܳ − ்ݎ തܳܲ                          (16) 																													߮ = ்ܸ തܸܳ + തܳ                                      (17) 
where തܳ = ൦ܳ 0 … 00 ⋱ 	 ⋮⋮ 	 ܳ 00 ⋯ 0 ܳ൪,			 തܴ = ൦ܴ 0 … 00 ⋱ 	 ⋮⋮ 	 ܴ 00 ⋯ 0 ܴ൪      (18) 

        
This study has been organized to control the angular 

velocity of the proposed DC-DC buck converter driven DC-
motor. Since the converter used to regulate the required 
voltage and current fed to the DC-motor, this requires a 
specific amount of regulated voltage and current to achieve 
this purpose, generating the right input control signal ݑ(݇) 
will directly influence the converter to regulate the desired 
amount of the output voltage and current for the DC-motor. 
To this end, applying bounded constraints will dictate the 
converter to provide the right outputs needed for the DC-
motor to track the reference signal. The linear constraint 
formulas (19) and (20) applied to the input control signal are 
shown below, both of which are subject to the proposed cost 
function (14) [1],[3],[15],and [16]. 

ݑ																						  ≤ (݇)ݑ ≤ തݑ                      (19) 
 

which can be formulated as 
 																				ቂ (݇)ቃܷܫ−ܫ ≤ 1ݑ0ݑ൨                                 (20) 

 
where the 1s are indicating a stacked format of ones, and the 
0s are indicating a stacked format of zeros. The expression 
(20) will be reformulated as inequal constraints to take the 
form of equation (21) 
 																													M ∗ ܷ(݇) ≤ ᆋ                         (21) 
 
The ܯ	and	ᆋ are inequality constraint matrices that can be 
calculated offline. The optimization process of the quadratic 
cost function (14) and the subjected constraints (21) can be 
solved using a QP problem [1], [15], and [16].    
்ܷ)0.5								  ∗ Ω ∗ ܷ) + ்ܼ(݇) ∗ ்߰ ∗ M	࢚	࢈࢛࢙ܷ ∗ ܷ ≤ ᆋ          (22) 
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Since Ω  is a hessian matrix and is a positive (semi-
definite) matrix, the cost function in equation (22) is a 
quadratic and the constraints are linear. Therefore, the 
generated predicted input sequence is a unique solution 
because it is a convex optimization problem.  

Since the MATLAB is used, solving the optimization 
problem can be done using the built-in quadratic 
programming (quadprog) function, the expression (25) used 
to calculate the predicted input control signal ܷௗ(݇). Since 
the (quadprog) function generates a vector of elements, only 
the first element is needed in the process. The formula (23) 
will be used to take only the first element of the predicted 
elements in every ܰ sampling interval to derive the ܷ(݇) as 
follows 																										ܷ(݇) = −[1	0	0…… 	0] ∗ ܷௗ    (23) 

IV. THE PRACTICAL DESIGN OF MPC  

The proposed MPC controller’s implementation requires 
the numerical model of the proposed DC-DC buck converter 
driven DC-motor. Table I describes the parameter values: the 
discrete time-averaged ܣௗ  and ܤௗ  matrices (7) were 
calculated for the prediction process. Solving the quadratic 
programming optimization problem has been completed 
using the equations (25) and (26) with consideration of the 
prediction horizon ܰ = 10 and the matrices 	ܳ and ܴ that 
have been chosen as in equation (24), The equation (23) has 
been used to take the first element in every sampling instant 
over the prediction horizon ܰ[15] ,[1] . and [16].   

 										ܴ = 0.01,				ܳ = ቂ1000 00 1000ቃே                     (24) 

 
the MATLAB built-in function quadprog used to solve the 
problem  ܷௗ(݇) = ,Ω)ࢍ࢘ࢊࢇ࢛ ߰,M, ᆋ)       (25) 
 
where M	and	ᆋ are the constraints [15], and [16].   
 							M = ቂ  ,       ᆋ	ቃேܫ−ܫ = ቂ10ቃே       (26)

    

Table I. The specifications of the buck converter and DC-motor: 

Parameters    Values 
Input voltage ܸ݅݊ 40ݒ 
Converter Inductor 2.473݁ ܽܮ − 3 H 
Converter Capacitor 46.27݁ ݎܥ − 6  ܨ
Switching frequency ݂ 10	݇ℎݖ 
Duty cycle 0.6 ߜ 
Internal resistance of the 
source 

 ℎ݉ ௌ 0.84ݎ

Internal resistance of the 
inductor 

 ℎ݉  0.695ݎ

Armature resistance ܴ 2.729 ℎ݉ 
Armature inductor ܮ 1.73ܪ 
Viscosity fraction coefficient ܾ 0.000138ܰ.݉/ܿ݁ݏ/݀ܽݎ 
Inertia moment ܬ ݃ܭ.݉ଶ
Motor torque constant ݇  ܣ/݉.ܰ 0.0663
Voltage constant ݇  ܿ݁ݏ/݀ܽݎ/ܸ 0.0663 
Fraction torque ܶ 0.0284ܰ.݉ 
Load torque ܶ Variable  ܰ.݉ 

 

Table II.  The steady state error and the settling time at different load 
torques and time intervals. 

Load 
Torque ܶ ܰ.݉ Time 

intervals 
(s)

Steady 
state 
error 

settling 
time 
(ms) 

Rise 
time 
(ms)20 ݁ − 3 0 - 0.5 0.15% 14.4 21.9

0.5 - 1 0.24% 14.7 22.240 ݁ − 3 0 - 0.5 0.25% 15.2 23.0
0.5 - 1 0.36% 15.5 23.3

V. SIMULATION RESULTS 

This section represents the configuration of the proposed 
control scheme which shows in Fig.1. implemented and 
functioned using the MATLAB and SIMULINK (version R-
2017B) which are carried out in a laptop computer with 
CORE i7 1.8GHz CPU, RAM of 16 GB, and Windows 10 
professional operating system. The controller designed by 
solving the quadratic programming optimization algorithm, 
subjected to an inequal input constraints, with control horizon ܰ = 10 time intervals, and the sampling frequency is ݂ݏ ݖܪ݇	10= . The DC-motor is required to track the assigned 
reference signal at various stages with different values of the 
load torque. In Fig. (3) and (5) show the angular velocity ݉ݓ 
output and the angular velocity reference signal ݉ݓ∗. It is 
clear that the angular velocity is tracking the reference signal 
at any assigned speed, even with different load torque values. 
The performance of the controller was barely affected by the 
change of the motor speed and of the various load torque 
values ܶ . The load torque assumed with values of: 

 																							 ܶ=	ቄ20݁ − 3	ܰ.݉40݁ − 3	ܰ.݉           (27) 

 
The applied speeds and load torque represent how the 

system reacted in terms of the steady-state error (SSE), and 
the settling time (St) responses. Table II. shows the numerical 
values for the SSE and St at each time period and each load 
torque value. Also, the figures (4) and (6) show that the level 
of the armature current ݅, inductor current ݅, and the output 
voltage ݒ. that were used as an input to the DC-motor were 
well-regulated to operate the system model as desired. The 
buck converter functioned perfectly to step down the output 
voltage, so it was clear that the output voltage was lower than 
the input voltage ܸ = ݒ40 . Although the outputs hit the 
highest values at the beginning and when the change of the 
speed occurred, the outputs were always less than the input 
voltage. 

 
Fig 3.  A. Input control signal ݑ(݇), B. Angular velocity ݓ, 

Angular velocity reference ݓ∗ . 
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At the  ܶ = 20݁ − 3	ܰ.݉ the Fig. 3 (A) shows the ratio of 
control signal that needed for the system to get to the speed 
of 100 rad/sec in the period between 0-0.5 s and the speed of 
200 rad/sec in period 0.5-1s. The Fig. 3 (B) signifies the 
reference signal and the DC-motor speed. The SSE is about 
0.15% to 0.24%, the Table II. shows more details of the 
system responses. 

 
Fig 4. The outputs voltage ݒ, inductor current ݅,  

and the armature current ݅. 
 

At the value of  ܶ = 20݉ ܰ.݉ it is clear in the Fig.4 
that the ݒ is about 7.5ݒ	ݐ	ݒ14.7, and ݅ and ݅	are 
approximately between 0.45ܣ to 0.9ܣ. 

 
Fig 5. A. Input control signal ݑ(݇), B. Angular velocity ݓ, 

Angular velocity reference ݓ∗  
 

The Fig. 5 (A) shows the control signal needed for the 
buck converter to regulate the required voltage and current 
for the DC-motor. Fig. 5 (B) indicates that the DC-motor 
speed signal is tracking the reference signal. The SSE 
percentage is about 0.25% to 0.36%, the Table. II shows more 
details of the system responses.     

 
Fig 6. The outputs voltage ݒ, inductor current ݅,  

and armature current ݅ 

At the value of  ܶ = 40݉ ܰ.݉ it is seen in the Fig 6. that 
the ݒ  is about 7.7ݒ	ݐ	ݒ15.3, ݅  and ݅	are approximately 
between 0.56ܣ to 1.1ܣ.   

VI. CONCLUSION 

This study was presented as a constrained MPC control 
for a DC-DC buck converter driven DC-motor, in which the 
discrete averaged model was used over the prediction horizon 
for the MPC control design. The quadratic programming 
(QP) optimization algorithm subjected to inequal constraints 
solved in every sampling interval to predict the right input 
control signal which used to govern the buck converter 
depending on the desired speed. The results illustrated that 
the DC-DC buck converter driven DC-motor could be 
handled successfully by the MPC controller. Also, the system 
output signal response was fast enough to reach the desired 
tracking trajectory. Future work could apply this MPC 
strategy to a nonlinear DC-DC buck-boost converter driven 
DC-motor. 
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Abstract—  The exposure of Internet of Things (IoT) networks led to 
an exponential increase in traffic size. Thus, the traffic data meet the 
5V big data model, which results in the rise of many cyber threats 
and the appearance of new security challenges. Intrusion Detection 
Systems (IDS) need to apply dimensionality reduction to handle the 
enormous data size and to speed-up cyber threats detection. This 
research analyzes the impact of Principal Component Analysis 
(PCA), Random-Forest (RF), and filter-based dimensionality 
reduction methods on several detection models in four different 
datasets. Additionally, it studies the impact of some parameters on 
dimensionality reduction methods’ performance. Results showed 
that dimensionality reduction methods were able to reduce datasets’ 
size without compromising the detection models’ efficiency. 
Moreover, results showed that PCA was the best method in reducing 
datasets’ size over all the datasets. At the same time, RF showed a 
better distinguishing ability with the minimum amount of 
information. 

 

Keywords—  IoT, Feature Selection, Ensembling, Cyber-
Security, Intrusion Detection. 

I. INTRODUCTION 

IoT networks are growing faster than expected. According 
to IoT Analytics [1], the number of connected devices reached 
9.5 billion devices at the end of 2019. IoT Analytics expects this 
figure to reach 22 billion by 2025 [2]. This rapid growth came 
aligned with weak security measures and defenses, which has 
resulted in a significant increase in cyberattacks. Since the 
appearance of COVID-19, 71% of security professionals have 
noticed an increase in security threats or attacks according to 
research performed by Checkpoint [3]. Most of the attacks 
targeting IoT networks try to delay the service provided by the 
devices or to compromise and convert the devices into members 
of the botnet under the attacker’s control to amplify the speed of 
their attacks. 

An IDS, which refers to a device or software strategically 
allocated at a tactical point on a network to monitor all traffic 
passing through it [4], represents the first defense line against 
cyber-attacks. Machine Learning plays a crucial role in building 
IDSs to detect such threats. Network data is considered as big 
data as it meets the 5V big data features: volume, velocity, 
variety, veracity, and value. As a result, dimensionality 
reduction and feature selection steps are essential to overcome 
the poor performance of ML models’ and explainability issues. 
Feature selection is a crucial step in the pre-processing data 

phase [5], defined as the process of selecting the minimal subset 
of features based on reasonable criteria with the aim to improve 
an algorithm performance [6]. Also, it is defined as the process 
of removing irrelevant, redundant, and noisy features [7]. 
Sometimes, it is referred to as the relevant feature identification 
process [8]. Feature selection provides an immediate impact on 
IDS performance in terms of computational complexity and 
accuracy. It selects only the most relevant and most 
distinguishing features between traffic types. Thus, it reduces 
the number of features to be considered by an IDS, and in turn, 
reduces the complexity of the problem [7]. Moreover, by 
eliminating the noisy, redundant, and useless features, the 
accuracy of IDS increases, and the generated number of false 
alerts decreases as well [8]. 

Dimensionality reduction refers to any method that reduces 
the number of input variables in a dataset. It includes feature 
selection, linear algebra methods, projection methods, and 
autoencoders [9]. Feature selection is classified into three main 
types: wrapper, filter, and hybrid methods. The wrapper 
methods try to optimize some predefined criteria concerning the 
feature set as part of the selection process. The filter methods 
rely on the general characteristics of the training data to select 
features that are independent of each other and are highly 
dependent on the class label. The hybrid methods try to exploit 
the features of both wrapper and filter methods [10]. 

This research aims to analyze the impact of dimensionality 
on the efficiency of detection models, and find the best 
dimensionality reduction method that reduces a dataset to its 
minimum with the lowest computational requirements. 
Furthermore, this research seeks to fill the research gap in the 
literature by not considering dimensionality dimensionality 
reduction methods for IoT IDS. 

Section two provides a literature review. Section three 
explains the experiments, while section four discusses results. 
Lastly, section five concludes the study. 

II. LITERATURE REVIEW 

Many studies in literature have applied ML methods for 
detecting general botnet attacks. However, most of them did not 
use any kind of feature selection nor dimensionality reduction, 
such as the works [11], [12], [13], [14], [15]. On the other hand, 
some works applied only one feature selection method, such as 
[7] who used the Correlation Coefficient (CC), which measures 
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the correlation between features, as a filter to select features. 
CC is the simplest feature selection method to be used, where it 
aims to eliminate the most correlated features. When a 
correlation value close to +1 or -1, then these features are highly 
correlated and, thus, distracted from the final feature set. A 
zero-correlation value indicates no correlation between the 
features. The lowest N ranked features were selected as the 
most important features. [16] suggested two methods to select 
important features. The first method used the “leave-one-out“ 
method with Naïve Bayesian classifier. The second method 
used the Gain Ratio technique. However, applying only one 
feature selection method raises doubts about how much the 
selected feature set represents the optimal feature set or at least 
how close we are to it. Few other studies have considered 
ensemble feature selection methods. [17] used Deep Feed 
Forward Neural Networks (DFFNN) to reduce the data 
dimensionality by generating embedded features. The 
embedded features were the inner last layer after removing the 
output layer from the DFFNN. In [18], a two-step hybrid 
approach was proposed. The first step used Pearson and Fisher 
filter to select a feature subset. The second step used the output 
of the first step as input for a wrapper method. The wrapper step 
used the K-Nearest Neighbors (K-NN) and Random Forest Tree 
(RFT) to select features based on the F1 score. Furthermore, the 
wrapper step considered the Sequential Forward Feature 
Selection (SFFS) and Sequential Backward Feature 
Elimination (SBFE) with both classifiers. In [19]  a linear 
combination of multiple correlation filter measures were used. 
Examples of those measures include: correlation-feature-
selection (𝐶𝐹𝑆), minimal-redundancy-maximal-relevance 
(𝑚𝑅𝑀𝑅), Mahalanobis distance, and others. [20] proposed a 
dimensionality reduction method called features pairing, which 
is based on combining two feature selection methods. Feature 
pairing stands for generating a new feature represented as a 
string by concatenating the paired features’ strings. The first 
pairing method was based on a wrapper that uses F-Measure 
(FM), and the second method was based on filters such as 
Information Gain Ratio (IGR). This method is computationally 
expensive, where it suggests computing the FM and IGR for all 
possible pairings. Furthermore, the need to extract the original 
features during runtime is an essential task, which means that 
the time reduction is not optimum. Few studies have considered 
feature selection matters in IDS, and only a small range of 
feature selection methods have been used, most of them based 
on correlation measures. 

III. EXPERIMENTS  

Experiments were conducted on Compute Canada at Cedar 
cluster. All experiments used Broadwell type nodes, which are 
equipped with Intel(R) Xeon(R) CPU E5-2683, v4, 2.10GHz, 
and 125G RAM. Sklearn 0.23.2, and Python 3.7.4 were used to 
implement all the experiments. tThis research considered the 
detection problem as a binary classification problem to develop 
an IDS for general-purpose detection. In addition, the 
experiments considered two performance measures are F-Score 
and ROC-AUC score. These metrics provide an informative 
view of the effectiveness of the detection model. These metrics 
are calculated as below: 

The F-Score represents the trade-off between the precision 
and recall regarding the positive class by using the harmonic 
mean. The best model has a value of 1. 

𝐹 − 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
𝑅𝑒𝑐𝑎𝑙𝑙 𝑋 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

=
2 ∗ 𝑇𝑃

(2 ∗ 𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃)
 

ROC-AUC represents the Area Under the Receiver Operating 
Characteristic Curve. By computing the area under the ROC 
curve, the curve information is summarized in one 
number.  When the integral boundaries are reversed as large T 
has a lower value on the x-axis, then the AUC is given by: 

TPR(T):T→y(x) 

FPR(T):T→x 

𝐴 = න 𝑇𝑃𝑅(𝐹𝑃𝑅ିଵ(𝑥))𝑑𝑥
ଵ

௫ୀ

 

Moreover, all the results presented used the mean of the five 
folds of the cross-validation. 

A. Datasets 

This research utilized four datasets NSL [21], NB15 [22], 
BoTNetIoT [11], and BoTIoT [23] datasets. NSL dataset is the 
most commonly used dataset in intrusion detection, which 
contains regular network traffic. Similarly, NB15 contains 
regular network traffic. NSL and NB15 represent a benchmark 
for intrusion detection. They also enable the current research to 
be compared with previous works. BoTNetIoT dataset contains 
the traffic of nine IoT devices. Mirai and Gafgyt botnet attacks 
are the only attacks in the BoTNeTIoT dataset. BoTNeTIoT 
dataset consists of 23 extracted features over five different 
time-windows. In [24], it was indicated that the best 
classification performance was at time-window 10 seconds (0.1 
decay factor). Thus, our research considered the 23 features at 
a 10 second time-window only. BoTIoT is a recently published 
dataset of a simulated IoT network traffic. BoTIoT has a variety 
of recent/new attacks. This research concedered BoTNeTIoT 
and BoTIoT datasets because they include veraiety of recent 
attacks. This research considered BoTNeTIoT and BoTIoT 
datasets because they are the only IoT datasets that include a 
variety of recent IoT attacks. 

B. Feature selection methods 

Different dimensionality dimensionality reduction methods 
use different ways to reduce dataset size. This research 
considered the three dimensionality dimensionality reduction 
methods: PCA, RF, and Top-n, where n represents the number 
of features to select. Below is an explanation of each method 
and how it works: 

 PCA: It is a linear dimensionality reduction method 
that uses Singular Value Decomposition of the data to 
project it to a lower-dimensional space. PCA 
compresses all features into a smaller number of 
dimensions. Thus, it still requires an IDS to extract all 
features, which will result in spending additional time 
in the detection process [25]. Moreover, as the number 
of dimensions generated decreases, more descriptive 
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information will be lost. Choosing the number of 
components is significant, because it affects the 
reduction percentage and the method efficiency. 
Choosing a fixed number of components is not a 
proper or practical solution. Thus, we considered a 
practical way that uses the variance explained by each 
component. The variance stands for the amount of 
information represented by each set of components. 
As the number of components decreases the loss of 
information increases. Fig. 1 shows the variance 
percentage for different numbers of components over 
the NSL dataset. The variance percentage increases as 
the number of components increases. Using 40 
components for the NSL dataset means that no size 
reduction is acquired, where each component 
represents a feature. Typically, we want the explained 
variance to be between 95–99%. Thus, we considered 
three different variance percentages are 95, 97, and 
99%.  

 
Fig. 1. PCA explained variance vs the number of components. 

 RF: It is an ensemble feature selection method. It 
ensembles the number of decision tree classifiers on 
various sub-samples of the dataset and works as a 
meta-estimator. It then uses averaging to improve the 

predictive accuracy and control over-fitting. It uses 
bootstrapping for sub-sampling. This research used 
SciKit-Learn [26] implementation that uses the 
square-root of the total number of features as the 
maximum number of features to extract [27]. After 
getting the maximum number of features, only those 
features with support scores higher than the ID 
feature’s support score were selected. Moreover, as 
the number of trees within the RF has a considerable 
impact on its performance, thus we considered 
constructing forests of one, 10, and 100 trees. 

 Top-n: It is a univariate feature selection that works by 
selecting the best features based on univariate 
statistical tests. It is also known as a filter-based 
feature selection method. This method uses the 
Pearson correlation measure to rank the features. 
Then, it selects the top n features. 

IV. RESULTS 

TABLE 1 shows the obtained percentage of  size reduction 
and the number of chosen features for each dataset. The “All” 
method stands for instances when all the features were used 
without any reduction. PCA-X stands for instances when the 
PCA method was applied with a total variance percentage 
equals to X. For example, PCA-0.95 stands for using PCA with 
an accumulative variance percentage equals to 0.95. Similarly, 
RF-X and Top-n stand for using RF composed of X trees, and 
top n features, respectively. PCA had a maximum reduction 
percentage over all the datasets. PCA reduction percentage was 
the same using different variance percentages. Noticeably, RF 
reduction percentage decreased as the number of inner trees 
increased over all the datasets. 

In Fig. 2 to Fig. 5, the F-scores over each dataset is displayed. 
The ROC-AUC score over each dataset is displayed in Fig. 6 to 
Fig. 9. From Fig. 2, it can be seen that the highest F-score is 
generated by KNN and RF classifiers using all features, all the 
PCAs, and RF-100. The distinguishing ability of the PCAs 
methods is stronger than the RFs methods in the NSL dataset. 
Additionally, all PCAs methods achieve scores equal to or 
higher than using all features. The Top-n methods show the 

TABLE 1 Dimensionality reduction methods datasets size reduction, and number of features selected. 

 
NSL NB15 BoTIoT BoTNeTIoT 

Dimensionality 
Reduction 

Method 

Size 
Reduction 

(%) 
# Features 

Size 
Reduction 

(%) 
# Features 

Size 
Reduction 

(%) 
# Features 

Size 
Reduction 

(%) 
# Features 

All 0 41 0 43 0 43 0 23 

PCA-0.95 0.9999 8 0.9999 12 0.9999 8 0.9999 5 

PCA-0.97 0.9999 10 0.9999 14 0.9999 9 0.9999 7 

PCA-0.99 0.9999 15 0.9999 19 0.9999 11 0.9999 9 

RF-1 0.8749 4 0.8372 6 0.8139 6 0.7916 3 

RF-10 0.7999 7 0.6976 12 0.8372 5 0.6666 6 

RF-100 0.6999 11 0.6511 14 0.8372 5 0.7499 4 

Top-5 0.8499 5 0.8604 5 0.8604 5 0.7499 5 

Top-10 0.7249 10 0.7441 10 0.7441 10 0.5416 10 
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lowest scores. The Top-10 shows the same scores as Top-5 for 
all classifiers, except for GaussianNB. Nearly all PCAs have 
the same scores overall variance percentages. Additionally, 
when using BernoulliNB the RFs scores increase as the number 
of trees increases. The reverse is true when using GaussianNB 
and DT. 

 

 
Fig. 2. NSL F-Score. 

In Fig. 3, which displays the F-scores using the NB15 
dataset,  the RFs methods show higher scores than using all 
feature, PCA-0.95, and PCA-0.97 for overall classifiers, except 
GaussianNB classifier. The PCA-0.99 show the highest scores 
over BernoulliNB, KNN, and GaussianNB. The Top-n methods 
show the same performance using DT, KNN, and RF. The Top-
5 overcome Top-10 using GaussianNB, and vice versa when 
using BernoulliNB. The PCAs scores increase as the variance 
increases using BernoulliNB, and vice versa using 
GaussianNB. Notably, the number of trees within an RF does 
not show any impact using all classifiers, except using DT and 
Gaussian, the scores decrease as the number of trees increases. 
 
 

 
Fig. 3. NB15 F-Score. 

Fig. 4 shows the F-scores using the BoTIoT dataset. The 
BernoulliNB is removed from the figure because it generated 
zero scores using the overall methods. Significantly, the RFs 
methods out-performed PCAs using all the classifiers. The RFs 
shows score equal and bellow the scores when using all the 

features. The Top-5 out-performs Top-10 using DT and RF, and 
vise versa when using KNN and GaussianNB. Notably, PCAs’ 
scores increase as variance increases using DT, kNN, and RF. 
On the other hand, they decrease when using gaussianNB. 
Generally, RFs’ scores increase as the number of trees 
increases. 

 
Fig. 4. BoTIoT F-Score. 

The BoTNeTIoT dataset F-scores are displayed in Fig. 5. The 
GaussianNB shows a zero score using all features. 
Significantly, the PCAs out-perform using all features using 
BernoulliNB. Moreover, the PCAs show the same scores as 
RFS, except for BernoulliNB, the PCAs overcome the RFs 
methods. The Top-n methods show a zero score when using 
BernoulliNB. Additionally, they show the same scores as PCAs 
for all classifiers. Notably, the PCA scores increase as variance 
increases. Also, the number of trees does not have an impact on 
RFs’ scores. 

 

 
Fig. 5. BoTNeTIoT F-Score. 

In Fig. 6, the NSL ROC-AUC scores are displayed. The RFs 
scores are equal to or higher than the PCAs’ scores. Similarly, 
the RFs scores and using all features. Notably, Top-10 
overcome Top-5 score using BernoulliNB. The PCAs and RFs 
scores slightly affected by variance percentage and number of 
trees, respectively. 
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Fig. 6. NSL ROC-AUC score. 

In Fig. 7, PCAs overcome RFs using BernoulliNB and 
GausianNB, vice versa using DT and RF. The PCAs overcome 
using all features using BernoulliNB and GaussianNB. 
Additionally,  all methods overcome using all features using 
kNN. The Top-5 overcome Top-10 for all classifiers, except for 
BernoulliNB. Generally, there is no impact of variance on 
PCAs’ scores. The RFs’ scores increase as the number of trees 
increases using BernoulliNB, and vice versa using 
GaussianNB. 

 
Fig. 7. NB15 ROC-AUC score. 

Fig. 8 All methods have the same score using kNN and 
GaussianNB. Similarly, All methods, except PCAs and RF-10, 
have the same score using DT. Additionally, the PCAs 
overcome using all features using BernoulliNB. Also, the RFs 
slightly overcome using all features using RF classifier. As can 
be seen, the PCAs’ scores increase as the variance increases 
using RF classifier. The number of trees does show an impact 
on the RFs’ scores. 

 
Fig. 8. BoTIoT ROC-AUC score.  

All methods have the same scores except for BernoulliNB 
in Fig. 9. Significantly, the PCAs and RF-10 show the highest 
scores and overcome using all features using BernoulliNB. 
Furthermore, The Top-10 overcomes Top-5 using 
BernoulliNB. The variance nor the number of trees has an 
impact on the PCAs or RFs, respectively.   

 
Fig. 9. BoTNeTIoT ROC-AUC score. 

V. CONCLUSION 

Dimensionality reduction reduces the noise and redundancy 
in data. As a result, classifiers’ efficiency is improved, as the 
experiments show. In some cases, the data itself has the most 
significant impact on classifiers’ efficiency more so than any 
other factor. 

Classifiers that depend on trees in classification show a 
better performance using RF methods. This impact can be a 
sign of overfitting of the model on the selected features. 
Similarly, when considering the PCA with BernoulliNB and 
GaussianNB classifiers. 

Generally, the impact of the variance percentage of PCA 
and the number of RF trees do not have a significant impact on 
classifiers’ efficiency. Thus, using a low variance percentage 
generates lesser dimensions, which save more time during 
detection/classification without significantly compromising 
model efficiency—similarly, the number of trees has the same 
impact in RF. 

PCA shows the highest size reduction, but it still requires to 
extract all features from the traffic. Thus, the PCA consumes 
additional time over using RF. 
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Abstract—The widespread use of clinical information systems 
(CIS) creates ample opportunities for CIS-associated operational 
disruptions and delays that can negatively impact patient care.  A 
clinical quality improvement (QI) project studied the CIS 
infrastructure at an academic regional referral emergency 
department (ED) at baseline and after implementation of targeted 
sustainment interventions.  An ED 5S workgroup collaborated with 
ED clinical leaders and institutional information services (I.S.) teams 
to conduct comprehensive CIS inventory and function testing in 
2016; an end-user survey on CIS functionality and impact were 
administered.  Findings were analyzed to determine common points 
of failure, and concerted interventions were implemented during 
2016-2018: development of a structured ED CIS inventory document 
with device mapping and specification of clinical functions; 
prioritized repair / replacement of non-functional / missing devices; 
institution of scheduled ED "Tech Rounds"; and installation of a 
self-service work-ticket Web portal for repair requests.  A follow-up 
reassessment and survey in 2018 revealed mixed intervention results 
and highlighted infrastructure elements superseded by advances in 
mobile technology.  Overall, a multi-disciplinary effort assessed an 
ED CIS infrastructure and its functionality at baseline and over time 
for changes associated with targeted interventions.  Studied metrics 
revealed some successes and ongoing challenges. 

Keywords— emergency medicine, hospital information systems, 
information technology, medical informatics, quality improvement 

I. INTRODUCTION 

A. Background 
Clinical information systems (CIS) are pervasive and 

indispensable to medical practice and health care delivery in the 
United States [1].  Encompassing health information technology 
(HIT) devices, programs, interfaces, and processes which collect, 
manipulate, store, retrieve, and transfer information for clinical 
purposes at the point of care, CIS in effect became inextricably 

embedded into the U.S. health care system with the passage of 
the Health Information Technology for Economic and Clinical 
Health (HITECH) Act of 2009 [2].  This widespread adoption of 
HIT and CIS has demonstrably introduced new complexities into 
patient care at the bedside [3-17].  Not unexpectedly, reports of 
system errors, inter-operability challenges, network outages, 
hazardous user interfaces, and other CIS issues abound in the 
literature [18-23]; reports of patient harm exist [24-25]. 

B. Importance 
Emergency Departments (EDs) operate uninterruptedly on a 

24/7/365 basis to evaluate and manage any and all presenting 
patients‒ this makes EDs some of the most continually 
information-intensive spaces in a medical system.  Combined 
with the frequently time-critical, severe, and complex nature of 
ED patient illnesses and injuries, any delays, interruptions, and 
errors introduced by CIS can become particularly dangerous.  CIS 
has been listed as one of the key targets for improving ED front-
end patient processing [26], and technology inadequacies have 
explicitly been cited as a source of dangerous ED medical errors 
[3, 27].  Slowdown time is cited by several studies as among the 
primary challenges that CIS use causes clinicians [28-32]; one 
2005 study of provider workflow classified over 60% of all 
studied clinical interruptions as caused by “technology” [33].  
The situation is compounded when on-duty clinical providers are 
relied on to recognize, diagnose, and troubleshoot CIS issues in 
real-time while performing primary clinical duties.  Furthermore, 
ED facilities have frequently needed to deploy new CIS into pre-
existing physical spaces and clinical infrastructure, an 
incremental process that is exacerbated by the fragmented nature 
of CIS products and the HIT landscape overall [34-35]. 

C. Goals of the Investigation 
Multi-disciplinary efforts to document, address, and prevent 
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challenges associated with ED CIS infrastructure have not been 
widely reported.  In order to better understand the functionality 
and problems associated with an ED CIS infrastructure, clinical 
providers in an ED 5S workgroup, 1  institutional information 
services (I.S.) personnel, and administrative leaders at an 
academic regional referral center initiated a collaborative quality 
improvement (QI) project.  Specific project objectives were 1.) to 
generate a core ED CIS infrastructure knowledgebase with 
evaluative methods that employed objective metrics and 2.) to 
explore corrective and preemptive intervention efforts with 
before-and-after comparisons. 

II. METHODS 

A. Project Setting 
The project team conducted a preliminary CIS inventory and 

function testing of the project ED in February 2016.  This 
inventory assessed the presence, location, and functionality of 
CIS devices managed by I.S. including stationary workstations, 
mobile workstations, printers, tap-in/out user authentication 
devices, digital signature capture devices, fingerprint scanners, 
and dictation microphones.  Data center (“cloud-based”) assets, 
biomedical engineering systems, and devices designated for non-
clinical personnel were excluded.  Testing was limited to func-
tions that did not access patient records or health information. 

The preliminary inspections noted several failure points 
relating to ED CIS infrastructure: 1.) the absence of a unifying 
and comprehensive knowledgebase of clinical workstation and 
device make / model / type, name, location, connectivity, userbase 
(in turn specifying required functions and functionality), known 
problems; 2.) operational barriers associated with reporting ED 
CIS issues; and 3.) the need for preemptive, recurring ED CIS 
maintenance procedures with dedicated human resources. 

B. Project Interventions, Outcomes, and Analyses 
After a collaborative review of the preliminary inventory data 

to establish a standardized checklist process for all ED CIS 
bedside devices and functions, a formal inventory and mapping 
assessment was conducted in April 2016 to set a baseline for 
longitudinal monitoring.  Concerted QI interventions were then 
engineered by ED 5S and I.S. personnel for implementation to 
address issues deemed likely to be high-yield by the ED clinical 
leadership.  Specific interventions included the following items 
and processes: 1.) creation and maintenance of a structured 
mapped inventory document with corresponding device labeling 
and assessments of specified essential functions, 2.) high-priority 
repair / replacement of malfunctioning / absent ED CIS devices, 
3.) establishment of weekly scheduled ED "Tech Rounds" by a 
designated and I.S.-empowered administrative assistant, and 4.) 
institution-wide installation of an online HIT self-service Web 
portal (HEAT system; Ivanti, South Jordan, UT) to allow rapid, 
user-friendly submission of service requests.  A complementary 
Web survey for end-user feedback was administered to query ED 
clinical personnel on their understanding and perceptions of ED 
CIS functionality and available technical support as well as the 
effect of ED CIS issues on patient care delivery at the project site.   

The ED CIS infrastructure was re-assessed in April 2018 with 

                                                           
1 5S refers to a specific workplace organization method based on "sort," "set 

in order," "shine," "standardize," and "sustain" [36]. 

repeat inventory and mapping, repeat Web survey, and analysis 
of the I.S. log record containing all submitted ED CIS work-
ticket2 data for the intervening period.  Work-tickets were sorted 
into categories based on the main content of the request 
(including a category of “not CIS”); non-blinded thematic 
analyses were completed by a project member (ALG) using 
NVivo software (QSR International, Melbourne, Australia). 

The primary outcome metric used to gauge the effect of 
project interventions was the measured differences between pre-
intervention functionality and post-intervention functionality of 
categorical ED CIS elements, e.g., proportion of clinical work-
stations with critical failures; proportion of mobile workstations 
with e-signature capture capability.  Secondary outcome metrics 
included provider-reported changes in the following areas: 
perceived ED CIS device functionality; perceived ED CIS impact 
on clinical duties; the number and types of work-tickets submitted 
to I.S.; and clinical provider workflow surrounding work-ticket 
submission.  ED CIS workstation replacement was monitored. 

III. RESULTS 

A. ED CIS Infrastructure Inventory, Mapping, and Function 
Testing  

1) Baseline Assessment 
The project's preliminary ED CIS inventory in February 2016 

examined 134 clinical provider workstations (out of 143 total ED 
workstations3) comprising 106 desktop workstations (77 PCs; 29 
thin clients [TC]) and 27 mobile workstations-on-wheels (1 of 28 
not able to be located).  Critical performance issues were noted 
for 1% of fixed workstations (1 non-booting TC) and 15% of 
mobile workstations (3 non-booting devices; 1 device without 
network connectivity).  Based on collaborative review of initial 
findings and characterization of failure points, a project checklist 
was derived for core workstation features (powering on, adequate 
compute / processing power, access to electronic medical record 
[EMR] system, up-to-date system security status) and functions 
(tap-in/-out logon, fingerprint-based authentication, e-signature 
capture [mobile workstations only], real-time dictation 
transcription, network and print connectivity). 

The project team then completed a formal ED CIS inventory 
in April 2016 and generated a baseline, structured mapped 
inventory document‒ this compilation contained tabular 
information and graphical maps that integrated device 
specifications, name, location, network information, and primary 
userbase (with matched core features and functions), functionality, 
and identified problems (see Fig.1).  Using the project checklist, 
135 clinical provider workstations were fully inventoried and 
mapped‒ 2 (2%) of 106 fixed workstations and 7 (24%) of 29 
mobile workstations were found to have critical performance 
issues.  All devices tested were properly secured with institution-
required security software.  Specified ED CIS functions were 
variably functional at workstations requiring them, e.g., tap-in/     
-out modules were missing at 11% of 92 fixed workstations (with 

                                                           
2 HIT support typically requires frontline end-users to initiate "pull" requests 

that generate work-tickets for repair, replacement, and maintenance 
services; remote assistance and mobile apps present methodologic 
improvements to the existing approach. 

3 Nine ED workstations were designated for use by support / ancillary staff, 
e.g., interpreters, and non-hospital personnel, e.g., EMS providers. 

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

72



6% of 82 installed modules non-functional) and 32% of 25 
mobile workstations (24% of 17 installed modules non-
functional).  Dictation microphones were absent from 1 (2%) of 
44 dictation-enabled workstations.  Printing from the EMR 
system failed at 5% of fixed workstations (see Table 1 for details). 

2) Targeted Interventions 
All inventoried devices were labeled with laminated stickers 

to facilitate their identification for work-ticket submission.  
Workstations with critical device issues were repaired or replaced 
with high priority by I.S. teams.  Tap-in/-out modules, fingerprint 
readers, e-signature capture pads, and dictation microphones were 
repaired or installed as necessary; printpaths between 
workstations and printers were precisely specified and locked 
(where possible) for all ED provider workstations.  ED “Tech 
Rounds” were conducted from April 2016 for several months 
until put on hold due to budgetary constraints (these resumed in 
2019).  The HEAT system went online in August 2016. 

 

 

Figure 1:  Example diagram of ED CIS device, function, and functionality mapping.  

 

3) Follow-up Assessment 
The project's 2018 reassessment examined 131 workstations, 

with 105 fixed workstations (76 PCs; 29 TCs) and 26 mobile 
workstations-on-wheels.4  Critical performance issues were noted 
for 1 (1%) fixed workstation and 1 (4%) mobile workstation.  All 
devices tested remained properly secured with institution-
required security software.  Tap-in-/out modules were missing at 
31% of 101 fixed workstations (with 2% of 70 installed modules 
non-functional) and 38% of 25 mobile workstations (6% of 16 
installed modules non-functional).  E-signature capture was 
functional at 85% of 26 mobile workstations.  Fingerprint 
authentication devices and dictation microphones were replaced 
in effect by smartphone-based mobile solutions.  Printing from 
the EMR failed at 6% of fixed workstations. 

Comparison of pre-intervention functionality and post-
intervention functionality of categorical ED CIS elements 
revealed mixed intervention results and highlighted infrastructure 
elements superseded by advances in mobile technology (see 
Table 1 for details).  From 2016 to 2018, a total of 43 fixed 

                                                           
4 Due to ED re-configuration 2016-2018, some workstations were removed. 

workstations and 15 mobile workstations were replaced, 
representing a replacement rate of 44% of devices over two years. 

B. End-user Web Surveys 
The 2016 Web survey was completed by 108 (22%) 

respondents out of 495 active advanced practice providers, nurses, 
physicians, scribes, and technicians; most respondents were 
nurses (39%) or physicians (40%).  General CIS functions such 
as patient registration, chart access and order entry, laboratory 
and imaging results access and review, and Web access were 
reported to work well / consistently; dictation and printing were 
reported to work poorly / inconsistently.  End-users indicated that 
a mean of 25 ± 27% of their shifts in the past month had been 
hindered by an ED CIS issue; comments attributed this to the 
absence of routine maintenance and to the inability to rapidly 
request necessary repairs and replacements.  Service requests to 
I.S. were reported as initiated for a mean of 13 ± 2% ED CIS 
issues, predominantly through telephone and unit secretary 
delegation; 58 ± 38% of work-tickets were perceived to result in 
corrective action (see Table 2).  

The follow-up Web survey in 2018 elicited 219 (44%) 
responses from 501 eligible ED personnel; most responses 
were from physicians (40%) or nurses (42%).  This survey 
showed no significant change in perceived ED CIS functions 
except for dictation (p=0.005).  Respondents reported that 29 ± 
28% of shifts in the past month were significantly hindered by 
CIS issues (NS).  The survey indicated an increase in I.S. 
work-ticket submissions (20 ± 28%; p=0.028), of which 2% 
were submitted by self-service Web portal (see Table 2). 
C.  Work-ticket Data 

Thematic analysis of 2,062 I.S. work-tickets submitted 
between September 2014 and April 2018 identified 42% as 
consisting of non-CIS issues.  Of the 1,187 work-tickets studied, 
the majority related to general system functions, printing, and 
inter-/intra-net access.  Changes in ED CIS work-ticket types and 
time-to-work-ticket-completion could not be associated with 
project interventions (see Table 3 and Fig. 2). 

IV. LIMITATIONS 
The team's inability to access live EMR datastreams impaired 

project assessments.  Changes at the institution level affected ED 
CIS independently from project interventions.  Survey response 
rates doubled between baseline and repeat assessments and may 
have reflected different respondent samples.  The longitudinal 
monitoring of CIS infrastructure between baseline and follow-up 
assessments was limited by use of work-ticket surrogate markers. 

V. DISCUSSION 
An ED 5S workgroup of frontline clinical providers worked 

with ED leaders and I.S. teams on a multi-disciplinary effort to 
assess the dynamic landscape of an Emergency Department 
Clinical Information System over time.  Compiling a de novo 
knowledgebase with immediate operational utility and exploring 
processes to assist with the sustainment of critical infrastructure 
elements which support clinical patient care, the workgroup 
examined ED CIS from a sharp-end perspective.  Several QI 
interventions were implemented to address distinct failure points; 
mixed results were obtained through project interventions and 
parallel developments. 
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Figure 2:  Trends in number and topic of work-tickets filed over time. 

A. ED CIS Infrastructure Operational Knowledgebase 
The project team conducted a structured physical inventory, 

integrative mapping, and function and functionality baseline 
assessment of CIS in the project ED.  This process collected the 
core information necessary to ensure, monitor, and sustain 
critical ED CIS functions, along with a structured checklist 
process with metrics and an assessment of common failure 
points.  As a result, high-impact device problems that impeded 
the performance of clinical tasks were identified along with 
additional non-critical equipment and function issues‒ these 
had not been reported and addressed through the existing 
service request process.  Furthermore, only 13% of Web survey 
respondents reported initiating service requests when they 
encountered ED CIS issues, a stark disconnect given the large 
number of providers who indicated that CIS problems had 
significantly impacted their ability to complete clinical duties 
during the preceding month.  The project's Web survey 
provided some insight into this discrepancy, in that 10% of 
respondents expressed that they did not have time / know how 
to submit repair requests.  Conversely, several respondents 
indicated that they preferred to attempt to fix CIS devices 
themselves. 

In parallel with the barriers that prevented consistent 
problem identification, reporting, and repair, the absence of a 
proactive ED CIS infrastructure maintenance and sustainment 
mechanism was identified.  As potentially unifying failure 
points that underpinned recurring ED CIS issues, these findings 
were presented to the institutional I.S. leadership for discussion.  
All project-developed materials were provided as a 
comprehensive (snap-shot) accounting of clinically-relevant 
ED CIS infrastructure, their expected functions, and identified 

problems.  Of note, the reference materials currently remain in 
use for strategic and operational planning.  (As proof of value, 
these materials helped reduce the time required by the project 
team to complete an ED CIS inventory assessment from 40 
hours in 2016 to 24 hours in 2018.) 

B. Targeted Interventions and Post-intervention Follow-up 
The QI interventions derived from the baseline ED CIS 

reassessment were implemented with variable success and 
varying results based on findings from the 2018 re-assessment 
and survey: 

1. Creation of the inventory-map document with uniform 
labeling, specification and confirmation of expected functions, 
and highlighting of active issues had immediate utility for I.S. 
teams conducting repairs, although follow-up testing did not 
reveal consistent, concrete evidence of improvements directly 
attributable to the interventions. 

2. With prioritization of the repair / replacement of 
malfunctioning / absent ED CIS devices, fewer critical device 
issues (especially in mobile workstations) were found at 
follow-up.  The institution-driven deployment of mobile app-
based solutions for user authentication and dictation functions 
increased provider-level implementations of core clinical ED 
CIS functions. 

3. The successful implementation of ED "Tech Rounds" 
was followed by service interruption then resumption at lower 
frequency‒ its effects were difficult to gauge.  Anecdotal 
reports indicated that the assigned administrative assistant 
remained constructively busy for the allotted time, supporting 
the need for sustainment of this role. 

4. Several months after introduction of a self-service work-
ticket Web portal, clinical providers were using it to submit a 
small proportion of new I.S. work-tickets.  Clear patterns in 
work-tickets submitted were not detected. 

VI. CONCLUSION 
The project's initial and follow-up assessments of clinically-

relevant ED CIS infrastructure, their expected functions, and 
identified problems demonstrated how the complex intersection 
of health care and informatics presents dynamic challenges that 
can impede patient care.  Furthermore, the continuous advances 
in CIS and HIT were noted to introduce new problems, 
compound existing ones, and undermine developed solutions.  
The need for proactive planning, ongoing vigilance, and multi-
disciplinary collaboration with meaningful support for ED CIS 
operational sustainment is clear. 
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Abstract— An algorithm has been developed to 

optimize the technological process of kaolin enrichment, 

based on the fuzzy sets theory; it allows evaluating the 

objects according to the grade of membership in a 

certain class and the gradient method. The dependences 

of the gradient values and the redistribution of the 

weights on initial values, as well as on the degree of 

correlation of the distributions of these weights, are 

considered in the paper. 
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I. INTRODUCTION 

In the process of implementing the management 

system of the biotechnological system (BTS) one has 

to repeatedly come up against the choice of 

optimization method from several alternatives. The 

construction of a relevance tree [1] with an indication 

of relative priorities becomes insufficient, since it is 

necessary to take into account the subjective 

character of optimization tools evaluation and the 

redistribution of priorities as the system develops. 

There is a need to develop such methods of solution 

substantiation, which to a greater extent would meet 

the conditions of optimization systems. When 

comparing alternative solutions, there is an aim to 

bring dissimilar goals to a single basis - the degree of 

achievement. 

II. MATERIAL AND RESEARCH METHODS.  

Solving the technological process (TP) 

optimization problem using economic efficiency 

indices as a criterion for optimality is a difficult task, 

since it is necessary to take into account the 

simultaneous influence of a large number of variables 

on which the constraints of various types accumulate. 

The generalized optimality criterion R of economic 

efficiency of a (TP) is a certain function of the 

following indices: 

,  ,  ,  ,  ,( )R f C K D P U В  

Consider these figures in relation to the process of 

kaolin enrichment. 

The net cost of produce C as an optimality 

criterion has significant drawbacks, namely, this 

index does not take into account the output quality of 

the product K and has a low sensitivity to control 

actions. Therefore, to apply the criterion minC   

to control the object under consideration is 

impractical. 

The role of the quality index maxK   of the 

output product becomes clear only in pricing. 

Obviously, the price of the product of higher quality 

should be higher. Therefore, at present such indices 

as profit P and income D obtained from sales of 

products are widely used as a criterion for 

maximality. 

However, the use of the indices maxP   and 

maxD  in the direct form is possible only for 

commercial products that have a certain known price. 

For intermediate products (such as kaolin) 

conditional prices should be applied. 

The conditional profit index U in various cases 

degenerates into simpler indices. So, if the 

productivity B of the stage is set then the 

maximization task maxP   becomes equivalent 

to minimization of the net cost 

max :C   max maxP C   . 

A similar result is obtained when the difference 

between them and the net cost of production is 

relatively small. If the price is significantly higher 

than the net cost, then the maximization of the 

conditional profit maxU   is equivalent to the 

maximization of productivity 

max : max maxmpB U B     

Taking into account there quirement so simplicity, 

completeness, equivalence, universality, include in 

economic (maximization of productivity) and 

technological (maximization of the target product) 

indices, we obtain: 

  mpВ max B max    

So, as a criterion for optimality we will use such 

an index as maximization of the productivity of a 

given planned net cost: 

max, pncC constB C  , 

or a criterion of maximum output of the target 

product. 

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

78

mailto:ibragim_normatov@mail.ru
mailto:kamolov_eshmurod@mail.ru
Srijita
Typewritten Text

Srijita
Typewritten Text

Srijita
Typewritten Text

Srijita
Typewritten Text
978-1-7281-9615-2/20/$31.00 ©2020 IEEE



The fact that the relationship between the degree 

of aim achievement and the quality indices is not 

strictly defined and does not create insurmountable 

difficulties in the analysis, since the modern theory of 

fuzzy sets [1, 2] allows evaluating the objects 

according to the grade of membership in a certain 

class. For each parameter of the technological process 

of kaolin enrichment, the range can be specified in 

which the degree of its compliance with the specified 

goals    varies from 0 to 1 or the error from the 

inconsistency of the actual value of the parameter to 

the specified one    varies from 1 to 0. The 

dependence of the error on the value of each 

parameter, for example, the calculation rate or the 

modeling error, can be approximated by an analytical 

expression of the form 

2 1[1 ( ) ] , ,i oi i ia                      (1) 

where oi  and i  are initial and current value soft 

the parameter. 

The quality of the system, characterized by 

several indices, at a fuzzy definition of their values is 

expressed by the intersection function of fuzzy sets 

max( ),i
i

                      (2) 

however, this criterion cannot be applied to the 

assessment of components of the management 

system, since it does not fix the improvement in 

systemquality when one or several indices change, 

the errors of which are not the maximum ones. In the 

absence of information about the influence of 

individual system parameters on its quality, a 

multiple criterion is used; its components have 

weights determined by expert judgment 

i i
i

     .                       (3) 

This criterion, however, does not take into 

account the dependence of the weights on the value 

of individual indices [2, 3]. It would be more 

expedient to redistribute the weights in proportion to 

the fraction of the weighted error 

     
' i i
i

k k

 


 



,                       (4) 

but in this case, every change in the i-th index, 

leading to a change in the general criterion (3), causes 

a redistribution not only of i , but also of i to 

maintain the achieved value of  . A new set of 

values i requires a new redistribution of the 

weights, and this recursion has no convergence. 

The problem of constructing a multiple criterion 

is greatly simplified if we take into account the fact 

that information about the weights of the indices is 

needed to make only one decision, and the level of 

quality of the system achieved at this point of time 

does not affect the decision. So, it is enough to 

assume that the weights of the indices are determined 

according to (4) from the previous step, and the error 

values are conventionally taken equal to one. 

The scale of the error function is changed, but the 

derivatives in terms of the quality indices of the 

system stay unchanged. It is significant that such an 

approach allows for a more rigorous consideration of 

the second component of the system quality criterion 

- the cost on improving its indices. 

Assume that at the initial stage of work, the costs 

are distributed unevenly across indices, i.e. have 

weight i . In this case, the quality multiple criterion 

will be 

1 2 (1 )i i i iM a a        ,     (5) 

The augend characterizes the error from the 

inconsistency of the indices of the system with the 

specified values, the addend - the costs of eliminating 

this discrepancy. As a result of the work, a certain 

effect must be achieved, which can be measured in 

fractions of the initial error value: [4, 5] 

1( 1) ;iM a   2( 0) ;iM a    

2
1

1

(1 );
a

M a
a

   1 2 1.a a   

Equation (5) may be written in the form: 

2 1 1 2( )i iM a a a     ,          (6) 

here 1a and 2a are the dimensionless coefficients, the 

ratio of which determines the efficiency of the work 

performed. Since criterion (6) is designed to compare 

alternatives that reduce the error for each index by 

the value i , the coefficients 1a  and 2a  should 

be considered as derivatives of the resulting error and 

costs for the weighted average components. 

Assuming that each solution in the optimization area 

is efficient, i.e. 0M  , coefficients 1a  and 2a  

can be obtained by expert evaluation, based on the 

specific situation in which alternatives are 

considered, and on the relative complexity of the 

decision. Obviously, at given 1a and 2a , the 

preference should be given to a decision that 

minimizes the criterion M. However, in the Pareto-

optimal region, a deeper analysis of alternatives is 

required, taking into account, in particular, the 

uneven distribution of costs between the error 

components. Despite the complexity of the 

comparative assessment of costs for each index in a 

comprehensive solution, it becomes reasonable to 

take into account the weights i , bearing in mind 

that the costs of various resources are not directly 
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aimed at changing i , but at changing the system 

quality indices i related to dependence i  (1). 

III. DISCUSSION OF RESULTS. 

Assume that costs are related to the changes in 

system indices by expression 

'
i iZ Z    ,                      (7) 

moreover, as the system develops, the unit costs are 

reduced, as there is an accumulation of its functional 

capabilities. The change in errors as the index 

changes is a derivative
'
i . Then the following 

relations are true: 

'

'
i

i i i i

i

Z
Z r



 


     ,                 (8) 

1 k
k

Z r
 

   ,                        (9) 

1 2i i i iM a a          ,            (10) 

:i i k
k

r r   .                          (11) 

Here i  is defined as the difference between the 

error values before and after the next step, counting 

from the initial state of the system. The change in 

conditions may require correction of the costs 

dependence on error. It is obvious that a change in 

the error components should ensure motion along the 

normal to a hypersurface of equal level M. If several 

options give the same value of M, the option that 

leads to the maximum value of the M gradient at the 

next decision step is chosen [6, 7]. 

Equation of the normal at a point 

1, 1,i i n    has the form: 

1 2

1 1 2 1 1 2 2 2

1 1
... C

a a a a

 

   

 
  

 
.    (12) 

The value of the criterion gradient is 

2
1 2

1

2 2 2
1 1 2 2 1 2

( )

1
[ ( ) 2 cov( , ) ( )] ( )

n

i i
i

gradM a a

n a D a a a D a a
n

 

   



  

    


    (13) 

where ( ), ( )D D   are the variance of the weights 

of the errorcomponents and the costs of changing the 

parameters of the system; cov( , )   is the 

covariance of weights i  and i . 

Neglecting the constant components, consider the 

criterion 

22 2

1 1

( ) 2 cov( , ) ( ) ( )
a a

K D D
a a

      .(14) 

When changing the components of the errors i , 

their weights, according to the accepted assumptions, 

change as follows: 

' i i
i

k k
k

 


 



.                        (15) 

When moving in the direction of the normal 

' 1 2
2

1 2

1 ( )

1 ( )

i i
i i

k k k
k k

c a a

c a a

 
 

  

 


  
.       (16) 

Consider the dependence of the magnitude of the 

gradient M and the redistribution of the weights i  

on the initial values of i  and i , as well as on the 

degree of correlation of the distributions of these 

weights. 

The weights of the cost components are: 

1
,i

n
  .                           (17) 

here 

( ) cov( , ) 0,D                  18) 

2
1 ( ) ( ),K D                  (19) 

where   is the standard deviation of the weights. 

Introduce the coefficient P which characterizes 

the difference in weights i  and 
'
i : 

' (1 )i i iP   ,                (20) 

Then according to (12), 

2
1 2 1 2

2
1 2

2
1 2

1 ( ) 1 ( )

1 ( )

( ) ( )

i i k k k
i

k k k

k i i k k

c a a c a a
P

c a a

ca ca

    

  

    

      
 

   

    

(21) 

Under condition (17) 
1

,k k
n

    

 2
1 1( ) ( ) ,i k i iP ca ca nD        (22) 

where 
1

.i i
n

     

According to (22), small weights increase, large 

ones decrease; this leads to a decrease in dispersion. 

From (19) it is seen that, the change in error slows 

down at further motion along the normal. 

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

80



IV. CONCLUSIONS 
In the case under consideration, when moving 

along the normal, the difference in weights of certain 

indices and the rate of change of the resulting damage 

decreases, i.e. the approaching speed of the optimized 

system indices to the specified onesslows down. The 

fact, that negatively correlated weights i and i  

give the maximum value of the gradient is consistent 

with the intuitive idea of the optimality of the 

conditions when the costs of achieving the most 

important goals are minimal. Since the dependence of 

costs on system quality indices is non-linear, the 

optimal strategy for reducing the resulting error 

should differ in the sections 

1 0,5i  and 0,5 0i  , 

that is, at the initial and final stages of solving the 

problem. 

The advantage of such a decision-making 

procedure is the possibility of an account of any 

changes in external conditions in the process of 

multi-stage work; for example, the relative value of 

various system parameters, the error dependence on 

quality indices, and the costs allocation for improving 

various indices. 

On the other hand, the focus on maintaining a 

high rate of reduction of the resulting error is 

especially relevant for creating complex human-

machine systems with limited resources, since this 

strategy allows the user to be interested in work 

continuation. 

Based on the above methods, an algorithm for 

optimizing the process of kaolin enrichment has been 

developed. Figure 1. a) and b) shows the results of 

optimization and Fig.2. a) and b) shows maximum 

rate of iron, different at an initial pH 2.2-2.3. 

 
Fig.1. Maximum rate of iron oxidation at reference temperature of 

28-30 

 Fig. 2. Maximum rate of iron, different at an initial pH 2.2-2.3 

TABLE 1. ENRICHMENT OF THE COMPOSITION OF ORES OF GRAY 

KAOLIN DEPENDING ON TIME-1 

t 

(time) 

SiO2 

% 

Silica 

TiO2 % 

Titanium 

Al2O3 % 

Aluminium 

Fe2O3 

% 

Iron 

K2O % 

Potassium 

6 53,5 0,6 27,8 2,8 1,7 

12 51,8 0,6 32,1 1,6 1,6 

18 50,2 0,6 34,1 0,9 1,6 

24 49,8 0,6 34,8 0,9 1,6 

30 48,9 0,7 35,1 0,8 1,6 

ТABLE 2. ENRICHMENT OF THE COMPOSITION OF ORES OF GRAY 

KAOLIN DEPENDING ON TIME-2 

t (time)2 

 

SiO2 

Silica 

TiO2 

Titanium 

Al2O3 

Aluminium 

Fe2O3 

Iron 

K2O 

Potassium 

6 5,351 0,0063 0,2780 0,0277 0,0168 

12 0,5178 0,0064 0,3204 0,0158 0,016 

18 0,518 0,0066 0,3413 0,0098 0,0164 

24 0,4978 0,0065 0,3480 0,0090 0,0162 

30 0,4890 0,0067 0,3510 0,0080 0,0163 

 

 Fig. 3. Changes in chemical composition of ores in the process of 

kaolin enrichment 
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Abstract—To stay ahead of novel attacks, cybersecurity profes-
sionals are developing new software and systems using machine
learning techniques. Neural network architectures improve such
systems, e.g., IDS, by implementing anomaly detection, which
differentiates benign packets from malicious packets. In order for
an IDS to best predict anomalies, the data the model is trained
on is typically pre-processed through normalization and feature
selection/reduction. The impacts of pre-processing techniques
play an important role in training a neural network to optimize
its performance. This paper proposes a DNN with 2 hidden
layers for the IDS architecture and compares two commonly
used normalization pre-processing techniques. We find that using
ZScore normalization increased performance in accuracy by
4.46% reduced loss by 2.04%, improved F-Score by 4.70%, and
increased AUC-ROC by 23.64%.

Index Terms—

I. INTRODUCTION

Research on machine learning and neural networks in in-
trusion detection systems (IDS) has become more prominent
as the body of knowledge on neural networks has expanded
[1]. IDS have been a major topic of research in the network
security field due to the importance of identifying intrusions,
attacks, and violations, but have also been criticized for
improvement because of its importance to security [2] [3].
IDS are vital to network security since they aim to prevent
disruptions in network communications [4]. IDS typically use
a statistic probability model, machine learning, or a neural
network to determine if data is malicious; neural networks,
however, have the capability of identifying deeper character-
istics from traffic [5]. IDS offer an improvement in security
by predicting and preventing malicious attacks using machine
learning [6] [7]. Previously, to prevent such attacks, the
specific attack would have to be known to keep it from entering
a system, or it would be difficult to detect a novel attack [8].
An intelligent solution to IDS is necessary to predict novel
attacks before the system becomes infected. Recent literature
proposes using neural networks, such as ANN, DNN, CNN,
and LSTM, for an IDS as a solution [9] [10].

An important component of IDS development is determin-
ing how to recognize certain messages to be anomalies, or,
attacks [11]. Many recent IDS use neural networks, to train
in predicting malicious behavior because of the capacity of
the model to identify patterns [12] [13]. An important part of
training a neural network is the pre-processing of training data
[14]. There are many factors that can influence the outcome
of training a neural network, which is why it is important to
have a large training dataset. The trained network should also
be validated on a separate dataset to ensure that it does not
overfit the training data [15] [16].

Moreover, different scales of the attributes used to train net-
works can influence the outcome of the different features for
prediction. Values on the scale of hundreds can have a larger
influence on prediction than binary values. Normalization is
an important pre-processing technique that changes all of the
attributes to a similar scale so that prediction is more accurate.
Attributes that are non-numeric also have to be altered to
discrete values in the pre-processing phase as well.

Finally, there are many pre-processing algorithms used to
determine the features and values for the features that are used
in predicting within the IDS [17]. Some attributes are even
removed entirely because they do not significantly impact the
outcome of prediction, also known as feature selection [4].
Feature selection is an important tool that may increase an
IDS’s accuracy and create more effective systems [10] [18].

The current trends of neural networks in IDS motivate the
analysis on the effects of data pre-processing. The discrep-
ancy in performance of a pre-processing technique applied to
various neural network architectures also serves as a driving
factor.

A. Contributions

The major contributions of this paper are:

• Supplementing current research on the effects of various
data pre-processing methods by creating a DNN that is
trained and tested on the NSL-KDD network data.978-1-7281-9615-2/20$31.00 ©2020 IEEE
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• Measuring the importance of normalizing data for train-
ing a model to produce optimal accuracy, loss, F-Score,
and AUC-ROC.

• Demonstrating the importance of pre-processing for neu-
ral network architectures.

II. RELATED WORKS

A. Datasets

Two of the commonly used benchmark datasets used for
IDS are the NSL-KDD dataset and the CIDDS dataset. The
details of each dataset are expanded upon in the following two
subsections.

1) NSL-KDD: NSL-KDD is a dataset containing network
information with both benign packets and anomalies. It is
a modification of the KDD CUP ’99 dataset and aims to
solve the issues of its predecessor based on [19]. The NSL-
KDD dataset improves on the original KDD CUP ’99 dataset
by removing redundant entries and dividing the dataset into
separate training and testing sets [15]. Because of the sheer
amount of records in the dataset, multiple experiments can be
conducted on different sub-datasets, allowing a more holistic
evaluation of IDS.

The significance of the dataset and its widespread use
among researchers is due to the lack of availability of datasets
for IDS experimentation. NSL-KDD fills the gap and enables
testing with network data. Although it may not yet be fully
representative of a real network, Tavallaee et al. [15] states it
still acts as an effective benchmark for comparing IDS.

2) CIDDS: The CIDDS dataset consists of flow-based data
and is generated using virtual networks and virtual machines.
Malicious data is simulated by insider attacks and external
server attacks. User behavior is simulated through Python
scripts [20]. CIDDS is customizable and kept up-to-date [21].
The original dataset, CIDDS-001, captured 32 million data and
features 92 attacks [22]. The dataset attempts to remove period
repetitions and randomizes size and number of attachment files
for emails while the malicious data includes port scans, brute
force, and denial of service attacks [23].

The significance of CIDDS lies in its adaptability, com-
plexity, and amount of available data. Researchers are able to
customize the dataset and include more attacks to further test
the capability of their IDS. By having more data at the user’s
disposal, they can generate a great deal of sub-datasets to test
and demonstrate the functionality of their IDS.

3) Other Datasets: Some datasets that have also been
used for testing IDS include the CIC-IDS 2017, CSE-CIC-
IDS 2018, UNSW-NR15, CERT, and TWOS datasets [22]
[24] [25]. Both the CIC-IDS 2017 dataset, which includes
normal and attack traffic data collected over five days, and the
CSE-CIC-IDS 2018 dataset, collected from Amazon’s AWS
LAN network, are real datasets collected by the Canadian
Institute of Cybersecurity [22]. The UNSW-NR15 dataset was
created using the IXIA Perfect Storm tool to emulate the
environment for over 31 hours and is already split into training
and testing sets [22] [25]. TWOS is a synthetic dataset that
was obtained from a 5-day simulation where users sent normal

or malicious packets, identified as masqueraders and traitors
[26]. CERT is another dataset that contains synthetic data
on USB device usage, websites visited, workstation logins,
emails, and psychometric scores [27]. The dataset attempts to
generate as close to a real dataset as possible using different
graph, behavior, communication and other models for research
[28]. The CIC-IDS 2017 and CSE-CIC-IDS 2018 datasets are
only mentioned, but not used for evaluation, by Rashid et al.
[22]. Aside from Toffalini et al. [29] using TWOS for IDS
evaluation, CERT and TWOS were infrequently used in the
papers reviewed. Finally, the UNSW-NR15 dataset is only
used for evaluation by He et al. [25] but is used less frequently
compared to CIDDS and NSL-KDD. Therefore, these datasets
are not considered further in this paper.

B. Pre-Processing Techniques

IDS utilize machine learning to apply algorithms to analyze
previous information and predict future attacks [17]. A focus
on data pre-processing can greatly assist the improvement
of proposed IDS models. Due to varying scales and strings
values, a key step in pre-processing the dataset is transforming
the strings into discrete values, and normalizing data [9].
Normalization and feature selection are valuable techniques
for pre-processing data and can improve accuracy in benign
and malicious packet detection [11].

1) Normalization: Obaid et al. [30] compares four types of
normalization: min-max which preserves the relationship of
the original values, ZScore which is useful for reducing the
effect of outliers, decimal scaling, and log base 2 scaling.

Data must also be changed from discrete string values to
discrete numeric values for processing. One approach is to
map the different attributes to binary vectors that represent
the different string values [31]. Other papers discuss ways of
discretizing continuous-value features by dividing values into
equal width groups [30] [32].

2) Feature Selection and Reduction: There are many algo-
rithms that can be used to implement feature selection and
reduction in an IDS. Some algorithms used for pre-processing
data include: Naive Bayes, NBTree, J48 or C4.5 Decision Tree,
Random Tree, Support Vector Machine (SVM), and BFGS
quasi-Newton Backpropagation [17] [33]. Table ?? and Table
?? summarize techniques that papers use and their evaluated
performance.

III. OUR APPROACH

A. Pruning and Normalization Techniques

Results were collected using two validation datasets:
KDD Test+ and a pruned KDD Test+. KDD Test+ is an
unaltered validation dataset provided by the NSL-KDD dataset
that includes attacks not present in KDD Train+ along with
a slightly different distribution of attacks as a percentage of
dataset entries. Thus the pruned KDD Test+ set eliminates
attacks not present in KDD Train+. Testing against both val-
idation sets allowed for analysis of normalization techniques
against known attacks and novel attacks.
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Normalization techniques, ZScore (Eq. 1) and Min-Max
(Eq. 2), were applied to the training (KDD Train+) and
validation datasets (KDD Test+ and pruned KDD Test+) prior
to passing them to the NN model. Key values such as mean,
standard deviation, minimum, and maximum were taken per
feature column from the training dataset and applied to the
training and validation datasets. “None”, as it appears in the
results graphs indicates that no normalization techniques were
applied.

ZScore :
InputData−Mean

StandardDeviation
(1)

Min−Max :
InputData−Min

Max−Min
(2)

B. Neural Network Architecture Selection and Training

We opt to use a DNN as the base architecture for our
approach because of its nature as a simple model forming
complex relationships. DNNs are subsets of ANNs that have
multiple hidden layers and added complexity in connections
they may form, making ANNs seem simplistic and less de-
sirable in comparison [34] [35]. Further, there is a research
gap in implementations of DNNs for IDS, which motivates
the study of its potential in the field.

CNNs specialize in artificial vision and image processing,
which deviate from the goal of IDS and data encountered
[33] [36]. This mismatch in compatibility motivates against
selecting a CNN. RNNs and LSTMs are cyclically connected
and are more complex than other neural networks. Their
accuracy for IDS implementations, however, does not greatly
improve compared to the others [34] [37].

The DNN model tested consisted of an input layer of
27 features, two dense, hidden layers of 128 neurons each,
and a 1 neuron output layer. The two hidden layers used a
ReLu activation function and the output layer used a sigmoid
activation function.

The Adam optimizer was used to adjust weights with a
learning rate of 0.0001, 1

10 of the default learning rate in
TensorFlow. Reducing the default learning rate allowed for
greater detail when plotting evaluated metrics per epoch,
though at the cost of computation time.

C. Evaluated Metrics

Preprocessing techniques were evaluated based on the
accuracy, binary cross-entropy loss, AUC-ROC, True Posi-
tives (TP), True Negatives (TN), False Positives (FP), and
False Negatives (FN) for each epoch on the training dataset
(KDD Train+) and the validation datasets (KDD Test+ and
KDD Test+ with attacks not present in KDD Train+ removed)
using functions built into Tensorflow. A callback function
was used to compare both validation sets to the same trained
model. F-Score was calculated later for each epoch using the
following equation:

F − Score =
2 ∗ TP

TP + TN + FP + FN
, (3)

D. Testbed

Experimentation was conducted on a PC running Windows
10 and Python 3.7.4 with an AMD Ryzen 3900X CPU and
an Nvidia GTX 1080 GPU. Pruning was and normalization
techniques were applied using Pandas v1.0.3. The dataset was
imported and the NN model built, trained, and validated using
TensorFlow-GPU v2.1.0.

IV. RESULTS

This section is organized by a discussion of each metric
followed by a culminating analysis of the measured results.
Each metric is compared between the two validation datasets
and the three normalization techniques. Associated with each
metric are graphs measuring the trends over all 200 epochs
for each normalization technique and corresponding datasets.
The quantitative results presented are the values at the 200th
epoch in order to account for the fluctuation while the model is
trained. Our analysis of the metrics highlights the differences
in performance of the two validation sets. These results are
summarized in the comprehensive table and analysis at the
end of the section.

A. Accuracy

For accuracy, the different datasets tended to cluster together
with the training having the highest accuracy all above 0.9,
followed by the pruned validation dataset around 0.8 and
finally the complete validation dataset around 0.7 for the
final epoch values. As expected, the accuracy of the training
datasets performed better than either of the two validation sets.
The no normalization training set performed the best with
0.9466 accuracy, followed by ZScore with 0.9192 and then
Min-Max with 0.9124. Between the two validation datasets, no
normalization performed worse than the other normalization
techniques with 0.7955 accuracy on the pruned dataset and
0.6936 on the complete dataset. For the pruned dataset, overall
Min-Max normalization performed better with 0.8021 com-
pared to 0.8009 with ZScore normalization. On the otherhand,
ZScore performed better on the complete dataset with 0.7245
accuracy compared to 0.7074 with Min-Max normalization.

Figure 1 shows the accuracy trend over the 200 epochs the
models were trained for using each of the three normalization
techniques. The graph displays the training accuracy as well
as the accuracy of the complete validation dataset and pruned
validation dataset. As shown, each of the accuracies tend to
follow the same general trend when evaluated on the same
trained model with the same normalization technique. ZScore
appears to level out and start converging the soonest, and
has the smoothest curve when being trained, while Min-Max
levels out and starts converging soon after ZScore does, but
is less smooth with more jumps between epochs 1 and 25.
Finally, no normalization converges the slowest and has the
most bumpy graph for accuracy. In all three normalization
techniques, the training accuracy performs the best then is
followed by the pruned dataset by about 0.1 which is then
followed by the complete dataset by about 0.1 again when the
metric converges.
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Fig. 1. Comparison of accuracy in training and validation datasets using
different normalization techniques.

Based on these results, no normalization performs the
best for the training dataset. This is because without any
normalization, the model is trained on the raw data which
allows for the most pattern recognition, but tends to overfit
that data and perform worse on any new data. The accuracy
metric is optimized for the pruned dataset, which contains no
novel attacks, using Min-Max normalization and is optimized
for the complete validation dataset, which does contain novel
attacks, using ZScore normalization.

B. Binary Cross-Entropy Loss

Binary Cross-Entropy Loss, referred to as simply loss now
on, had final values much closer to each other than accuracy.
The best performing instance overall was also the no normal-
ization training dataset with a final loss value of 0.5413. Also
similar to the accuracy metric, the other two best performing
instances were the other two training sets with a loss of 0.5561
for the ZScore training and a loss of 0.5793 for the Min-Max
training. For the complete validation dataset, the loss metric
was reduced the most to 0.5862 using ZScore normalization,
followed by a loss of 0.5925 for Min-Max, and finally a loss
of 0.5984 with no normalization. For the pruned validation
dataset, the loss metric was reduced the most to 0.5943 with
no normalization, followed by a loss of 0.5954 with ZScore,
and finally a loss of 0.6023 with Min-Max.

Figure 2 shows the graph of the loss metric for each dataset
and normalization technique over all 200 epochs the model
was trained over. The graph of the loss metric for the datasets
evaluated and trained with no normalization are the least
smooth starting somewhat level for the first about 30 epochs
then decreasing significantly for the following 40 epochs then
starting to converge again. The loss graphs for the training
and validation datasets that used ZScore and Min-Max are
much more smooth throughout the entire training of the model,
decreasing the entire time until they converge. Most of the loss

metrics converge to a final value of about 0.6 with the training
sets tending to be even lower.

Fig. 2. Comparison of loss in training and validation datasets using different
normalization techniques.

Although no normalization appears to have the best loss
metric for the pruned dataset, the graph shows that it has con-
verged while ZScore and Min-Max seem to still be decreasing
a little for the pruned dataset. This means that 200 epochs
might not have been enough for the two normalization tech-
niques to converge. Similarly, although ZScore outperformed
Min-Max normalization, the graphs show that the loss for Min-
Max was still decreasing at a faster rate than ZScore. Because
of this, it is unclear from the loss metric which normalization
technique performs the best for our model and on the different
datasets.

C. F-Score

The F-Score for the three normalization techniques will be
examined. This metric provides a holistic overview of the
model’s performance as it varies with each technique. Figure 3
shows the F-Score for each normalization technique across 200
epochs. The trend for ZScore begins with a steep increase and
then stabilizing from the 25th epoch onward. No normalization
follows a similar pattern, but begins stabilizing at the 75th
epoch. There is an exception when Min-Max normalization
is used: there is a slight increase in F-Score until the 25th
epoch, where the value drops for the 50 following epochs.
The F-Score then slightly increases through the final epoch,
meaning 200 epochs may not have been a sufficient amount
of time to capture the convergence.

ZScore produced the highest F-Score, 0.7447, for the pruned
validation dataset with Min-Max closely following at 0.7443.
No normalization had the smallest F-Score value at 0.6283
This indicates no normalization is a better solution for cases
where only known attacks will be encountered.

For the complete validation dataset, ZScore had the highest
F-Score value, 0.6845. Following behind were Min-Max and
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Fig. 3. Comparison of F-Score in training and validation datasets using
different normalization techniques.

no normalization, with F-Scores of 0.6559 and 0.6538, respec-
tively. The F-Score of ZScore normalization did not sharply
drop as those of Min-Max and no normalization did. This
demonstrates ZScore normalization builds a more adaptive
model and will produce better results overall when detecting
novel attacks.

D. Area Under the ROC Curve

With the exception of the two validation datasets with no
normalization, all of the AUC-ROC values for the different
models and datasets were above 0.9. As expected, the AUC-
ROC values on the training datasets were higher than those
of the validation datasets, with the highest being 0.9865 from
the Min-Max normalized training dataset. The second highest
AUC-ROC was 0.9731 from the ZScore normalized training
dataset followed by the training dataset with no normalization
at 0.9454. For the pruned validation dataset, the best AUC-
ROC was 0.9393 from Min-Max normalization followed by
ZScore with an AUC-ROC of 0.9333 and finally no normal-
ization with an AUC-ROC of 0.8020. For the complete dataset,
similar results were found with Min-Max performing the best
at 0.9363, followed by ZScore with an AUC-ROC of 0.9328,
and finally no normalization with 0.7544. The complete dataset
performed worse than the pruned dataset by 0.0030 using
Min-Max and by 0.0005 using ZScore which is smaller than
the 0.0060 and 0.0035 difference between the normalization
techniques for each validation dataset. Min-Max improved on
no normalization by 0.1373 for the pruned dataset and by
0.1818 for the complete dataset while ZScore improved on no
normalization by 0.1313 for the pruned dataset and 0.1784 for
the complete dataset. Overall, Min-Max outperforms ZScore,
but by a small amount, but both techniques are significantly
better than using no normalization at all.

Figure 4 shows the graphs of the AUC-ROC for each
normalization technique and dataset over all 200 epochs.

For the majority of the epochs when comparing the same
normalization technique, the training dataset performs the best
for the majority of the epochs. For no normalization, all of the
graphs start about the same for the first around 30 epochs then
start to increase at different rates and level out. For ZScore,
except for the very beginning where the validation datasets
start higher, they have similar graphs with the validation
datasets being lower than the training dataset. For Min-Max,
the datasets start out about the same and increase at the same
rate for the first about 20 epochs, then start to level out at
different AUC-ROCs.

Fig. 4. Comparison of AUC-ROC in training and validation datasets using
different normalization techniques.

These results demonstrate that the AUC-ROC using Min-
Max and ZScore differs by less than 0.01, but Min Max per-
forms slightly better than ZScore on both validation datasets.
Also, the performance of AUC-ROC between the pruned and
complete datasets differs by an even smaller value than the
normalization techniques. Finally, using either Min-Max or
ZScore shows an improvement on the AUC-ROC metric over
using no normalization technique at all.

E. Summary of Results

Table I summarizes all of the metrics for each normalization
technique and dataset of the 200th epoch. For each of the
normalization techniques, the pruned validation set metrics
generally outperformed the corresponding metrics of the com-
plete validation sets. This can be attributed to the pruned
validation set only containing attacks the model is already
familiar with. The complete dataset includes attacks that the
model was not trained with and would be harder for the IDS to
detect as malicious which is why the pruned dataset performs
better. In most cases, no normalization performed worse than
both ZScore and Min-Max for each metric. Overall, ZScore
and Min-Max perform better than no normalization in both
datasets and the instances no normalization perform better
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are due to the specific training of the model and not the
normalization technique overall.

TABLE I
PERFORMANCE METRICS OF PRE-PROCESSING TECHNIQUES

Dataset Normalization Accuracy Loss F-Score AUC

Pruned

None 0.7955 0.5943 0.6283 0.8020

Min-Max 0.8021 0.6023 0.7443 0.9393

ZScore 0.8009 0.5954 0.7447 0.9333

Complete

None 0.6936 0.5984 0.6538 0.7544

Min-Max 0.7074 0.5925 0.6559 0.9363

ZScore 0.7245 0.5862 0.6845 0.9328

Table II lists the TP, TN, FP, and FN for each dataset and
normalization technique at the final epoch. The number of
TN and FP remain the same between datasets for the corre-
sponding normalization techniques because only the malicious
instances were changed between the datasets.

TABLE II
PERFORMANCE METRICS OF PRE-PROCESSING TECHNIQUES

Dataset Normalization TP TN FP FN

Pruned

None 5839 9111 600 3243

Min-Max 5413 9660 51 3669

ZScore 5458 9593 118 3624

Complete

None 6524 9111 600 6308

Min-Max 6287 9660 51 6545

ZScore 5458 9593 118 3624

Despite the shortcomings of the model, the effects of
each pre-processing method can be identified and compared.
Across all of the measured performance metrics for the pruned
validation dataset, both Min-Max normalization ZScore nor-
malization optimize each value. The complete validation
dataset yields a different conclusion. Min-Max normalization
marginally outperformed ZScore in Precision and AUC, while
ZScore outperformed Min-Max normalization for the remain-
ing metrics, but most especially in F-Score. This demonstrates
using ZScore normalization will more correctly identify novel
attacks compared to the other normalization methods. On a
different DNN model better suited to IDS, pre-processing
training data using ZScore normalization would enhance the
performance greater than Min-Max or no normalization would.
The ZScore normalization also demonstrates a smoother, more
stable curve over the epochs compared to both Min-Max and
no normalization. This is indicative of consistency in growth
rate and convergence of each metric when implementing
ZScore normalization. Implementing Min-Max normalization
for a DNN-based IDS would produce results similar to ZS-
core, since the metric values were marginal. The percentage
improvement from implementing ZScore or Min-Max over no
normalization is calculated for accuracy, F-Score, and AUC-
ROC. For the pruned dataset, using ZScore normalization

induced a 0.68% increase in accuracy, a 0.19% increase in loss,
a 18.53% increase in F-Score, and a 16.37% increase in AUC-
ROC when compared to having no normalization technique
in place. Min-Max normalization produced a 0.83% increase
for accuracy, a 1.35% increase in loss, a 18.46% increase
in F-Score, and a 17.12% increase in AUC-ROC compared
to no normalization. For the complete dataset, using ZScore
normalization saw a 4.46% increase in accuracy, a 2.04%
decrease in loss, a 4.70% increase in F-Score, and a 23.64%
increase in AUC-ROC. Min-Max normalization produced a
1.99% increase in accuracy, a 1.00% decrease in loss, a
0.32% increase in F-Score, and a 23.65% increase in AUC-
ROC. It can be concluded then, that using either of these
normalization techniques increases performance compared to
no normalization.

V. CONCLUSION

Normalization and other pre-processing techniques applied
to the data used for training an IDS are important for opti-
mizing the performance metrics. We propose a DNN using
27 input features for binary classification trained using the
NSL-KDD dataset. As expected, the experimentation on the
pruned dataset outperforms that of the complete dataset across
most metrics. Our proposed model determines for the complete
dataset that ZScore normalization, and Min-Max normalization
to a lesser degree, improve the performance of the proposed
IDS compared to no normalization. Our results demonstrate
that ZScore improves on no normalization by 4.46% for accu-
racy, 2.04% for loss, 4.70% for F-Score, and 23.64% for AUC-
ROC. Min-Max normalization presents similar improvements
with an increase in accuracy at 1.99%, decrease in loss at
1.00%, increase in F-Score at 0.32%, and increase in AUC-
ROC at 23.65%. Implementing ZScore normalization as a pre-
processing step can improve the performance of DNN-based
IDS.
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Abstract—With the growing need for increased capacity, 
speed and capabilities, the complexity of Integrated 
Circuit (IC) designs continue to increase. With the 
increased level of complexity and market pressures to 
deliver better results faster and cheaper, IC companies are 
forced to innovate and introduce efficiencies into their 
development process. To improve IC design productivity 
and time-to-market, this paper introduces an innovative 
Electronic Design Automation (EDA) tool that will allow 
the replication of an existing layout in different technology 
nodes by automatically porting analog and mixed-signal 
circuits. Furthermore, to better manage the complexity of 
IC development projects, the paper suggests the use of 
iterative and incremental approach of agile methods by 
presenting a case study on an EDA tool development 
project. 
 
Keywords— IP Porting, IC design productivity, EDA, 
Technology Migration, Layout Migration 
 

I. INTRODUCTION 

ince the invention of the first Integrated Circuit (IC) in 
1958, the number of transistors per IC has doubled 
approximately every two years for decades as per Intel’s 

Gordon Moore’s observation, referred to as “Moore’s Law” 
[1]. Each generation of semiconductor process improvements 
shrinks the size of the transistors and wires and increases the 
number of transistors and wires that can fit on a chip 
dramatically. Consequently, this allows the chips to run at 
higher frequencies and then the new designs get more 
sophisticated. 
With the increased level of complexity in designs, comes 
greater design challenges and a growing risk of failing to 
ensure time to market, for semiconductor companies [2]. 

As the process technology advances, IC design rules1 that are 
provided by semiconductor manufacturers get more 
complicated and usually they are not compatible with previous 
generations [3]. According to Zhu et al.[4], “manufacturing 
processes are updated every 18 months each with a different 
set of design rules”, and companies need to offer different 
versions for different foundries. The standard cell library, 
which consists of standardized layout specific components, for 
each process update also increases [5]. As a result, 
regenerating a new standard cell library for each process 
update gets more costly and time consuming [5, 6]. Moreover, 
the circuits need to migrated to work with the new target 
technology and this requires a tedious, often manual process 
of iterating layout changes, extraction and simulation until 
desired characteristics are met [1]. 
 
To maximize their design investments and reduce their design 
duration, Intellectual Property (IP) providers reuse blocks and 
hard IP whenever possible. At the beginning of or during a 
new IC design project, it is often necessary to use and re-use 
available IP and circuits from previous projects, instead of 
designing everything from scratch [2, 7]. Design reuse makes 
it faster and cheaper to design and the time lost by completely 
re-designing an existing circuit in another technology process 
can then be spent on new parts of the system that add extra 
functionality and/or increase performance and productivity 
[8]. 
 
Furthermore, since IC companies choose to outsource the 
fabrication of their semiconductor chips to foundries (by going 
fabless), they need to migrate their existing circuit designs 
“between process technologies and within internal and 
external foundry processes” because, frequently, foundries 
 

1 Design rules determine whether the physical layout of a given circuit 
satisfies a series of recommended parameters to ensure that most of the parts 
will work correctly. 

THE USE OF AGILE METHODOLOGY FOR PORTING 

ANALOG AND MIXED-SIGNAL CIRCUITS BETWEEN 

DIFFERENT TECHNOLOGY NODES 
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differ in their versions even if they use same process 
technology node [7]. Particularly, the number of metal layers, 
material table, etc. 
 
Hence, there is a growing need in the semiconductor market to 
migrate an existing circuit layout between different technology 
nodes and foundries in a reliable, fast and cost efficient 
manner [3, 4, 8, 9]. To produce designs quickly and to address 
design challenges, IC companies have been increasingly 
making use of the EDA tools [1].  
 
This paper introduces two innovative approaches that will 
improve IC design productivity and hence will facilitate faster 
semiconductor development and time-to-market. First, it 
introduces a new EDA tool in microelectronics which aims to 
automatically port analog and mixed-signal circuits between 
technologies nodes in the hard IP market. Next, it 
demonstrates the use of agile methodology in the EDA tool 
development project to promote the adaptive planning and 
evolutionary development and delivery and presents how a 
module of this tool was developed in short and iterative 
development cycles. 
   
The article begins with introducing concepts relevant to the 
study as an overview. Next, it provides a detailed discussion 
on layout porting and its challenges. The paper continues with 
the introduction of the new EDA tool called OPIC that can 
help better manage the complexity in microelectronics for IP 
design porting of analog and mixed signal circuits between 
technology nodes. It proceeds with the case study on the use 
of agile methods during the development of a Design Rule 
Check (DRC) clean-up module of the OPIC tool. And it ends 
with concluding remarks. 

II. BACKGROUND / RELATED WORK 

There are studies that were focused on IP reuse and 
technology migrations due to their expected benefits. 
 
Sobe et al. [10] presents a method, that reflects common 
practice of analog design divided into design data conversion 
and sizing by optimization, to convert and optimize a circuit 
topology. Fu et al. [11] introduce a new rectangular 
topological layout for topology-driven cell migration. Kar et 
al. [12] talks about the technology migration process and 
introduce a new layout preserving migration tool called: 
TECHMIG. Francken et al. [2] presents a methodology for the 
migration of analog circuit design from one technology 
process to another, considering both the sizing and the layout 
phase. Diodato et al. [13] discuss porting of 2.5 micron CMOS 
VLSI design into 1.75 micron design rules. They were able to 
implement the new design in 33% less time and achieved 
smaller size in design rules by 19% and higher operating 
frequency by 43%. Dornelas, Helga et al. [6] introduced a new 
technology migration methodology for analog IC design and 
instead of doing the migration manually or at netlist level, they 
performed automated migration on a schematic level, followed 

by a robustness verification with the usage of MunEDA tools 
[6, 10].  
 
However, literature review has revealed that even though there 
is abundant research in the field of IP reuse, design migration 
and layout porting, their use in analog and mixed-signal 
circuits is not as common [3]. 
 
The literature review on the EDA tools and the use of agile in 
IC development projects has proven that the use of agile 
methods in hardware development projects is not as common 
as in software development projects [14].  Innovation is a 
great challenge in the EDA industry and to provide faster, 
better, and cheaper products, the major players in the industry 
focus on improving existing tools and methodologies [15]. 
According to Bryant et al. “The quality of the design tools and 
associated methodologies determine the design time, 
performance, cost and correctness of the final system product” 
[16].  

III. LAYOUT PORTING 

As Francken et al. stated “porting successful designs from one 
technology to another can distinctly reduce the design cycle” 
[2]. The aim of layout porting between technological process 
nodes is to be able replicate an existing layout (reference 
design) in different technology nodes by modifying or 
adapting it to a newer process design rules by taking 
advantage of the reusability of the layout resources 
accumulated from the initial process. Semiconductor foundries 
continue to innovate by continuous scaling of transistors. 
There is a growing need to redesign mixed signal circuits for 
new technological processes. The analog domain still lacks 
automation, which resulted in a manual design of analog 
circuits each time to migrate from one technology to another. 
While doing that the ultimate goal is to “achieve high quality 
layout with high integration and low power consumption and 
to shorten the design-time-to-market” [8]. This way, instead of 
spending time and effort from scratch to completely redesign 
an entire circuit, semiconductor companies can focus on 
innovation by adding new functionalities into their designs 
and focusing on increasing performance [2].  
 
IC products are usually mixed signal designs, in other words, 
they comprise of a combination of digital and analog 
functional blocks and circuits and the analog portions of these 
ICs are the most difficult portions of the chip to migrate 
between foundries and technology nodes [3, 17, 18]. In digital 
designs, reuse of IPs has already been well established thanks 
to fully automated digital workflow [8]. However, in analog 
circuit designs, reuse of IP have challenges, such as “coping 
with trade-offs among analog specific requirements, such as 
noise, linearity, gain, supply voltage, speed, power 
consumption, self-heating, etc” [8].  
 
Porting an existing design from technology A to technology B 
usually follows a two step design flow. In the first step, the 
given schematics and topologies are converted from the source 
to target technology and existing layout and mapping layers 
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are migrated by recognizing different structure and device 
placements; preserving all floorplan, matching, routing and 
interconnect within the given layout [7, 19]. In the second 
step, these circuits and IPs are sized for the new target 
specifications and optimized for the new target process 
technology. Then, Design Rule Check (DRC) verification is 
conducted to preserve all matching within given layout and all 
routing and interconnect and Layout Versus Schematic (LVS) 
will be performed to ensure that the layout conforms to the 
rules required for faultless fabrication and performance [4]. 
  
At the present moment, in the IC design process, schematics 
and layout design phases are carried out sequentially. We start 
with the original reference design (for example 65nm), when 
the technology changes and we want for example 45nm 
technology node, we need to first migrate the specs (voltage is 
different, Vref(min, max)); get the schematics and circuit 
topologies for the new technology; translate schematics and 
topologies  from 65nm process technology to 45nm process 
technology (via script); port the schematics from 65nm to 
45nm; verify schematics; then use the schematics to 
generate/port the layout from 65nm to 45nm and verify the 
layout created in 45nm. As can be seen, in this type of a 
design, we do not take advantage of IP-reuse; design that 
works in one technology will not work in the other 
technology. So, IP has to be completely redesigned when the 
technology changes, which leads to more errors in the new 
design, added time, cost and human resources. Just to give an 
idea, today, about 100 engineers work together to design a 
new IP. 
 

 

 
Figure 1: 2 steps of an IP Migration & Porting Flow [4] 

IV. NEW LAYOUT PORTING TOOL: OPIC 

This paper introduces a new automated layout porting tool to 
increase the effectiveness and efficiencies of the design 
conversion process by reducing the human resources required 
and by shortening the porting time while reducing the failures 
during conversion.  
 
There are some target layout recognition and conversion tools 
available commercially. However, these tools perform porting 
only when the reference design and the target technology is 

highly specialized (e.g. microcontrollers, etc.) and 
homogeneous (e.g. FPGA to FPGA).  
 
Available commercial tools do not include features like 
automatic porting between technology nodes and foundries for 
analog and mixed-signal circuits; they do not re-use the 
existing layout by making changes on it; instead they 
regenerate the layout from scratch using traditional manual 
porting methods. Given the size and complexity of each 
migration, traditional manual porting methods are too time-
consuming and costly. They are also risky and human 
intervention could impact the quality of the IP resulting in the 
loss of work that was already done in previous technology. IC 
designers need to reduce a risk of having costly design bug 
during the manual porting process from scratch. Therefore, the 
new layout needs to be retested rigorously for reliability, 
which impacts the IP delivery timelines. Moreover, instead of 
losing their precious time on repetitive manual tasks, IC 
designers should rather focus on using their creativity and 
precision crafting their designs. 
 
A tool that would automatically migrate any IP design and 
porting flow with minimum human intervention from one 
foundry specific technology to another would be invaluable 
for any IP provider. By using this kind of an automated tool, 
semiconductor companies can increase the efficiency of their 
IC design process by reducing the porting time and the risk of 
creating bugs or errors, as well as the costs. 
 
OPIC, which stands for “Outil de Portabilite entre 
technologies des Circuits Integrés/ Porting Tool for Integrated 
Circuits”, is a new EDA tool that is designed for hard IP 
market to automatically perform the porting tasks with 
minimum human intervention and replicate an existing 
analog/mixed-signal circuit design (reference design) within 
different foundries and technology nodes.  
 
The OPIC tool responds as well to an immediate need in the 
field of semiconductors and historical transition from 
traditional planar CMOS transistors to FinFETs, which is 
pending any adequate solution. The tool will be particularly 
useful in a variety of different important sectors, including IP 
providers, silicon foundries etc. within the semiconductor 
industry. 
 
This automated porting tool is a type of back-end design tool, 
which aims to provide a quick and robust analysis of IP using 
existing layout, floorplan and routing between the blocks and 
will generate a DRC (Design Rule Check) and LVS (Layout 
Versus Schematic) clean layout in the targeted technology 
with minimum human intervention. The tool will port the 
graphical patterns (polygons) for each transistor and wire on 
the IC from one technology to another while preserving the 
key characteristics of an existing layout including matching of 
critical components and their relative placement in order to 
create a layout design that will function properly when 
fabricated. 
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The tool follows two major steps; first it will create a DRC 
and LVS database in technology B and then will perform 
circuit optimization and reflect schematic changes onto a clean 
layout.  
 
The OPIC tool can be used to do the circuit and IP porting of a 
layout in source technology A to target technology B by 
converting the given schematics and topologies from the 
source to the target technology. It checks the geometries 
against geometry design rules, detects design rule violations 
according to specified IC parameters and automatically cleans 
them iteratively. As a final product, it generates an IC design 
in GDSII format, which is ready to be shipped to foundry for 
manufacturing. 
 
The tool takes an existing design layout in a given technology 
(technology A), which consists of network of transistors and 
described by a geometrically exact Graphics Data System II 
(GDSII) file, which is the de facto industry standard for data 
exchange of IC design layout, and generates a new layout 
design in a different technology node (technology B) by using 
the design spec for the new layout in technology B and the 
technical mappings (for both A and B). which can be reviewed 
by a physical layout designer before it gets sent out to the 
foundry for manufacturing.  
 

 
 
 
 
 

Figure 2: OPIC tool 
 
To perform porting between two technological process nodes 
(from A to B), we need to have the following as input and 
follow the following steps listed below. 
 
Input: Existing Layout Design in technology A in GDSII 
format, Design spec for the new layout in technology B, 
Technical mapping for technology A, Technical Mapping for 
technology B 
 
Steps: 
1. Open the given layout design in technology A with spec B 
and Existing Layout Design in technology A in GDSII format, 
Design spec for the new layout in technology B, Technical 
mapping for technology A, Technical Mapping for technology 
B migrate the layout into new layout design in technology B 
2. Run the EDA tool called Design Rule Check (DRC) on 
Layout of technology B to identify the violations of design 
rules  
3. Correct all the violations automatically and iteratively until 
the violations are cleaned 
4. Obtain 100% accurate (target) layout for new design in 
technology B 

Output: New layout design in technology B in GDSII format 
(binary file), which is ready to be given to IC foundries  
 
We can run simulations on this new layout design in 
technology B to test it further and send this layout to a 
Physical layout designer for verification before the design gets 
sent to the foundry. 
 

V. CASE STUDY: THE USE OF AGILE METHODOLOGY IN OPIC 

PROJECT 

OPIC tool is a long term project developed in phases, module 
by module. DRC rule cleanup is the first module of OPIC that 
was implemented successfully tested. DRC checks if the 
layout satisfies a set of design rules required for 
manufacturing. If the design rules are violated, the chip may 
not be functional. 
 
OPIC DRC cleanup tool was implemented using JAVA and it 
is compatible with major EDA tools, such as Cadence, Mentor 
Graphics and Synopsys. The tool has been tested to ensure that 
it can correct DRC errors on a given layout (in GDSII file 
format) and the results have shown that the tool could reduce 
the tedious work of DRC checking from 25 hours of manual 
porting labor to 30 sec as demonstrated in the table below. 
  

 
 
65nm and 28nm technology nodes were the two platforms 
used for verification. A reference design including various 
analog and mixed-signal circuits was built in 65nm technology 
and OPIC DRC tool was used to determine if the layout 
satisfied a set of rules required for manufacturing to migrate it 
to 28nm.  
 
OPIC DRC clean-up is based on a proprietary algorithm 
(similar to the backtracking/shrinkage algorithm) and it 
includes 10 categories of common DRC errors that are related 
to spacing between metals, minimum width, etc. These errors 
are PO.C.2 (Polysilicon Oxide layer, Clearance), M1.W.1 
(Metal Layer – Width), NW.W.1 (N-Well Layer, Width), 
NW.W.2 (N-Well Layer, Width), NW.S.1 (N-Well Layer, 
Spacing), NW.S.2 (N-Well Layer, Spacing), M1.S.1 (Metal 
Layer, Spacing), CO.E.2 (Contact Enclosure), NP.E.1 (N-
doped Poly/substrate, Enclosure), PO.O.1 (Polysilicon Oxide 
layer, Overlap). An engine for correcting each error category 
was created. The tool recognizes these 10 different DRC 
errors and based on the error category it selects the engine that 
will correct the error. Until all the errors are cleaned-up and 
the DRC is clean, the tool runs iteratively, without human 
intervention.  
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OPIC DRC tool was developed by using a combination of 
agile software development and agile project management 
methodologies. Instead of defining the whole requirements, 
resources, technologies and tools upfront by using a plan-
driven methodology like a waterfall, an agile development 
process was adopted, where the requirements, design and the 
process emerge in parallel during short, iterative cycles called 
sprints. 
 
As shown in Figure 3 [20], the software development was 
based on an iterative life cycle and in one iteration cycle, an 
increment of the software was analyzed, designed, built, tested 
and integrated on a continuous basis until the full solution was 
realized [21]. At the end of each iteration, a subset of 
functionality was delivered to stakeholders for review and the 
software was built incrementally, piece by piece [22]. This 
way, the overall risk was minimized and the project could 

adapt to changes quickly. 
 
To be more specific, a hybrid agile approach of eXtreme 
Programming (XP) and SCRUM (where XP engineering 
practices are implemented in SCRUM sprints) were chosen 
and adopted in this project. According to Agile Alliance2, “XP 
is an agile software development framework that aims to 
produce higher quality software, and higher quality of life for 
the development team” while SCRUM is a project 
management approach.  
 
XP focuses on the developer side of the work with a set of 
engineering practices it mandates such as test driven 
development, pair programming, continuous integration, etc. 

 
2A non-profit organization dedicated to promoting agile methodologies at 

agiilealliance.org 

which are very essential for building good quality software. 
SCRUM focuses on the project management side on what 
needs to be done. Since SCRUM does not have any 
engineering practices and XP does not have any management 
practices, XP and Scrum are well aligned and complement 
each other. 
  
In the OPIC DRC tool project, the best practices 
recommended by XP were used for agile software 
development, such as simple design, pair programming, and 
small, frequent releases. SCRUM project management 
framework was used to manage the steps taken to develop 
software in conjunction with the use of XP to ensure the 
quality of the software. 
 
This project was led by a project manager, who was 
responsible for coordinating the work of the cross-functional, 
self-organizing Scrum team of 5 people and for ensuring that 

tasks were completed within the scheduled time. The work 
was broken down to fit 3-week long sprints. Each sprint 
includes the traditional phases of software development: 
requirements analysis, design, coding, testing.  
 
As shown in Figure 4, at the beginning of each sprint, a Sprint 
Planning meeting was held to plan the work to be done during 
the given sprint. In this meeting, a Sprint backlog that contains 
all the user stories (work items) to be implemented during the 
sprint was created, reviewed and prioritized. The team had 
daily scrum meetings of maximum 15 minutes to review the 
progress and productivity, to synchronize the information and 
to address the blocking issues. Team members worked on the 
user stories until completed. At the end of each sprint, a Sprint 
review meeting was held to demonstrate the work that was 
completed during the sprint and to gather feedback. The Sprint 
retrospective meeting was held shortly after that to reflect 

Figure 3: Agile Development methodology used in the OPIC project 
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upon the last sprint in order to identify what went well and 
possibilities for improvement. 
 

 
Figure 4: Scrum model that was followed in the OPIC project 

Agile methodology was successfully adopted in this project to 
deliver the OPIC DRC tool in an iterative, incremental 
approach. Combining two agile approaches XP (for 
development practices) with Scrum (for project management) 
proved to be effective. Planning and big-picture view was 
crucial. Everyone in the team needed to understand what they 
were working towards for each piece to be able to come 
together in the end. Establishing an upfront, common 
understanding of the criteria for done-ness for each user story, 
for each sprint and for the release was very necessary. Clear 
and open communication was paramount. Note that agile 
mindset had to be understood and embraced by everyone in 
the team it took some time to refine the Scrum model to the 
point where team members were comfortable and productive. 

VI. CONCLUSION 

This paper has introduced a new EDA tool called OPIC that 
will automate porting of analog and mixed signal circuits from 
one technology node to another. Due to the complexity of 
recent advanced technology nodes, no automatic or pseudo-
automatic tool has been developed for IP porting yet. The 
paper also presented a real-life example of adopting a hybrid 
agile methodology (combination of XP and SCRUM) in an IC 
development project by using the OPIC DRC tool project as a 
case study. 
 
Automated OPIC DRC cleanup tool represents a major step 
for layout porting. This tool could be used as a standalone 
product and integrated with major commercially available 
tools to perform a DRC cleanup. It will allow designers save a 
considerable amount of time and use this time to focus on 
precision crafting their designs without sacrificing creativity to 
repetitive manual tasks.  
 
Once fully implemented, OPIC tool will perform both the 
DRC and LVS corrections, automatically. So, the next step is 
to create an LVS tool, which takes a schematic to identify and 
check IC electrical connectivity against IC schematics and 
makes corresponding changes on the layout.  

 
The need for increased capacity for more complex chips, 
speedups and new capabilities is growing and the time-to-
market is getting shorter, increasing design productivity by 
utilizing IP-reuse and EDA tools will continue to play a 
critical role in semiconductor design and development. 
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Abstractــ   Breast cancer disease is the second most common ــــ

world cause of cancer death in women. However, the early 

diagnostics and detection can provide a significant  chance for 

correct treatment and survival. In this work, we propose an 

accurate and inclusive computational breast cancer diagnosis 

framework using ResNet-50 convolutional neural network to 

classify histopathological microscopy images. The proposed 

model employs transfer learning technique of the powerful 

ResNet-50 CNN pretrained on ImageNet to train and classify 

BreakHis dataset into benign or malignant. The simulation results 

showed that our proposed model achieves exceptional 

classification accuracy of 99% outperforming other compared 

models trained on the same dataset. 

Keywords ــــــ     Breast Cancer, Histopathological Images, Medical 

image processing, ResNet-50, Convolutional Neural Network 

(CNN), Deep learning, Transfer Learning. 

I. INTRODUCTION 

Cancer disease causes cells to divide uncontrollably in 

which abnormal cells grow and invade  healthy cells in the 

body [1]. This can result in tumors, damage to the immune 

system, and other impairment that can be fatal. Indeed, the 

majority of cancer cases in the U.S. is breast cancer as reported 

by to the [2]. Breast Cancer Disease (BCD) is basically 

described as excessive or uncontrolled growth of breast tissues 

occurs. According to World Health Organization (WHO) [3], 

BCD is the second most common cause of death from cancer 

in women. However,  BCD can be treated if it is detected at the 

earlier stages as reported by National Breast Cancer 

Foundation (NBCF) [4].  Therefore, BCD detection system is 

significantly on-demand to be addressed.  

To cope with such medical image detection/classification 

task, deep learning (DL) has evolved as a subset of artificial 

intelligence that does its inferencing using deep neural 

networks by employing the artificial neural networks with 

several layers among the input layer and output layer. Indeed, 

image classification task using deep learning techniques has 

generated a lot of interest in recent years. ImageNet Large 

Scale Visual Recognition Challenge (ILSVRC) has been a 

genuine platform for researchers to showcase new ideas for 

classification. For example, in 2010, the use of GPUs, and a 

highly optimized implementation of 2D convolution was 

demonstrated as powerful enough to facilitate the training of 

large Convolutional Neural Networks (CNNs) [5].  

CNNs have at least one Convolution layer, wherein 

instead of matrix multiplication, a convolution operation is 

performed on the input matrix in order to learn distinct low-

level and high-level features of the image [6]. Deep CNNs are 

able to learn more features by increasing the depth of the 

network. However, increasing the depth of the network results 

in problems of vanishing gradients and degradation [7]. 

Thereafter, the continuous development in deep neural 

networks has enrich the AI field with the residual learning 

framework was presented in 2015 to ease the training of deep 

CNN networks [8]. This framework resulted in easier 

optimization of the network, and a higher accuracy. The 

network, later known as ResNet, was the basis of submissions 

to ILSVRC competition, where it won the first place on the 

task of ImageNet detection and ImageNet localization [9].  

Residual neural networks (ResNet) address these challenges 

by introducing a “Residual block”, which features a “skip 

connection”, that adds the output from the previous layer to the 

layer ahead  as illustrated in Fig.1. If 𝑥 and 𝐹(𝑥) below do not 

have the same dimension, 𝑥 is multiplied by a linear projection 𝑊 

to equalise the dimensions of the short-cut connection and the 

output layer. Empirical results from [9] demonstrate that the 

network is able to maintain stability even with far more layers than 

typical Convolutional Neural Networks.  

 
Fig. 1. Residual Network Building Block 

In this paper, we propose to use a ResNet-50 (residual CNN 

with 50 layers deep) to produce classifications of 

histopathologic images to help providing an early detecting of 

BCD. The BCD dataset stores different kinds of breast cancer 

tissues and classifies them as either benign or malignant. While 
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the benign tissues are non-cancerous tumors, malignant tumors 

are cancerous, and can invade nearby tissue or spread to other 

parts of the body. Based on the collected images, a ResNet-50 

network is trained using transfer learning. We show that the 

testing accuracy of our model is superior. In particular, the core 

contributions of the proposed work can be listed as follows: 

• We provide a comprehensive efficient classification model 

that can classify the breast cancer imaging of BreakHis 

dataset into benign and malignant. Besides, the we present 

detailed preprocessing operations for the collected medical 

images prior to the use with deep learning algorithms. 

• We employ the transfer learning technique for ResNet50 

CNN that is pre-trained with ImageNet dataset to learn the 

new features for BreakHis dataset leveraging the power of 

free access GPU runtime provided by Google Co-laboratory. 

• Extensive experimental findings are given to provide more 

insight into the proposed architecture and methodology. 

This includes simulation results related to the classification 

error and accuracy for training and testing as well as 

benchmarking of our results with existing related work. 

The remainder of this paper is structured as follows: the next 

section, section II describes and discusses the system design 

modeling and architecture. Section III provides details about 

experimental environment, evaluation, and discussion. Finally, 

Section IV concludes the paper. 

II. SYSTEM MODELING ARCHITECTURE 

In this section, we  describe  our proposed system model 

which comprises four modules including: data collection 

module, data preprocessing module, feature learning module 

and data classification module. The complete system 

architecture showing all components is illustrated in Fig. 2.  

All subsystems (modules) are explained in the upcoming 

subsections.

 

 

Fig. 2. Proposed System Architecture  (Comprehensive data flow and system modules)

2.1 Data Collection Module  

BCD data are available in the form of histopathological 

stained images [10] datasets such as WDBC breast cancer 

dataset [11], MITOS & ATYPIA-14 breast cancer dataset 

[12] and BreakHis-16 breast cancer dataset [13]. In this 

research, we are employing the BreakHis histopathology 

images breast cancer dataset to implement a deep detection 

system that can be used to provide binary classification of 

the BC image-data into 𝑏𝑒𝑛𝑖𝑔𝑛 (B) or 𝑚𝑎𝑙𝑖𝑔𝑛𝑎𝑛𝑡 (M). 

Illustration samples for the benign and malignant images 

are provided in Fig. 3. BreakHis composed of RGB images 

(700 x 460 resolution) are taken by an accurate system 

composed of high-resolution camera (Samsung SCC-

131AN) coupled with a 3.3x microscopic unit (Olympus 

BX-50). Images are captured in four different magnification 

levels that are equivalently distributed (~25% for each 

level) as provided in Table 2. 

TABLE I.  IMGAES’ DISTRIBUTION IN THE BREAKHIS DATASET 

 

Besides, there are many reasons to for this selection including:  

▪ A comprehensive dataset with 7909 biopsy histopathology 

images breast cancer including both benign and malignant 

images acquired on 82 patients, publicly available.  

▪ A Recent dataset associated with automated classification 

tasks, published by IEEE Transactions on Biomedical 

Engineering, 2016. 

▪ A common histopathology dataset, in which its automated 

classification system is would be very valuable computer-

aided diagnosis tool for clinician, if developed with high 

accuracy classification by employing CNN techniques. 
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Fig. 3. Sample Images (a) Benign (b) Malignant. 

 

2.2 Data Preprocessing Module  

Generally, data preprocessing term belongs to all the 

conversions performed on the raw data prior to be processed 

by the deep learning module. For instance, training a 

convolutional neural network on raw images will probably 

lead to bad classification performances [14]. In this work, the 

collected dataset has passed through seven preprocessing 

operations (as shown in the second stage of Fig. 2) before it is 

fed to the next ResNet module, these operations are: 

Data Mounting: This stage is used to mount Google Drive 

Account (DGA) as a virtual drive, just like a USB Drive on 

windows OS so you can browse and access your Drive from 

Google Co-laboratory. Therefore, we have uploaded our 

BreakHis dataset into a folder (named as BCDataset) on Google 

drive and then accessed the data into Co-Lab using 𝑃𝑦𝑡ℎ𝑜𝑛/

𝑔𝑙𝑜𝑝 library that enable the reading of dataset from external 

folders and 𝑃𝑦𝑡ℎ𝑜𝑛/𝑝𝑎𝑛𝑑𝑎𝑠 library that provides data 

manipulation including data framing, data reading and writing 

between in-memory data structures and different formats [15]. 

Data Resizing : This stage is necessary to remove 

redundancy from the input data which only contributes to the 

computational complexity of the network without providing any 

significant improvements in the result. This is achieved with the 

help of 𝑃𝑦𝑡ℎ𝑜𝑛/𝑘𝑒𝑟𝑎𝑠. 𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔 library. As a result of 

traying several image dimensions, we end up with image 

dimension of 144 𝑥 96 which minimizes the size of image 

dimensions by a factor of 5 while maintaining image readability 

with efficient computational complexity. 

Data Encoding: This stage is used to convert categorical data 

(textual data) into numerical values in which our deep learning 

predictive models can understand. In this step, we have 

employed the label encoding technique to converting each value 

in a the category column into a number, that is it, the category 

‘Benign’ has given the value ‘0’ while the category ‘Malignant’ 

has given the value ‘1’. This is achieved with the help of 

𝑃𝑦𝑡ℎ𝑜𝑛/𝑠𝑘𝑙𝑒𝑎𝑟𝑛. 𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔 library. 

 

 

Data Shuffling: This stage is used to redistribute the data 

samples of the training dataset to ensure that each data sample 

creates an "independent" change on the model, without being 

biased by the same points before them. This is achieved with 

the help of 𝑃𝑦𝑡ℎ𝑜𝑛/𝑘𝑒𝑟𝑎𝑠. 𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔 library. 

Data Visualization: This stage is necessary to sample and 

examine the input data to ensure the readability of the input 

images  by plotting few random samples of the training dataset 

via 2D representation with the new image dimensions. This is 

achieved with the help of both 𝑃𝑦𝑡ℎ𝑜𝑛/𝑡𝑒𝑛𝑠𝑜𝑟𝑓𝑙𝑜𝑤 and  

𝑃𝑦𝑡ℎ𝑜𝑛/𝑛𝑢𝑚𝑝𝑦 libraries. 

Data Generation: This stage is used to generate batches of 

tensor image data with real-time data augmentation. The data 

will be looped over (in batches) for both training and testing.  

Also, batch normalization is performed at this stage with image 

plotting for sample normalized images along with encoded 

labels. This is achieved with the help of both 𝑃𝑦𝑡ℎ𝑜𝑛/

𝑡𝑒𝑛𝑠𝑜𝑟𝑓𝑙𝑜𝑤, 𝑃𝑦𝑡ℎ𝑜𝑛/𝑘𝑒𝑟𝑎𝑠. 𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔 and 𝑃𝑦𝑡ℎ𝑜𝑛/

𝑚𝑎𝑡𝑝𝑙𝑜𝑡𝑙𝑖𝑏  libraries. 

Data Reshaping: This stage is used to customize the input 

layer of ResNet-50 to accommodate the input shape for 

our preprocessed dataset (𝐼𝑚𝑔𝑊𝑖𝑑𝑡ℎ = 144, 𝐼𝑚𝑔𝐻𝑒𝑖𝑔ℎ𝑡 =

96, 𝑁𝑜𝐶ℎ𝑎𝑛𝑛𝑒𝑙𝑠 = 3). This is achieved with the help of 

𝑃𝑦𝑡ℎ𝑜𝑛/𝑘𝑒𝑟𝑎𝑠. 𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔 library. 

2.3 Feature Learning Module  

In machine learning, feature learning (FL) is a set of 

techniques that allows a system to automatically discover the 

representations needed for feature detection, prediction, or 

classification from the preprocessed dataset [16]. This allows 

a machine to learn the features and use them to perform a 

specific task such as classification or prediction. In deep 

learning, the feature learning can be accomplished by 

developing a complete convolutional neural network (CNN) to 

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

98



 

train and test the set of images or by customizing a pretrained 

CNN in the classification/ prediction for the new images-set. 

The later technique is called Transfer learning. The idea of 

both techniques is illustrated in Fig.4. According to the figure, 

with transfer learning, you use the convolutional base (green 

module in the figure) and only re-train the classifier to your 

dataset (pink module). 

 
Fig. 4. Illustration of no-transfer learning vs transfer learning CNN [17]. 

𝑇𝑟𝑎𝑛𝑠𝑓𝑒𝑟 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔 (𝑇𝐿) is usually employed in the 

applications of DL which enable you to utilize a pretrained 

network to perform new prediction/classification tasks. 

This, indeed, require fine-tuning the learning parameters of 

the utilized pretrained network with randomly initialized 

weights to accommodate the new learning tasks. TL usually 

provides much faster and easier learning/training than 

training the network from scratch. As reported in [18], 

transfer learning is an optimization, a shortcut to saving 

time or getting better performance. This is illustrated in Fig. 

5 that analyze the training performance of CNN employing 

transfer learning vs CNN with no transfer learning. 

 
Fig. 5. Training performance of no-transfer learning CNN vs 

transfer learning CNN [18]. 

In this module, we are utilizing the transfer learning 

technique to retrain the powerful ResNet-50 CNN  with Fine-

tuning for the network parameters and hyperparameters. This 

is accomplished by creating a model of ResNet-50 with 

pretrained parameters (weights) from 𝑖𝑚𝑎𝑔𝑒𝑛𝑒𝑡 𝑑𝑎𝑡𝑎𝑠𝑒𝑡 [19] 

after the preprocessing of the collected dataset (histopathologic 

images). This is achieved with the help of both 𝑃𝑦𝑡ℎ𝑜𝑛/

𝑘𝑒𝑟𝑎𝑠. 𝑎𝑝𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑠. 𝑟𝑒𝑠𝑛𝑒𝑡50 and 𝑃𝑦𝑡ℎ𝑜𝑛/𝑘𝑒𝑟𝑎𝑠. 𝑚𝑜𝑑𝑒𝑙𝑠. 

Illustration of this module can be depicted from Fig.6. 

 

Fig. 6. Feature Learning Module Using ResNet-50 Transfer Learning 

2.4 Data Classification Module  

Data classification is an essential feature to separate large 

datasets into classes for the purpose of decision making, 

pattern recognition and others [20]. A classification layer 

makes use of fully connected layer and computes the cross-

entropy loss for multi-class classification problems with 

mutually exclusive classes. This is achieved using 𝑃𝑎𝑦𝑡ℎ𝑜𝑛/
𝑘𝑒𝑟𝑎𝑠. 𝑙𝑎𝑦𝑒𝑟𝑠, 𝑃𝑎𝑦𝑡ℎ𝑜𝑛/𝑘𝑒𝑟𝑎𝑠. 𝑚𝑜𝑑𝑒𝑙𝑠 and 𝑃𝑎𝑦𝑡ℎ𝑜𝑛/
𝑘𝑒𝑟𝑎𝑠/𝑜𝑝𝑡𝑖𝑚𝑖𝑧𝑒𝑟𝑠. Illustration of this module can be 

depicted from Fig.7. 
 

 
Fig. 7. Data Classification Module 

According to the figure, the module receives the features 

from ResNet-50 and pass through  a fully connected (FC) 

layer composed of 1024 neurons configured a 40% of 

dropout to prevent over-fitting [21]. After that, the units have 

been activated with rectification function namely known as 

𝑅𝑒𝐿𝑈. 𝑅𝑒𝐿𝑈 function is 𝑀𝐴𝑋 (𝑋, 0) that sets all negative 

values in the matrix 𝑋 to zero while all other values are kept 

constant. The reason of using 𝑅𝑒𝐿𝑈 is that training a deep 

network with 𝑅𝑒𝐿𝑈 tended to converge much more quickly 

and reliably than training a deep network with sigmoid 

activation [22]. Finally, to provide the probabilities for the 

classes, the output layer was composed of one neuron unit 

configured with Sigmoid function (Binary classifier). 

𝑆𝑖𝑔𝑚𝑜𝑖𝑑 is mathematical function that takes as input a vector 

of 𝐾 real numbers and normalizes it into a probability 

distribution consisting of two probabilities (e.g. Benign vs 

Malignant) [23].  S𝑖𝑔𝑚𝑜𝑖𝑑 function is defined as follows: 

𝑆(𝑥)𝑖 =
1

1+ 𝑒−𝑥 =
𝑒𝑥

𝑒𝑥+1 
 ,   𝑆: ℝ𝑘 ⟼  ℝ𝑘 

𝑓𝑜𝑟 𝑖 =  1, 2 … , 𝐾 𝑎𝑛𝑑 𝑥 =  (𝑥1, 𝑥1, … , 𝑥𝐾) ∈ ℝ𝑘  
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Besides, to calculate the loss for training and testing we 

have employed 𝑀𝑒𝑎𝑛 𝑆𝑞𝑢𝑎𝑟𝑒𝑑 𝐸𝑟𝑟𝑜𝑟 (𝑀𝑆𝐸) 𝑙𝑜𝑠𝑠. MSE 

Loss [24] is calculated as the average of the squared 

differences between the predicted and actual values. The 

result is always positive regardless of the sign of the 

predicted and actual values and a perfect value is 0.05 MSE 

function is defined as follows:  

𝑀𝑆𝐸 =  
1

𝑛
 ∑(𝑌𝑖  −  �̂�𝑖)

2

𝑛

𝑖=1

 

Where: 𝑛  is the number of samples, 𝑌𝑖 is the original data 

sample, and �̂�𝑖is the predicted data sample 

Finally,  to finalize the compilation of 𝐾𝑒𝑟𝑎𝑠 𝑚𝑜𝑑𝑒𝑙, we 

have utilized Root Mean Square Propagation optimizer 

(RMSprop) [25]. 𝑅𝑀𝑆𝑝𝑟𝑜𝑝 utilizes the magnitude of recent 

gradients to normalize the gradients. In 𝑅𝑀𝑆𝑝𝑟𝑜𝑝, we divide 

the learning rate for a weight by a running average of the 

magnitudes of recent gradients for that weight.  That is, it, keep 

a moving average of the squared gradient for each weight. The 

update is done separately for each parameter as follows: 

 

 

III. EXPERIMENTAL ENVIRONMENT AND EVALUATION 

To accomplish this proposed classification task, we have  

utilized different development tools and packages including 

𝑃𝑦𝑡ℎ𝑜𝑛 3.7 language along with 𝑇𝑒𝑛𝑠𝑜𝑟𝐹𝑙𝑜𝑤 2.0 package 

and other aforementioned libraries, 𝐺𝑜𝑜𝑔𝑙𝑒 𝐶𝑜𝑙𝑎𝑏𝑜𝑟𝑎𝑡𝑜𝑟𝑦 

development environment leveraging the power of free access 

𝐺𝑃𝑈 𝑟𝑢𝑛𝑡𝑖𝑚𝑒 and 𝐺𝑜𝑜𝑔𝑙𝑒 𝐷𝑟𝑖𝑣𝑒 for storing and accessing 

the dataset. Besides, the experimental setup for training/testing 

model has been configured as follows: 75% of the dataset  used 

for training (i.e., ~6000 images, here we used all images with 

100X, 200X, 400X magnifications from both classes for 

training), 25% of the dataset  used for testing (i.e., ~2000 

images, here we used all images with 40X magnification from 

both classes for testing), the number of epochs = 200, the 

number of steps per epoch (iterations)=200, the number of 

verbose=1 (i.e., one progress bar line per epoch), and the 

𝑏𝑎𝑡𝑐ℎ_𝑠𝑖𝑧𝑒 =  32. This configurations have been achieved 

using 𝑃𝑦𝑡ℎ𝑜𝑛/𝑚𝑜𝑑𝑒𝑙. 𝑓𝑖𝑡  & 𝑃𝑦𝑡ℎ𝑜𝑛/𝑚𝑎𝑡𝑝𝑙𝑜𝑡𝑙𝑖𝑏  libraries.  

Also, the plot for loss function comparing the behavior 

of training loss and testing loss obtained during the training 

process is presented in Fig. 8. It can be clearly seen, both 

losses are systematically decreasing while training proceeds 

with faster threshold obtained for the training loss after only 

25 epochs. However, the testing loss has saturated after 

almost 125 epochs of training process with less than 0.05 of 

MSE. This difference in saturation levels and threshold of 

training loss and testing loss is permitted to avoid 

underfitting or overfitting. 

 

Fig. 8. Training/Testing Losses vs. number of epochs 

Moreover, the plot for accuracy metric comparing the 

performance of training accuracy and testing accuracy 

obtained during the training process is given in Fig. 9. 

According to the figure, both accuracy curves are steadily 

increasing while training proceeds with faster ceiling level 

obtained for training accuracy after which recorded almost 

100% only after 25 epochs. While the testing accuracy level 

was fluctuating between 98% and 99.8% after 100 epochs 

recoding an average testing accuracy of  99% of overall 

testing accuracy. 

 

Fig. 9. Training/Testing Accuracies vs. number of epochs 

Finally, even though the exiting state-of-art researches 

for classifying the histopathological images dataset use 

different network configurations, learning policies, 

programming techniques, and computing platforms, 

however, we still can compare the classification system 

performance in terms of training and testing accuracy 

train 
test 

train 
test 
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metrics. Therefore, for better readability, we summarize the 

time accuracy metrics for related state-of-art research’s in 

the following table, Table I, in chronological order. 

According to the comparison of  the table, it can be seen 

that our proposed model has recorded an attractive result in 

terms of both training and testing accuracy showing 

superiority over all other compared methods. 

 TABLE. II. COMPARISON WITH STATE OF ART METHODS: ACCURACY METRIC    

Research Method Accuracy  

Gour et. al.,  

2020 [26] 

Customized  ResHist 

[152- Residual Learning‐CNN] 
84.34% 

Gupta et. al., 

2020 [27] 

Hybrid CNN 

[Employed Several Pre-Trained CNNs) 
93.27% 

Dabeer et. al.,  

2019 [28] 

Customized  

LeNet-5 CNN 
93.45% 

Sagar et. al.,  

2019 [29] 

Pre-Trained  

DenseNet201CNN 
98.30% 

Kassani et. al.,  

2019 [30] 

Pre-Trained Combined CNNs  

[DenseNet201+ VGG19 + 

MobileNetV2]  

98.13% 

Gandomkar et 

al., 

2018 [31] 

Pre-Trained  

ResNet-152 CNN 
98.77% 

Adeshina et. al., 

2018, [32] 

New Deep CNN/14 Layers  

(DCNN-14) 
 91.5% 

Han et al.,  

2017 [33] 

New Class Structure-Based  

Deep CNN  (CSDCNN) 
93.20% 

Sun, et. al,  

2017 [34] 

Pre-Trained  

GoogLeNet CNN 
95.00% 

Spanhol et al. 

2016 [35] 

Pre-Trained  

AlexNet CNN 
84.60% 

Proposed 

Method  

Pre-Trained  

ResNet-50 CNN 
99.10 % 

IV. CONCLUSIONS 

An efficient model for classifying the stained 

histological breast cancer images with high level of 

classification accuracy. To increase the robustness of the 

classifier, we employed the transfer learning of the powerful 

ResNet-50 CNN pretrained on ImageNet. The developed 

model makes use of 𝐵𝑟𝑒𝑎𝑘𝐻𝑖𝑠 dataset with 75% of the 

images used for training and 25% used for testing. Indeed, 

the proposed work provides a comprehensive model for 

medical image processing/classification from input layer to 

the output layer. Eventually, to our knowledge, the reported 

results are superior to the automated analysis of breast cancer 

images reported in literature [26-35]. 
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Abstract—Internet of Things (IoT) has emerged in many 
industries, such as health care, transportation, agriculture, 
manufacturing, smart homes, to name a few. It paves the path 
for massive applications on the user level to enhance the quality 
of life or service, and on the decision-makers’ level to provide a 
sustainable increase in revenue. IoT principally connects 
different physical objects (e.g., sensors) and enables them to 
communicate, collect, and share data. In the Era of IoT, 
Recommendation systems provide personalized 
recommendations based on the user's historical datasets 
collected from the IoT devices. These recommendations enable 
an efficient decision-making process by suggesting relevant 
products, resources, and information. This paper provides an 
overview of various multi-layers IoT architectures, and IoT-
based recommendation systems with an emphasis on their 
advantages, disadvantages, application domains, and validation 
metrics for quality assessment.  

Keywords—IoT, Architecture, Recommendation systems, 
Evaluation Metrics. 

I. INTRODUCTION  

The Internet of Things (IoT) has gained the attention of 
researchers as well as major industries and markets in the last 
few decades. IoT connects heterogeneous physical devices to 
collect data using (sensors, actuators, etc.). It uses the 
collected data in many applications to enhance the outcomes 
of a decision making process in various applications, such as 
Monitoring systems, healthcare, transportations, data storage, 
smart-homes. With the abundant size of IoT-related datasets, 
recommendation systems come to provide suggestions to 
users and enterprises or organizations. These 
recommendations are tailored to the user's preferences, thus 
enhancing the user's experience as well as the enterprises goal. 
Current  recommendation systems can be classified as 
content-based filtering, collaborative-based filtering, 
knowledge-based, demographic-based, and hybrid 
recommendation systems [1], [2].  

Content-based filtering system  [1] uses content 
information of the items to build the a recommendation model. 
It recommends items based on every user's profile and the 
history of decisions and preferences. It uses different models 
to find similarity between items. It is commonly used in 
videos, movies, and music recommendations. It can adjust to 
new profiles quickly. However, it has some limitations, since 
it requires a very well organized user's profile to provide a 
recommendation [3]. In contrast, Collaborative 
recommenders work as the word-of-mouth theory. They 

recommend information to the user's level considering similar 
preferences of other users [4]. A group of similar users is 
called neighbors, such that a neighborhood is a set of like-
minded users. Knowledge-based recommenders use an 
explicit knowledge about the users’ preferences, items’ 
classifications and user-item matching relations. This 
recommendation technique does not face the cold start 
problem that collaborative filtering recommenders face. 
However, it requires explicit recommendation knowledge 
definition [5]. Demographic-based recommender systems 
classify users according to their demographic features, such as 
age, occupation, and gender. Security and privacy issues are 
considered to be the main disadvantages of these models. 
Hybrid filtering systems combine two or more filtering 
techniques, and their main function is to mitigate the 
constraints faced by each filtering approach when used solely. 
For example, combining content-based filtering and 
collaborative-based filtering systems increase the 
recommendations’ precision [6].  

   Recommendation systems face challenges and constraints, 
such as (data scalability, data sparsity, and cold start). 

•  Cold start [7] rises when there is no enough history 
for the new user to find a match or to recommend a 
relevant value. This problem can be avoided using 
hybrid systems. 

• Data sparsity occurs when the user-rating matrix is 
sparse, and it is difficult to find similar users, hence the 
efficiency of the recommender is impacted. 

• Data Scalability is the increase of time and 
computational cost needed to process massive data [8]. 

In this paper, we review some IoT-based recommendation 
systems by highlighting their purposes, advantages, 
disadvantages, challenges, data sources, and methods. In this 
paper, section 2 introduces the concept of IoT and its 
architecture. Section 3 provides a literature of the existing 
proposed recommendation systems and its IoT applications, 
and section 4 presents evaluation metrics. Conclusion and 
future work are discussed in section 5. 

II. INTERNET OF THINGS – IOT 

IoT provides opportunities in industries as transportation, 
wearables devices, smart homes, healthcare [9], [10] to name 
a few. (Fig.1) for tracking, monitoring, and operating remote 
devices or things [11]. 
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Fig. 1.  IoT Market Applications 

 
IoT is an infrastructure with standardized and self-
configuring capabilities with interoperable communication 
protocols, where different devices “Things” have unique 
identifiers (UID), and they are integrated into the network 
[12]. The number of IoT connected devices is increasing 
dramatically; according to the connected devices statistics 
[13], there are 20 Billion connected units in 2019. IoT 
applications are classified as customer-based applications, 
such as (wearables, smart homes), infrastructure-based 
applications, like (smart environments and smart grid), and 
industrial-based applications, e.g. (smart retail, smart supply-
chain) [14]. IoT has also been involved in many energy 
management related solutions aimed to benefit both 
consumers and service providers and increase energy 
consumption efficiency [15]. This can be achieved by 
optimizing the usage with activating services like demand 
and response based on the data collected from IoT home 
power sensors/monitors [16]. IoT based smart grids 
empowered the consumers and enabled them to better control 
their consumption, and manage the “things/devices” 
batteries’ lifetime [17], [18], [19]. 

IoT is a multi-layered architecture that is proposed to meet 
business requirements and to ensure the interoperability of 
heterogeneous devices. These devices are connected in a 
heterogeneous mode, and they collect, process data and 
communicate this data in real-time [20]. There is no one single 
architecture model that is universally used. However, there are 
some proposed models with a different number of layers, for 
example (Three-layers architecture, Four-layers architecture, 
Five- layers architectures) [12], [21], [22], [23], Fig. 3 presents 
the different IoT architecture models, while Fig.4 
demonstrates the basic Three-Layer model. 

 
Fig. 3. IoT Architecture Models 

 
Fig.4. High-Level demonstration for the Three-Layers IoT Architecture 

The Three-layer architecture is the basic model. It was 
implemented in many applications such as (smartphone, 
power management, and E-health applications) [24], and the 
other two models are then introduced to meet the operational 
and functional complexity of IoT. Some of these architecture 
layers are defined next. 

• The Perception Layer has the interactions of physical 
sensors, actuators, identifiers, etc. Those physical 
devices have Radio Frequency Identification (RFID), 
which are used to detect and tag the objects/devices 
[25]. Perception Layer is responsible for collecting, 
measuring and controlling the data, then transferring 
them to the network layer. 

• The Network Layer is also known as the transmission 
layer and is responsible for routing the data using 
different transmission technologies, like (Bluetooth, 
WiFi, LTE, 5G, ZigBee). 

• The Service Layer provides the required services and 
makes decisions based on the received data. 

• The Middleware Layer contains diverse and massive 
data coming from the network layer for the analysis. 
Programmers’ role can be adopted in this layer to 
deploy different technologies like cloud computing, 
big data, etc. 

• The Application Layer contains the services requested 
by the customers—applications like data storage, 
devices’ behavior analysis, smart homes, smart 
healthcare systems, etc. 

• The Business Layer manages the whole IoT model. It 
generates flowcharts, graphs, and statistics based on 
the data received from the Application Layer. It also 
measures every layer’s output against the expected 
outputs. 

III. IOT-BASED RECOMMENDERS  

The volume of collected and produced data has eventually 
increased in the Era of IoT. Recommendation systems are 
deployed in different IoT domains, such as smart homes [26], 
healthcare [27] [28], agriculture [29], and intelligent 
transportation [30] [31] to create meaningful information or 
patterns that lead to reasonable decisions. In the following, we 
provide an overview of the application of recommendation 
systems in the IoT environment with focus on three main 
applications as healthcare, E-commerce, and smart 
transportation. 
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A. IoT in Healthcare – Recommendation systems 

Smart health applications have attracted researchers in the last 
years since users started to use smart devices to share 
information with other devices and networks. Some 
researchers introduced recommendation systems to provide 
health services and improve the quality of living, such as 
remote diagnostics, remote provision of care, distant medical 
reports, etc. In [32] the importance of smart healthcare 
systems and how patients can proactively contribute to those 
systems is called "patient-centric solutions". They have used 
the data provided by patients' preferences, patients' health 
conditions, and the city routing information to create a 
recommendation system that recommends the city routes that 
work best for the citizens. In [33] a novel recommender 
system based on IoT applications is developed to tackle age-
related health issues. Authors have collected user information 
using IoT technology and then recommended quality life 
solutions to the patients (step counter, wristband, virtual 
Nurse, etc.). They used supervised and semi-supervised 
algorithms and applied them to data collected from sensors 
measuring blood pressure, thermometers, heart rate, etc. In 
[34], they have developed an IoT-based recommendation 
system, which diagnoses cardiac disease symptoms and 
produces dietary plan recommendations. The authors used 
biosensors to collect the needed information and evaluated 
their recommender results using precision, recall, and MAE. 
In [35], recommenders like ProTrip are proposed with new 
functionality that helps travelers with their diet's chronic 
diseases by introducing health-centric e-tourism 
recommendations. The authors tailored the application 
interface to meet the needed data representation according to 
the customers' profiles. In [36], an IOT-based recommender 
system provides diet plans to patients using Type-2 Fuzzy 
logic ontology. The authors used wearable sensors to extract 
information about the patients' health conditions. 
Recommendation systems aim to benefit users and individuals 
in all aspects, including Well-being. Since there are many 
wearable devices that support day-to-day fitness, nutrition, 
and physiological health, these devices are producing signals 
that are being collected and analyzed to understand the 
physical and emotional states of the users. [37] designs a 
recommendation system that promotes user happiness, and 
they called it “IAMHAPPY”. They built a web-based 
repository for the emotional states, and they recommended 
naturopathy recommendations to ease the minor discomforts 
that users face. In [38] the researchers tackled the depression 
conditions and developed a mobile application to collect 
emotional-related data for users. They used 1047 volunteers’ 
data to train their model using supervised algorithms, and then 
they designed a recommendation system to recommend 
personalized solutions for the users. Table 1 provides a 
comparison between some healthcare recommender systems. 

B. IoT in E-Commerce – Recommendation Systems 

Nowadays, everyone uses smart devices in their day to day 
life (smartwatch, smartphone, smart tooth-brush, smart 
washer, etc.). Utilizing the collected e-business data, plenty of 
recommenders in E-commerce are provided. In [39], a mobile 
application to identify the list of smart physical objects that 
customers use is proposed, then the inventories are used to 
recommend further users’ needs. In [40], a recommendation 
system that recommends IoT devices to the users based on 
their interests is introduced. They used the similarity between 
users, services, and devices to recommend IoT objects 
accordingly using data sets from IoT providers (Telus, 

BlueRover, and Libelium). They defined relationships 
between the three components of their recommender (devices, 
users, and services), and evaluated their results using 
Precision, Recall, and root mean squared error (RMSE). The 
authors in [41] focused their studies on developing an IoT 
platform for real-time recommenders used for the tourism 
domain. They designed an IoT platform that recommends new 
items using geofencing as a user context, aimed to develop 
unique experience and exposure that connects the tourists with 
their surroundings. A novel Tourism recommender was also 
developed in [42] using route mining algorithms and travel 
behavioral data. The authors collected travel behavior 
information by operating tourists’ smartphones and based on 
the tourists’ behavior patterns. They recommended travel 
routes based on the travelers’ profiles. Authors chose a 
candidate like a park or a museum with sightseeing areas, and 
then, they installed Bluetooth low energy devices to locate the 
tourists. In [43], authors tackled problems in recommender 
systems such as the data sparsity, and they developed 
recommenders by adopting Word2Vec, which can be used to 
extract information and semantics from users’ comments 
ratings. The recommendation system relies detecting the 
feedback from users’ comments using semantic analysis and 
reducing the dimensionality to increase accuracy and speed. 
Some of the state-of-art E-commerce recommendation 
systems are shown in Table 2. 

C. IoT in Smart Transportation – Recommendation Systems 

In [44], a recommender system based on IOV (Internet of 
Vehicles) is proposed to adopt fog computing and use content-
based filtering to recommend places. They adopted a fog 
computing environment aiming to provide users with the 
needed recommendations in terms of low latency and high 
accuracy. In [45], a Mobility Recommender System is 
developed to help users with their mobility by providing an 
effective End-to-End solution that matches their needs and 
aligns with the city regulations. In [46], the authors reused 
CityPulse framework that supports smart city services, to 
develop a proof of concept for a public transportation 
improvement planner. [47] a parking violation management 
recommender was designed, aiming to increase the officers’ 
productivity by recommending the least cost routes to find the 
parking violations. Also, in [48] an android mobile application 
for suggesting available parking slots was developed, taking 
different contextual attributes such as (parking facilities, 
walking distance, weather conditions, etc.). The authors 
utilized Context-as-a-Service (CoaaS) framework and 
evaluated their model using precision/recall. In [49], a parking 
conflicts’ solution was proposed, by providing a periodical 
recommendation to the nearest available parking slot, so that 
the users can drive their cars to it, quickly. The authors 
considered users’ preferences such as (preferred zone, and 
shopping zone). Table 3 shows a comparison between various 
smart transportation recommenders. 

D. Dicussion 

We can observe the following discussion points from the 
summarization provided in Tables 1-3: 
• There is a research need to address user privacy and 
protecting users’ data from any malicious activity in the 
current recommendation systems.  
• Most of the used datasets are simulation data. 
• There are a few research studies conducted in the area of 
well-being and mental health-related personalized 
recommendation. 
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Table 1: IoT-based HealthCare Recommendation systems

Paper Recommendation 
approach 

Recommendation 
algorithm 

Similarity 
measures 

Dataset  Recommendation 
results 

Evaluation 

[32] 
Collaborative 

filtering- Memory 
based 

K- nearest neighbor 
Euclidean 
distance 

Route 
database 

from city of 
Tarragona in 
Barcelona, 

the other data 
were 

simulated 

Smart City routes for 
citizens/patients based 
on their preferences 

MAE 

[33] 

Collaborative 
Filtering 

K- nearest neighbor 
Simplified 
proposed 
similarity 

Dataset from 
well-

established 
m-health 

application 
was used 

Life solutions/devices 
like (step counters, 
wristbands) 

 _ 

 
Content Based 

filtering 
_ 

Jaccard 
Similarity 

Virtual Nurse 

[34] 
Hybrid filtering 

system 
_ _ 

Well-
renowned 
hospital 

1. classification to 
cardiovascular disease 
based on the data 
collected from bio 
sensors 
2. dietary plans 
recommendations 
based on gender and 
age. 

Precision, 
Recall and 

MAE 

[35] 
Hybrid filtering 

system 
_ _ 

1. Climate-
Based dataset 

2. Food 
information 

dataset 
3. User 
Dataset 

dietary plans to the 
travelers who have 
chronic diseases 

Precision, 
and Recall 

[36] Fuzzy ontology Fuzzy Ontology _ 
Dataset for 

drugs 
information 

Recommending drugs 
and diets to patients 
with certain chronic 
diseases based on the 
health condition 

Precision, 
and Recall 

[37] _ _ _ Simulation 
recommend 
naturopathy remedies 

Users' 
feedback 

[38], 
[39] 

Collaborative-based _ _ 
Volunteer 

data 
(Simulation) 

Personalized 
recommendation  
for depression's 
solutions 

Users' 
feedback 
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                                                  Table 3 : IoT- based Smart Transportation Recommendation systems 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Paper 
Recommendation 
approach 

Recommendation 
algorithm 

Similarity 
measures 

Dataset  
Recommendation 
results 

Evaluation 

[40], [41] 
Collaborative 
Filtering 

_ 
Pearson 
Correlation 
Coefficient 

Gathering 
data from 
companies 
like (Telus, 
Libelium, 
BlueRover) 

Recommends IoT 
smart objects based 
on the users 
interests. 

Precision, 
Recall and 
RMSE 

[43] 
Collaborative 
Filtering 

_ _ 
Amazon 
dataset 

recommends movies 
and TV shows based 
on the users' 
comments and 
ratings 

MAE and 
RMSE 

[42] 
Content_Based 
Filtering 

_ _ Simulation 

Travel routes based 
on the travelers' 
profiles and 
behavior patterns 

Rating 
questionnaires 

Paper 
Recommendation 
approach 

Recommendation 
algorithm 

Similarity 
measures Dataset used 

Recommendation 
results Evaluation 

[44] 
Content_Based 
Filtering 

Nearest neighbor 
Euclidean 
distance 

Simulation Recommendations 
based on user 
score matrix 

MAE and 
RMSE 

[45] _ _ _ 

Public 
transportation 
map, and city 
regulation  

recommends 
suitable routes and 
parking spaces 
whether on or off -
street 

_ 

[49] Content_Based 
Filtering 

_ 
Minkowski 
distance 

Simulation 

Parking conflicts 
reduction by 
providing periodic 
recommendations 
for available 
parking slots 

Precision, 
Recall and F 

measure 

[48] Context aware _ 

Boolean, 
continues, 
semantic, 
similarity 

Monash 
University 
parking data 

Recommendation 
for Parking slots 

Precision/Recall 

[46] Context aware  _ _ 

URBUS 
provider in 
Brasov, 
Romania 

Planner for Public 
transportation 

_ 

[47] _ _ _ 

Simulation on 
parking 
sensors 
collected data 
in the City of 
Melbourne 

Recommendations 
for the least cost 
paths to officers to 
find parking 
violations 

Defined 
performances 

metrics such as 
(Average issued 

tickets ratio, 
number of 

issued tickets 
per hour) 
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IV. RECOMMENDER SYSTEMS EVALUATION METRICS 

As we rely on recommendation systems to provide 
essential decisions, evaluating the recommendation systems’ 
performance is a critical task. The most systematic way for 
evaluation is to divide the dataset into train and test sets, build 
a model on the training set, and then use the test set for 
assessment.   Metrics as MAE (Mean Absolute Error), RMSE 
(Root Mean Squared Error), Precision, and Recall are 
commonly used to quantify the performance of IoT-based 
recommenders. Other evaluations may need the users’ 
feedback in the form of questionnaires, or studies [50]. 

• Mean Absolute Error (MAE): It is an averaged 
measure between the recommender’s predicted 
values/ratings, and the users’ observed values/ratings 
[51]. The lower the MAE value is, the higher the 
recommender’s correctness. 

     MAE = 
∑ |ି|సభ   : is the observed users’ values/ratingsܤ  : is the predicted values/ratingsܣ (1)                                   

n: is the number of evaluated ratings 

• Root Mean Square Error (RMSE): The RMSE 
measures the squared root of the deviations between 
residuals, where residuals are the difference between 
the predicted values/rating and the observed 
values/ratings [51] . 

                    RMSE=ට∑ ሺିሻమసభ                                   (2) 

•  Precision and Recall: Precision is the value of the 
used predicted recommendations by the users, to the 
total recommended values. Recall measures the used 
predicted recommendations to the total relevant 
values [6]. 

                 Precision =
௦ௗ	ோௗௗ	௩௨௦்௧	ௗௗ	௩௨௦                    (3) 

                Recall =
௦ௗ	ோௗௗ	௩௨௦்௧	௩௧	௩௨௦                          (4) 

•  F-measure is also called “F1-score”, measures the 
harmonic mean of both precision and recall measures 
[7]. 

                F-measure = 2 × ௦	×	ோ௦	ାோ                        (5) 

V. CONCLUSION AND FUTURE DIRECTIONS 

Recommendation systems play an essential role in our 
daily lives. With the increase of IoT connected devices, the 
amount of data has dramatically increased. This has created 
enormous potential for recommendation systems in many 
industries and domains to provide tailored recommendations 
for users. These recommendations are used to improve 
patient’s quality of health, customer shopping experience, or 
enhance the traveling plans, to name a few. In this paper, we 
have discussed the IoT context along with its architecture. We 
have also reviewed some developed recommendation systems 
in healthcare, e-commerce, and other domains of smart 
transportation in the IoT environment, along with its promises, 
pitfalls, and directions. Future work includes different domain 

applications, large-scale recommendation systems, and 
unsupervised machine learning recommenders.  
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Abstract— Recently, speech recognition is one of the most 
advanced research topics in the world. Many recent research 
papers have proven the power of deep neural networks in speech 
recognition systems. The main purpose of this paper is to 
identify isolated words in Dari speech using deep learning 
algorithms. This research is one of the new studies in Dari 
speech recognition and focuses on one-word speech recognition. 
This collection uses our audio files as a database because there 
were no Dari language databases on the market at that time. In 
this paper, the Convolutional Neural Network (CNN) is 
implemented to detect automatically isolated words in Dari. 
Besides, it uses Mel frequency coefficients (MFCC) to learn the 
representation of features during training. This model achieved 
88.2% in the test set. The results show that the model can predict 
samples of words seen during training with high accuracy. 
However, it is somewhat trying to generalize terms outside the 
scope of training data and very noisy examples. 

Keywords—speech classification, Dari, convolutional neural 
network, deep neural network, speech recognition 

I. INTRODUCTION  

Anyone using technology devices is usually faced with 
speech recognition systems such as automatic dictation, 
human-computer dialogue, speech-to-speech translation, 
system control, etc. Researchers have already evaluated many 
alternative algorithms to enhance this technology and discover 
more precise algorithms. In the past few years, deep learning, 
a specific subfield of machine learning has been a subject of 
intense media hype and achieved impressive results in speech 
recognition like its outstanding outcomes in alternative natural 
language processing themes, image processing, and other 
research articles [11, 12, 13]. 

Although there are several studies in speech recognition 
technology for numerous human languages, there is still a gap 
for Dari Language. This study develops an automatic speech 
recognition system in the context of Dari speeches using 
MFCC for feature extraction and deep CNN for prediction and 
classification tasks. Moreover, there is not any dataset of Dari 
language for this context. Therefore, in the early stages of this 
analysis, we prepared a collection of 2753 audio records. 

II. RELATED WORKS 

Much research has been done on the implementation of 
deep neural networks in speech recognition programs. As an 
example, A. Graves et. Al. [1] represented the efficiency of 
combining deep, bidirectional Long Short-term Memory 
(LSTM) RNNs with end-to-end training and weight noise on 

the TIMIT phoneme recognition benchmark that reduced test 
set error rate to 17.7%. Similarly, [3] showed that CNN 
outperforms in speech recognition context and reduces the 
error-rate. Some of the studies focused on improving accuracy 
for large vocabulary speech recognition while some other 
researchers focused on leveraging the power of deep learning 
in context-based speech recognition. G. E. Dahl et. al. [2] 
proposed a novel context-dependent pre-trained deep neural 
networks model. Their investigated model had higher 
sentence accuracy and lower relative error compared to the 
former proposed conventional context-dependent Gaussian 
mixture model. 

In recent years some natural processing language 
researchers started research on Persian NLP. They used 
different methods and developed several models. One of the 
best projects is Navisa [8] Persian continuous speech 
recognition system. [7] proposed a model for isolating Persian 
spoken words that were evaluated on the first interactive robot 
with Persian commands in 2008. Another research [4] 
employed MFCC and a multilayer perceptron feed-forward 
artificial neural network to distinguish vowel and consonant 
characters in Persian speeches. They used the Persian 
Consonant-Vowel Combination dataset that consists of 20 sets 
of audio samples from 10 speakers and implemented MFCC 
on every partitioned sound sample. Farsi LTS (letter to the 
sound system) [5] is a system that translates Persian letters and 
words to speak. The researchers used neural networks with 
rule-based and MLP layers. Subsequently, they obtained 61% 
to 87% conversion accuracy. Likewise, S. Malekzadeh [6] 
utilized MLP deep learning algorithms to detect Persian 
phonemes by artificial intelligence and improve voice signal 
processing.  

III. DATA PREPARATION 

This research formed a new data set called Isolated Dari 
Speech Database, the first Dari-speaking audio data set, 
because we could not find any product on the Internet, as 
mentioned in the first section. The dataset contains 2753 one-
second long utterances of 20 short words, by several people 
including both male and female. The files are classified into 
20 classes each represents a common word or command in 
Dari. The categories are Gol, Salaam, Qand, Jaan, Nek, Dast, 
Paa, Bebin, Boro, Beeyaa, Beradar, Khaahar, Haazer, Bad, 
Bogoo, Boot, Cheshm, khoob, Boo, and Goft. Fig. 1 lists all 
classes within our dataset and Fig. 2 demonstrations the 
distribution of each class. In addition to preparing the audio 
sets, data augmentation was used to reduce overfitting, 

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

110



artificially synthesizing new training data and increase the size 
of training sets. We structure our data in a csv file where name 
of audios is listed with their specified label. Fig. 3 shows the 
metadata for each record of the employed corpus. Similarly, 
Fig.4 demonstrates an example of depicting words within the 
corpus as the raw waveform. This study used supervise 
learning techniques and employed labeled dataset to train the 
models. 

 

 
Fig. 1. Classes within dataset 

Fig. 2. Class distribution 

 
Fig. 3. Metadata example for each prepared Dari sound in the dataset 

 
Fig. 4. A sample depicting the word “Jaan” as the raw waveform 

 
Fig. 5. Time series, Fourier transform, Filter bank coefficient and MFCC of 
an audio in Paa class 

 

IV. DATA PREPROCESSING 

We have pre-processed the audio data before using them. 
Hence, in the first step, we normalized the sounds to range 
from -1 to +1. We changed the audio signals to mono because 
all sounds are considered on one channel only. To extract 
features from the raw waveform, we used spectroscopy, log-
Mel filter banks, and Mel-Frequency implantation coefficients 
(MFCCs) from stereotyped samples to convert the raw 
waveform to a time-frequency domain [9] (see Fig. 5). These 
features are considered as the inputs for neural nets [10]. 
Moreover, we transformed the data to numeric vectors and 
subsequently split the dataset into two separate sets of training 
and validation 80% and 20% respectively. 
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V. DEEP NEURAL NETWORK MODELS 

Our model is based on CNN to classify utterances and 
predict associated text. The CNN model consisted of four 
blocks containing two-dimensional convolutional layers. The 
following layer is a two-dimensional max pooling layer with 
a 50% dropout and three dense layers. This model utilizes the 
ReLU activation function. The number of features, frames, 
and channels are the input shape of the first layer. The entire 
layers have a kernel size of 3 throughout the network. The 
model has 16 convolutional filters in the first layer that is 
doubled in the proceeding layers. The output layer is a dense 
layer with an output size of 20 and Softmax activation 
function as exposed in Fig. 6. The total amount of parameters 
in the network is roughly 45.892 thousand. 

 

 
Fig. 6. CNN model architecture summarization 

VI. MODEL EVALUATION AND DISCUSSION 

The model was evaluated based on both training and test 
set accuracies including 80% and 20% of the samples. This 
model obtained overall accuracy of 88% and 0.45 validation 
loss compared as shown in Fig. 7. 

For this study, we evaluate the best performance of the models 
by decreasing and increasing the number of dense layers, 
pooling layers, dropouts, and kernel size. Finally, the best 
options were selected for this research as described in previous 
sections. However, the impressive accuracy result, 88% on 
testing data, for CNN model was achieved through resampling 
the audio sample rate to 8000, changing dimensionality of the 
model to two and increasing the kernel size both in 
conventional and pooling layers. 

 

 
Fig. 7. CNN model: training and evaluation loss 

VII. CONCLUSION AND FUTURE WORK 

In this paper, the effectiveness of the MFCC feature 
extraction technique and the deep CNN model along with 
sensible training techniques for Dari one-word Dari speech 
recognition is demonstrated. This is a preliminary study of 
Dari natural language processing, and more research is needed 
to deal with very noisy examples and unsupervised Dari 
words. In addition, we used the limited vocabulary of Dari 
words. However, the implementation of more continuous and 
accurate models requires a very large corpus. Providing a 
collection of information enriched by the Dari speeches and 
creating more effective and accurate models are the future 
work of this research. 
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Abstract— The National Center for Missing & Exploited 
Children estimated that 161 AMBER Alerts were issued in the 
U.S. involving 203 children in 2018, where 85% had involved 
vehicles and in Florida, 136 Silver Alerts were issued in 2008-2009. 
The details of broadcasting in Amber and Silver alerts are color, 
type of the vehicle, vehicle license plate numbers, and car brands. 
This paper is focused on classifying and detecting vehicle types, 
colors, and license plates. Currently, a child and older adult were 
rescued when someone recognized the vehicle in the alert. This 
paper proposes to design a Machine Learning model to classify the 
vehicle’s colors, types and recognize each vehicle’s license plate 
from camera feeds under different weather conditions and to find 
possible matches involved in these emergency alerts for the safe 
return of a child and older adult. Vehicle types include seven 
classes such as SUV, Sedan, Truck, Bus, Microbus, Minivan, and 
Motorcycle. Vehicle colors include eight classes: green, blue, 
black, white, gray, yellow, white, and red. When an Amber or 
Silver signal is broadcast, the proposed design checks with the 
vehicle’s specifications and extracts the color and type of the 
vehicle. The model then recognizes the vehicle’s license plate of 
specific vehicle’s color and type using image processing techniques 
and give notification of detected vehicle. Implementing CNN, real-
time object detector YOLO, and character recognition model will 
improve detection and classify vehicle’s type, color, and recognize 
license plate numbers and letters accurately under different 
environmental conditions for Amber and Silver alert emergencies. 

Keywords— Vehicle, classification, detection, CNN, YOLO, 
Amber alert, Silver alert 

I. INTRODUCTION  

Various research has been done on vehicle classification 
using Image Processing and Machine Learning in different 
applications like traffic monitoring, traffic surveillance 
systems, and vehicle tracking [1]. The paper is focused on 
Amber/Silver Alert emergencies. The vehicle’s color and type 
of vehicle are primarily considered for the project. An 
appropriate color range will need to be defined to process the 
colored images and match the classification of color for each 
individual vehicle. The authors in [2] explored different color 
spaces like the Hue-Saturation-Value (HSV), International 
Commission on illumination (CIELAB) and Red-Green-Blue 
(RGB) for vehicle color recognition. These techniques will be 
considered in this work as an image pre-processing phase that 

transforms images to improve accuracy performance of the 
Machine Learning models. 

Datasets and pre-processing include those discussed in [2] 
will be used as it shows challenging due to the noise caused by 
illumination variation, haze, and overexposure for vehicle’s 
types and colors classification. The first step of the data pre-
processing is to apply different image processing techniques to 
improve image quality. Researchers in [3] and [4] applied dark 
channel prior (DCP) to remove haze and contrast-limited 
adaptive histogram equalization (CLAHE) to enhance color 
contrast. Proper image enhancement and haze removal can help 
classification systems to obtain better accuracy performance. 
Features can be extracted using conventional image processing 
techniques such as Histogram of Oriented Gradients (HOG) [5], 
color histogram and pre-trained Convolutional Neural Network 
(CNN). 

The proposed approach includes two experimental design 
methods—first, design two CNN models to classify the vehicle 
types and another for the vehicle colors. CNN provides proven 
results in computer vision and image recognition tasks. Second, 
design a real-time object detector using YOLO to improve 
detection, and classify vehicle’s type and color accurately under 
different environmental conditions for Amber/Silver alert 
emergencies. The model, which produces faster detection and 
classification accuracy, can be integrated within current camera 
highway systems. The snapshot images will be stored; then, the 
character recognition model can help identify the numbers and 
letters in the license plate of specific type and color, and check 
if it matches the character sequence from the emergency notice. 
This can help authorities detect target vehicles with a faster 
detection response and bring a child or elderly safe back home.  

II. BACKGROUND 

The United States Amber Alert program began in Dallas-
Fort Worth, Texas, and it has grown into a program at both state 
and federal levels [6]. This program was eventually taken to the 
National Center for Missing & Exploited Children (NCMEC) 
to request a national initiative. The Amber alert system allows 
the broadcasters and transportation authorities to immediately 
distribute information about child abduction to the public 
through the wireless Emergency Alert System. It also enables 
the entire community to assist in the search for safe and 
recovery of the child.  
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A Silver Alert is a public notification system in the United 
States to broadcast information about missing persons – 
especially senior citizens with Alzheimer's disease, dementia, 
or other mental disabilities to aid in locating them [7]. The 
United States Silver Alert program began in Oklahoma, and it 
has grown into a program at both state and federal levels. A 
Silver Alert works in much the same way as an Amber Alert for 
missing children. When a senior or someone with cognitive 
impairment goes missing, their description and last known 
whereabouts are sent to law enforcement and media to help 
bring about their safe return. Public information in a Silver 
Alert usually consists of the missing person’s name and 
description and a description of the missing person's vehicle. 
As of December 31st, 2018, there have been 956 successful 
recoveries of children by the Amber Alert Program, where 85% 
involved vehicle identification. The retrieval rates resulting 
from Silver Alert shows more than 90% success level. For 
example, in North Carolina, 128 Silver Alerts were issued in 
2008. Of these, 118 seniors were safely recovered, which 
results in a 92% success level.  

 
Fig. 1 shows the details of broadcasting in Amber and Silver 

alerts are color, type of the vehicle, vehicle license plate 
numbers, and car brands involved in child abduction. Once the 
alerts are issued, the time taken to recovery is over twelve hours 
for children in 27 cases. More recovery time is due to the time 
is taken for someone to recognize the vehicle involved in child 
abduction and authorities to bring back child or elderly safe 
back home. 

 

 
Fig. 1.  Broadcasting of an Amber Alert in a Digital Highway Sign [8] 

A. Vehicle Colors Classification 

The authors in [9] proposed a feature context approach to 
identify vehicle color. Created their datasets on urban roads, 
contains 15,601 vehicle images with eight classes of vehicle 
color. The dataset is very challenging due to the noise caused 
by illumination variation, haze, and overexposure. Images are 
taken in frontal view by a high-definition camera. The authors 
adopted different pre-processing techniques like haze removal 
to remove haze and color contrast to improve the image’s 
quality. They achieved an average accuracy of 90.68% using 
the Support Vector Machine (SVM) classifier.  

The authors in [10] used the dataset in [9] to classify eight 
classes of vehicle color using the Convolution Neural Network 
(CNN). The CNN model learned classification based on color 
distribution. They convert the input image into two different 
color spaces using the Hue-Saturation-Value (HSV) and the 
International Commission on illumination (CIELAB) 
transformations. They experimented with different color spaces 
such as Red-Green-Blue (RGB), HSV, and CIELAB. Achieved 
an accuracy average of 94.47% in RGB color space, which 
outperforms the dataset in [9] using a feature context approach. 

Researchers in [11] used a CNN architecture to classify 
vehicle types with four classes (small, medium, large, and 
unknown) and vehicle color with seven classes (black, blue, 
white, green, yellow, red, and unknown). They extracted 914 
vehicle images from surveillance videos. The authors compared 
their method with previous work that utilized decision trees, 
random forest, and DNN classifier. The results show that the 
classification of vehicle type accuracy increased by 1.8%, and 
vehicle color increased by 0.8%. The drawback is that they did 
not consider the environmental condition and fine-tuning with 
different hyperparameters. 

B. Vehicle Types Classification 

Researchers in [12] proposed a modified YOLOv2 network 
structure to classify vehicle types with eight classes by a multi-
layer feature fusion strategy. The strategy means global and 
local features of one layer are fused so that model can 
distinguish tiny differences among vehicle types and removed 
repeated convolution layers in the higher ends. The authors used 
two datasets such as the Beijing Institute of Technology (BIT) 
Vehicle dataset containing 9,580 vehicles, and the Comp-cars 
Dataset containing commercial vehicle images (1,687 vehicles) 
and from road surveillance cameras. It contains only Sedan and 
SUV type of vehicles with just over 40,000 image samples. It 
includes day and night scenes, but there is no noise background, 
rain, and other weather conditions. The authors compared their 
model with YOLOv2 and showed a mean average precision of 
94.8%.  

The authors in [13] proposed an improved YOLOv2 
network structure for Multi-scale detection in varying vehicle 
sizes. They proposed a Ratio k-means (R k-means++) 
clustering algorithm that generates anchor boxes to improve 
location accuracy. They proposed a Focal Loss to reduce the 
negative influence on training resulting from an imbalance 
between vehicles and background for training the model to 
decrease the imbalance between vehicles and background noise 
by adjusting hyper tuning focusing parameters such as gamma 
and alpha. Experimented with the BIT-Vehicle dataset and 
achieved a 97.3% mean average precision. The main drawback 
is that they did not consider environmental conditions. 

C. Licence Plate Recognition 

The authors in [14] proposed an automatic number plate 
recognition system using image processing technology to 
identify the vehicles. They used various image processing 
techniques such as Grayscale Conversion, Noise Filtering, 
Image Binarization, Histogram Equalization, and Template 
Matching. They recognized characters and numbers in the 
license plate using MATLAB. Researchers in [15] proposed an 
Adaptive Technique for Computer Vision-Based Vehicles 
License Plate Detection System. Three module includes 
Detection of a license plate, Segmentation of Characters, and 
Text Box Generation. They achieved an average accuracy of 
78.2% using MATLAB.  

Deep Learning has proven to be fast technique for vehicle 
detection and accurately classify vehicle’s color and type. The 
character recognition model will help identify the right vehicle 
by correlating the license plate of specific vehicle’s type and 
color involved in alerts. 
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III. DESIGN PROCESS AND COSIDERATION 

The workflow model shows in Fig. 2 includes collecting 
datasets, data pre-processing, feature extraction, vehicle 
detection, classification, image processing and character 
recognition. 

 

Fig. 2. Workflow of proposed vehicle colors, types classification and License 
plate recognition Model 

A. Datasets 

The first step for the Machine Learning model is to collect 
the best vehicle image datasets considering different 
environmental conditions like lighting and illumination with 
different viewpoints. Several datasets will be used for training 
for vehicle color and vehicle type classification. Some of the 
datasets are discussed in the following subsections. 

a) Comprehensive Cars (CompCars) Dataset: 
CompCars dataset will be used to evaluate the vehicle type 
model. It contains some surveillance of 50,000 car images that 
suffered from significant variations in illumination due to 
differences in traffic imaging conditions, making the 
recognition of vehicles from the frontal-view surveillance data 
more challenging. The actual size of the original images is 
800x850 pixels in resolution. It includes twelve types of cars: 
MPV, SUV, hatchback, sedan, minibus, fastback, estate, 
pickup, sports, crossover, convertible, and hardtop convertible 
[16]. Dataset is shown in Fig. 3 can be used for vehicle types 
and colors by labeling using tools such as LabelImg and 
Labelbox.  

 

 
Fig. 3. Examples of surveillance data images from [16] 

b) Vehicle Color Recognition Dataset: The authors in [9] 
used a dataset consisting of 15,601 vehicle images with eight 
classes of vehicle color, which are black, blue, cyan, gray, 

green, red, white, and yellow. The dataset is very challenging 
due to the noise caused by illumination variation, haze, and 
overexposure. Images are taken in frontal view by a high-
definition camera, and  Fig. 4 shows the vehicle color 
classification example. Vehicle color images will be label using 
labeling tools. 
 

 
Fig. 4. Examples of images from [9] are noisy and brightness constancy 

B. Data Pre-processing 

Data pre-processing aims to improve vehicle images by 
removing haze and enhancing color contrast of image features, 
thereby improving the performance of the proposed 
classification. The pre-processed image is fed to the Machine 
Learning models for training and testing images. 

a) Haze Removal: Hazy weather conditions pose the 
most common problem in surveillance systems, reducing the 
clarity in traffic images resulting in low accuracy of vehicle 
recognition and detection. The dark channel prior (DCP) is 
based on the property of “dark pixels,” which have a very low 
intensity in at least one-color channel, except for the sky region. 
As for effectiveness in dehazing, the majority of new dehazing 
techniques have adopted the DCP. The DCP-based dehazing 
techniques are composed of four significant steps: atmospheric 
light estimation, transmission map estimation, transmission 
map refinement, and image reconstruction. 

b) Enhance Contrast: It is an enhancement technique to 
improve the contrast in an image by stretching the range of 
intensity to obtain the full range of pixel values. Contrast-
limited adaptive histogram equalization method CLAHE has 
proven the highest accuracy of object detection. It will be used 
for image enhancement. Proper image enhancement can help 
classification systems to obtain better accuracy performance 
using OpenCV in Python. 

c) Noise Filtering: The image is filtered using median 
filter to remove the noise, while preserving the sharpness of the 
image. The filter can be used a non-linear filter where it 
replaces each pixel with a value obtained by computing the 
median of values of pixels.. 

C. Proposed Experiment Method-1 

a) Feature Extraction: Feature extraction of vehicle 
types includes a bounding box (x-coordinate from top left 
corner, y-coordinate from top left corner, width, and height) and 
the ratio of a vehicle over background. Feature extraction of 
color includes different color spaces like HSV and RGB. 
Features can be extracted using image processing techniques 
such as HOG, color histogram, and pre-trained CNN. 
Convolution layers in CNN architecture will be used to extract 
feature maps. These extracted features will be sent to the 
classification model and measure accuracy performance using 
OpenCV in Python. 
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b) CNN Architecture: The development of the 
architecture includes defining the number of nodes and size of 
filters in the convolution layer, pooling layers, activation 
functions, number of nodes in the fully-connected layers, and 
number of dropout layers. Two CNN models will be used to 
classify the vehicle type and another for the vehicle color. The 
last layer of vehicle type and color classification contains ten 
neurons each. Designing a proper CNN model will be based on 
trying several kinds of research approaches applied different 
CNN models [17], such as the VGGNet and the AlexNet 
models. The model performance can be increased by tuning the 
hyperparameters, such as the learning rate, batch size, 
optimizer, and the number of epochs. Searching CNN’s suitable 
hyperparameters that could make the performance of the 
classifications be more accurate and stable. Fig. 5 shows the 
workflow of Experiment Method-1 using CNN. 

 
Fig. 5.  Workflow of Experiment Method-1 using Two CNNs 

c) Character Recognition: The main goal of the proposed 
Character Recognition model is to recognize the vehicle’s 
license plate letters and numbers accurately from the captured 
vehicle image. The process of executing the character 
recognition model includes Image Acquisition and Image 
Processing. The process implementation is discussed in the 
following sections. 

1) Image Acquisition: The snapshot of the captured 
image will be used as input to the proposed recognition model. 

2) Image Processing: Researchers in [18] applied 
different image processing techniques to recognize characters 
accurately. It includes Grayscale Conversion, Image 
Binarization, Edge Detection, and Template matching. These 
image processing techniques will be implemented using Python 
and OpenCV, which are discussed in the following sections. 

a) Grayscale Conversion: The first step of processing is 
to convert the captured image of RGB to grayscale images to 
identify the characters of the plate easier and make further 
processing simpler. The gray color is one in which the red, 
green, and blue components all have equal intensity in RGB 
space. Therefore, it carries only intensity information for each 
pixel.  

b) Image Binarization: Image binarization is a process to 
convert an image to black and white. In this method, a certain 
threshold is chosen to classify specific pixels as black and 
individual pixels as white. Thresholding is to segment the 
license plate characters from the background. 

c) Edge Detection: Edge location is the principal 
technique for feature extraction. Distinctive edge identification 
such as Canny, Sobel, Prewitt, and Roberts cross can be utilized 
for edge recognition. Edge detection is to discover pixels in the 
image where edges are searching for discontinuities in angles. 

d) Template Matching: The Template Matching 
technique is to recognize characters accurately and shows the 
similarities between a given template and the image that should 
be matched with it. The character recognition model can 
identify numbers and letters in the license plate of specific type 
and color, and check if it matches with the character sequence 
from the emergency notice. 

D. Proposed Experiment Method-2 

In the proposed experiment Method-2 YOLO9000 will be 
used for vehicle color and type classification. Fig. 6 shows the 
workflow of Experiment Method-2 using YOLO9000. The rest 
of the process is described back on the Character Recognition 
subsection C from Method-1. 

 

 
Fig. 6 Workflow of Experiment Method-2 using YOLO9000 

Researches in [19] proves faster detection on different 
dataset like PASCAL Visual Object Classes (VOC 2007) and 
Common Objects in Context (COCO) when compared to other 
detectors such as SSD and R-CNN. YOLOv2 bounds the 
location using logistic activation σ, which makes the value fall 
between zero to one. The network predicts five bounding boxes 
at each cell in the output feature map. The network predicts five 
coordinates for each bounding box, ݐ௫,ݐ௬,ݐ௪,ݐ, and ݐ. If the 
cell is offset from the top left corner of the image by (ܿ௫, ܿ௬) 
and the bounding box prior has width and height (௪, ), then 
the predictions are calculated with (1) and (2), where, ܷܱܫ is 
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the overlap rate between the bounding box detected by the 
system and the ground truth box.	ݐ݃ܤܤ is the ground truth box 

on training label. ݐ݀ܤܤ	is the detection bounding box as shown 
in Fig. 7. ሺݐ݆ܾܿ݁ሻ ∗ ,ሺܾܷܱܫ ሻݐ݆ܾܿ݁ =  ሻ                (1)ݐሺߪ

ܷܱܫ   = ൫∩൯൫∪൯                        (2) 

 
Fig. 7. Bounding Box Prediction from [19] 
 

Testing will be carried out in two ways. First, the model will 
be tested with traffic surveillance videos [20] to identify the 
number of frames taken to place bounding boxes around 
vehicles and accurately recognize specific colors and types. 
Second, the model will be tested running with an NVIDIA 

Jetson Nano Developer Kit [21]. Fig. 8 shows the Jetson Nano 
with several USB ports that will serve the implementation. 

 

 

Fig. 8.  NVIDIA Jetson Nano [21] 

IV. CONCLUSION 

Accomplishing high accuracy of vehicle type and colors 
when dealing with Amber and Silver Alerts under different 
weather conditions using Machine and Deep Learning 
techniques. The proposed methods-CNN, YOLO, and 
Character Recognition model will be implemented to improve 
classification accuracy, faster detection, and recognize license 
plates accurately. This can help authorities to detect target 
vehicles with a faster detection response and bring a child or 
elderly safe back home.  
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Abstract—This paper addresses the task of using data from
accelerometers attached to a person’s body to determine the kind
of physical activity being performed by that person. The activities
of interest are routine ones such as sitting, walking up a flight
of stairs, walking, and jogging. The paper describes methods
for segmenting the time-series data from accelerometers and for
extracting features that are effective for determining activities
when used in conjunction with well established classification
algorithms. These methods are implemented in a prototype that is
used to evaluate their effectiveness on a publicly available dataset
of tagged accelerometer traces. The prototype also provides
intuitive visualizations of the accelerometer traces, allowing a
human expert to gain a better understanding of both the dataset
and the predictions from the classifiers. Although the methods
in this paper use fewer and simpler features extracted from the
raw accelerometer data, they provide higher accuracies when
compared to those reported in prior work on the experimental
dataset.

Index Terms—Human Physical Movement; Activities of Daily
Living; Accelerometers; Classification.

I. INTRODUCTION

Automated and continual detection of the physical activity
being performed by an individual is often important in health-
care. For instance, such detection may be used to determine
the amount of exercise that an individual is getting or to detect
unhealthy patterns of exertion or physical stress after a medical
procedure. Another important application is determining the
extent to which an individual is engaging in so-called activities
of daily living, which have important implications for health
and well-being [1]–[3].

There is a wide variety of methods that may be used
for detecting physical activities of individuals. These include
methods that are only partly automated and rely on a hu-
man for some part of the detection, such as remote video
monitoring. Such methods may be suitable when there are
other reasons for remote monitoring by a human. However, in
many situations, the effort and cost they entail is prohibitive.
Therefore, fully automated methods for detecting physical
activities are of particular importance.

Methods for automated detection of physical activities may
be categorized based on the kinds of sensing technologies
and devices they use, and the manner in which sensors are
deployed. For instance, simple, low-cost binary sensors (such
as contact switches) that are installed on a a few doors and

thresholds in a person’s home can often provide sufficient
information for determining the activity of daily living in
which that person is engaged [4]. Apart from low cost and
ease of deployment, a significant benefit of these sensors is
that they are unobtrusive and require no physical contact with
the individual. However, these sensors do not provide sufficient
information for purposes such as monitoring exercise levels
due to their limited temporal granularity in particular. On the
other hand, by attaching a variety of intrusive sensors to a
person’s body, it is possible to get extremely detailed infor-
mation on variables such as heart rate, breathing rhythm, and
blood oxygen saturation levels. In this context, accelerometers
provide an attractive design point as they are inexpensive and
only modestly intrusive and can provide data at a fine temporal
granularity.

Given the prevalence of smartphones that include ac-
celerometers, there has been work on using those devices for
the purposes of detecting activities, in particular falls or other
problematic situations [5]. While the accuracy provided by
those devices and, in particular, their deployment (manner
in which they are carried by individuals) may be sufficient
for some applications, other applications demand the higher
reliability and accuracy that may be achieved by special-
purpose accelerometers that are attached at specific locations
on the body. This paper focuses on the use of such specially
deployed accelerometers for detecting physical activities.

The main question addressed by this paper is: What are
effective methods of converting the raw data from accelerom-
eters attached to an individual’s body into predictions of the
physical activity in which that individual is engaged?

The main contributions of this paper may be summarized
as follows:

• It describes the problem of mapping raw accelerometer
data to predictions of physical activity.

• It provides a method for extracting a modest number of
easily computed features from raw accelerometer data.

• It summarizes the results of an experimental evaluation
of the effectiveness and efficiency of methods that use
these features to predict physical activity.

• It outlines the design and implementation of a prototype
system for interactively exploring accelerometer traces.

The main results may be summarized as follows:978-1-7281-9615-2/20/$31.00 c©2020 IEEE
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• Although the set of features used by this work is simpler
than that in some earlier work, the resulting predictions
provide higher accuracies (cf. Fig. 3 and [6, Fig. 8]).

• The computational costs of these methods are very
modest, permitting near real-time detection of activities
using low-cost commodity hardware that may be easily
deployed.

Paper outline: The task of predicting physical activities
from accelerometer data is detailed in Section II. It describes
the characteristics of the input data using concrete examples
drawn from a publicly available dataset from prior work [6]
and ends with a problem definition in this context. Sec-
tion III addresses the task of transforming the raw time-
series data from accelerometers into a form that is more
amenable to classification methods for use in predictions. In
particular, it describes how the continuous time-series data
is segmented into instances and defines the set of features
(attributes) extracted from the time series segment for each
instance. Section IV describes how these features are used
in conjunction with well established classification algorithms
to predict physical activities and summarizes some results
from an experimental study using the primary dataset. In
order to augment the quantitative insights of this section with
qualitative and intuitive observations, Section V uses a few
illustrative examples of visualizations of accelerometer traces
provided by the system prototype. Related work is discussed
in Section VI. Section VII summarizes this work and briefly
notes topics of ongoing and future work.

II. ACTIVITIES FROM ACCELEROMETER TRACES

For concreteness, the following focuses on a setup com-
posed of two accelerometers attached to each individual: one
on the wrist and one on the thigh, as used to generate the
dataset from prior work [6] that is used in the experimental
study. Each accelerometer is sampled at 100 Hz in each of the
three spatial axes, yielding six traces.

Fig. 1 depicts a visualization of such traces, produced by the
prototype system described later. Top to bottom, the first three
plots are the x, y, and z accelerations for the accelerometer
attached to the thigh and the next three plots are the similar
accelerations for the accelerometer attached to the wrist. The
horizontal axis marks time in units of 10 seconds per tick
mark and the vertical axes for each plot denote acceleration.
The larger tick mark to the left of each plot marks the origin (0
m/s2) for that plot and the smaller mark next to it marks 0.2
m/s2. The scale of the vertical axis for each of the six plots
varies and may be inferred by observing the distance between
the larger and smaller tick marks to its left. For example, we
may note that the tick marks on the vertical axis adjacent to
the third plot (cyan, for the z axis of the thigh accelerometer)
are spaced much closer than the similar tick marks adjacent to
the sixth plot (black, for the z axis of the wrist accelerometer),
indicating that, during the plotted period, the z accelerations
recorded by the thigh accelerometer have a larger amplitude
than those recorded by the wrist accelerometer.

Fig. 1. Accelerometer traces, top to bottom: x, y, and z accelerations for
the thigh sensor, followed by x, y, and z accelerations for the wrist sensor.
The scale on the horizontal axis is 10 seconds per (larger) tick mark. The
scale and origin on the vertical axis is different for each of the six plots. The
vertical origin (acceleration of 0 m/s2) for each plot is marked by the larger
tick mark to its left. The scale may be inferred from distance between that
larger tick mark and the smaller one adjacent to it, which marks 0.2 m/s2.

The dataset due to prior work [6] includes such accelerom-
eter traces generated by 33 participants performing each of
six physical activities for approximately a minute each. (The
participants are identified only by a numeric code and no
additional information, such as age or gender, is available.)
The activities are summarized in Table I. Each sample in the
dataset is a six-tuple of values for the x, y, and z accelerations
of the thigh and wrist accelerometers, nominally at 100 Hz,
along with a timestamp, and is tagged with the activity that
the participant was performing at that time.

TABLE I
PHYSICAL ACTIVITIES PERFORMED BY EACH OF 33 PARTICIPANTS.

act. ID activity

0 walking downstairs
1 jogging
2 lying
3 sitting
4 standing
5 walking upstairs

In this context, the task of detecting physical activities
consists of predicting the activity at each sampled instant of
time using only the accelerometer readings.
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III. FROM ACCELEROMETER TRACES TO INSTANCES AND
FEATURES

Following common practice for using time series data to
perform predictions, such as the prediction described at the
end of the previous section, we transform the time series data
into instances, which are the objects that will be used for both
training prediction models and for the predictions themselves.
Such transformation is motivated by the observation that an
individual sample (six-tuple of x, y, z accelerations for the
thigh and wrist accelerometers) is best interpreted in relation
to other temporally nearby samples. This observation also
motivates the use of a temporal window to define instances.
The width (duration) of the window is an important design
decision. Longer windows provide more contextual informa-
tion but incur a higher computational overhead and cause a
prediction delay equal to at least the window length. (The de-
lay may be reduced by the use of partly overlapping staggered
windows, but at the expense of an even larger computational
cost because each sample from the original trace appears in
multiple instances instead of just one.) Smaller windows have
lower computational costs and enable shorter response times
but may miss some contextual information from samples that
are farther apart. This paper defines instances using 10-second
non-overlapping (abutting) windows, following suggestions
from prior work [6].

TABLE II
FEATURES COMPUTED PER 10-SECOND WINDOW (NON-OVERLAPPING,

ABUTTING) FOR THE SIX-FOLD ACCELEROMETER TRACES (X, Y, Z
ACCELERATIONS FOR THE THIGH AND WRIST SENSORS). THE COMPLETE

NAME OF EACH FEATURE IS OBTAINED BY PREFIXING THE ABBREVIATION
IN THE FIRST COLUMN OF THE TABLE WITH TWO LETTERS: THE FIRST (T

OR W) IDENTIFIES THE SENSOR (THIGH OR WRIST) WHILE THE SECOND (X ,
Y , OR Z) IDENTIFIES THE SPATIAL AXIS. THUS, FOR INSTANCE, TXAC05

DENOTES THE SHIFT-BY-5 AUTOCORRELATION FEATURE FOR THE X AXIS
ACCELERATION TRACE FROM THE THIGH ACCELEROMETER.

abbr. feature count

n number of samples 1
mn mean value 1
va sample variance 1
sk skewness 1
ku kurtosis 1
aci autocorrelation with shift i = 1, . . . , 11 11
fti Fourier Transform term i = 1, . . . , 11 11

total: 27

For each instance determined by the 10-second sampling
window, each sensor, and each axis, the 27 features described
by Table II are computed, for a total of 2 × 3 × 27 features
per instance. In this way, the prediction task described at the
end of the previous section is transformed into a classification
problem that may be addressed using well established classifi-
cation algorithms such as Decision Tables and Random Forest,
as is described below.

IV. EXPERIMENTAL STUDY

We may use a variety of algorithms to perform the clas-
sification task described at the end of the previous section.

This section summarizes the results of an experimental study
of such classification using the algorithms listed in Table III.

TABLE III
CLASSIFICATION ALGORITHMS USED IN EXPERIMENTAL STUDY

abbr. classifier

ZerR 0-R: ignores attributes and selects most frequent class
OneR 1-R: predicts using a single attribute selected during training
DTab Decision Table
PART PART Decision List
JRip RIPPER [7]
J48 C4.5 decision tree
RTre Random Tree
RFor Random Forest
NBay Naive Bayes
BNt1 Bayes Net with single parent per node
BNt5 Bayes Net with up to five parents per node
IBk Instance Based classifier: k-nearest neighbor

In order to enable experimental study, the methods described
earlier were implemented on the JVM (Java Virtual Machine)
platform using the Kawa Scheme programming environment
[8]. The experiments were performed on a notebook computer
with an Intel Core i5-5250U CPU (2 cores, 4 hyper-threads),
8 GiB of RAM, and a SSD SM0256G for external stor-
age, running the Debian 9 (stretch) GNU/Linux distribution
and OpenJDK 1.8. The WEKA workbench’s implementation
(v. 3.8.2) of the conventional classification algorithms of
Table III is used.

TABLE IV
CONFUSION MATRIX FOR THE CLASSIFIER OF FIG. 2.

activity activity (by two-letter prefix)

st ly si up do jo

standing 634 0 0 3 1 0
lying 0 611 15 0 0 0
sitting 0 15 598 0 0 0
upstairs 0 0 1 262 30 4
downstairs 0 0 0 19 247 6
jogging 1 0 0 4 7 805

The results of using these algorithms with the instances and
features defined in the previous section to predict physical
activities are summarized by Figs. 3 to 8. For these experi-
ments, both the participant IDs and timestamp attributes were
removed from the dataset. Without such removal, the activity
can be predicted with high accuracy based on the participant
and timestamp. While technically valid, such a prediction is
not usable in practice for the envisioned applications where
the times at which a person performs various activities are not
known in advance.

As summarized by Figs. 3 to 5, several classification al-
gorithms provide very high accuracies, indicating the effec-
tiveness of the features defined earlier. In particular, these
accuracies are higher than those reported for similar exper-
iments in in prior work [6, Fig. 8] despite the latter using
a more sophisticated set of features. Figs. 6 to 8 summarize
the performance aspects of these classifiers. All three charts
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txmn

txva

<= -0.708333

wymn

> -0.708333

txva

<= 0.0113

txac02

> 0.0113

standing (630.0)

<= 0.003238

txns

> 0.003238

upstairs (2.0)

<= 216

standing (9.0/1.0)

> 216

tzsk

<= 0.503817

jogging (793.0/2.0)

> 0.503817

tzva

<= -0.716623

tzva

> -0.716623

tyac08

<= 0.219172

tyac00

> 0.219172

downstairs (8.0/1.0)

<= 0.088148

tzku

> 0.088148

txsk

<= 3.380776

tyac02

> 3.380776

downstairs (8.0/1.0)

<= -0.573009

upstairs (5.0/1.0)

> -0.573009

wysk

<= 0.464309

txva

> 0.464309

tyva

<= -0.612621

upstairs (192.0)

> -0.612621

txmn

<= 0.190778

downstairs (8.0)

> 0.190778

downstairs (2.0)

<= -1.018025

upstairs (52.0)

> -1.018025

downstairs (3.0)

<= 0.362779

upstairs (2.0)

> 0.362779

jogging (5.0)

<= 0.411271

downstairs (8.0)

> 0.411271

tyac08

<= 0.395991

jogging (10.0)

> 0.395991

jogging (5.0)

<= 0.035139

wyva

> 0.035139

wxva

<= 0.091699

txac10

> 0.091699

jogging (2.0)

<= 0.004174

txac04

> 0.004174

tzac07

<= 0.18754

upstairs (23.0)

> 0.18754

downstairs (15.0)

<= -0.003553

txac01

> -0.003553

downstairs (2.0)

<= -0.113786

upstairs (8.0)

> -0.113786

downstairs (215.0/3.0)

<= 0.139798

pid

> 0.139798

downstairs (8.0/1.0)

<= 46

upstairs (9.0/1.0)

> 46

txac04

<= 0.344771

txmn

> 0.344771

wxmn

<= 0.180852

lying (99.0)

> 0.180852

txac04

<= -0.035114

lying (32.0)

> -0.035114

sitting (353.0/2.0)

<= 0.042719

tymn

> 0.042719

lying (19.0)

<= -0.632411

wymn

> -0.632411

wyva

<= -0.138346

tymn

> -0.138346

lying (38.0)

<= 0.030245

sitting (3.0)

> 0.030245

tzac06

<= 0.035883

lying (19.0)

> 0.035883

pid

<= 0.11688

tzft00

> 0.11688

sitting (15.0)

<= 49

lying (18.0)

> 49

sitting (174.0/1.0)

<= -271.234375

pid

> -271.234375

pid

<= 31

wxva

> 31

sitting (5.0)

<= 27

lying (20.0/1.0)

> 27

sitting (39.0/1.0)

<= 0.021261

lying (4.0)

> 0.021261

sitting (22.0)

<= -0.24161

txac01

> -0.24161

lying (371.0/1.0)

<= 0.000069

tymn

> 0.000069

lying (4.0)

<= 0.003413

sitting (4.0)

> 0.003413

Fig. 2. Tree classifier generated by J48, truncated at the bottom for brevity. The depth of the full tree is 12. The classifier accuracy is 96.75%.
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Fig. 3. Percentage of instances correctly classified by method. The error bars
(barely perceptible) in this and the following charts denote standard error of
the mean.
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Fig. 4. Classification F-measure by method.
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Fig. 5. Area under the ROC (receiver operating characteristic) curve by
method.
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Fig. 6. Training (model building) time by method.
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Fig. 7. Testing (classification) time by method.
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Fig. 8. Learned model size by method.

have a logarithmic scale on the vertical axis. Although there
is a large variation in training times (Fig. 6), the overall times
are sufficiently low to not be of practical concern. The testing
(prediction) times summarized by Fig. 7 are too small to plot
meaningfully except for a few methods, and are well under a
second for even the slowest method. The sizes of the learned
models are summarized by Fig. 8.

A notable advantage of tree (non-ensemble) and rule-based
classifiers is their amenability to human comprehension, which
permits a human to validate the classifier and to investigate
and fine-tune thresholds and other aspects. Fig. 2 depicts a
portion of the C4.5-style [9] classification tree generated by
the J48 implementation that is part of the WEKA workbench
[10], yielding a classifier with high accuracy on the dataset
under study. The confusion matrix for this classifier appears
in Table IV. Another method that both has good prediction
accuracy and is easy for humans to understand is PART, and
an excerpt of that classifier appears in Fig. 9.

V. VISUALIZING TRACES

In order to gain a better understanding of the quantitative re-
sults summarized by the charts in the previous section, as well
as to facilitate exploratory work on data from accelerometers,

txmn > -0.708333 AND
wymn > 0.344771 AND
txmn > -0.24161 AND
txac01 <= 0.000069: lying (371.0/1.0)

txmn > -0.708333 AND
txac04 <= 0.180852 AND
wxmn <= -0.025767 AND
txac04 <= 0.042719 AND
wxmn <= -0.181665 AND
wzva <= 0.022003: sitting (358.0)

txmn > -0.708333 AND
tzmn > -0.837136: lying (122.0)

txmn > -0.708333 AND
wymn <= -0.138346 AND
wzva <= 0.033749: lying (63.0)

tzmn <= -0.643647 AND
txft00 > -1214.109375 AND
wzmn > 0.138142 AND
wxmn <= -0.700811: sitting (164.0)

Fig. 9. Classification rules generated by PART on the dataset with both
participant ID and time attributes removed, truncated to the first five rules for
brevity. There are 21 rules in all and the classification accuracy is 96.87%.

part of the work leading to this paper has developed a proto-
type system called ATV (for Accelerometer Traces Visualizer).
The non-interactive components of the same system are also
used for the experiments reported in the previous section. This
system for visualizing traces enables quantitative results to be
qualitatively validated by providing interactive comparison of
traces in several ways.

For instance, Fig. 10 depicts a screenshot of the system
displaying the accelerometer traces on a per-participant basis.
The six charts displayed (one for each activity) per participant
enable, for example, the intuitive determination of the levels
of similarities and differences across activities. The charts use
the same conventions as those used by the chart of Fig. 1.

In contrast, Fig. 11 depicts a screenshot of the system being
used to compare traces across participants for a single activity,
in order to gain an intuitive understanding of the accelerometer
signature of that activity.

The implementation uses a fully standards-based Web user
interface. Data and layout are cleanly separated using XHTML
and CSS. The charts rendered in SVG (scalable vector
graphics) format. Much of the interactivity is achieved using
precomputed static Web pages that are suitably linked. The
remainder can be achieved using client-side JavaScript and
related technologies. Features such as zooming in and out of
portions of the rendered traces can be implemented completely
on the client side, not only enabling very responsive interac-
tions but also eliminating load on the back-end system. The
back-end processing is performed on the JVM platform using
the Kawa Scheme programming environment [8]. Historical
and new data is stored in a SQLite database [11].

VI. RELATED WORK

There are diverse kinds of time-series data generated by
human activities and a significant body of work dedicated to
their analysis. For instance, in the audio domain, there has
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Fig. 10. A screen-shot of the ATV prototype displaying accelerometer traces.

been recent work on using signals from human voice to detect
irregularities in properties such as pitch and timbre that may
be used to predict the speakers emotional state [12].

Due to their low computational requirements, the methods
of this paper may be used for on-board detection of physical
activity using low-cost and energy efficient microprocessors
in portable devices that are carried by a person. However,
it is also frequently beneficial to upload the sensor data, in
either raw or processed form, to data centers [13] where it may
be recorded in a more durable form and subjected to more
sophisticated and longer term analysis than is possible with
portable devices. In the latter situation, especially when near
real-time monitoring is required, wireless transmission of data
may be achieved using a variety of networking technologies,
such as WiFi and ZigBee [14]–[16].

This paper has focused on sensing of physical activities
using sensors of mechanical properties (acceleration). In the
broader context of using on-person sensors to monitor health
status and activities, there is a very diverse and growing
collection of sensing technologies for biomedical applications
[17]. Another well studied category of sensors is optical. In
particular, signals from cameras have been successfully used
to gait detection and identification using biometric features
extracted from the raw video [18]. In an even broader context,
classification methods similar to those used by this work

have been used in diverse applications including performance
modeling of linear-system solvers [19]. Also related to sensing
physical activities is the intuitively reverse task of using
actuators to prompt physical motion. For instance, recent work
has explored the use of functional electrical stimulation and
vibrotactile feedback to teach motor skills [20].

VII. CONCLUSION

This paper has outlined the benefits of using data from body-
attached accelerometers to determine the physical activities
of individuals. It has provided a set of easily computed
features that predict physical activity more accurately than
the methods in prior work despite being simpler to compute.
This paper has also briefly described the implementation of
a prototype system that facilitates exploration of datasets of
accelerometer traces in order to gain a better understanding of
their characteristics.

Ongoing work is expanding the scope of the experimental
study to investigate both whether higher accuracies may be
achieved by augmenting the set of computed features and also
whether features may be omitted without significantly degrad-
ing prediction accuracy. Another topic for ongoing and future
work is evaluating these and similar methods on a diverse
collection of accelerometer traces, from different participants,
sensors (models, configurations), and attachments.
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Fig. 11. A screen-shot of the ATV prototype being used to compare traces
for the upstairs activity across participants.
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Abstract—With the continuous improvement of the medical 
insurance system and the continuous expansion of medical 
insurance coverage, the normal operation of the medical insurance 
fund has been closely related to the vital interests of the people. 
Medical fraud detection methods can effectively reduce the loss of 
medical insurance funds and improve medical quality. This paper 
proposes an effective fraud identification method to detect 
abnormal expenses in the medical insurance reimbursement 
process. Experiments on real medical insurance data prove that 
the method has good fraud detection accuracy. At the same time, 
as the amount of data increases, the performance advantages of 
our proposed method are more obvious. 

Keywords—medical insurance, abnormal detection, local outlier 
factor 

I. INTRODUCTION 

With the continuous improvement of people's living 
standards, citizens' own social security awareness has been 
continuously improved. The medical insurance system occupies 
an important position in the social security system with its 
indispensable importance. Since the implementation of the 
system, the medical insurance fund has played an important role 
in solving the problem of people seeking medical treatment. 

Medical insurance is considered to be a tripartite process of 
game between the insured, medical institutions and medical 
insurance providers. The driving of the interests of the three 
parties is often easy to induce fraud. From the perspective of 
hospitals, the purpose of increasing hospital income is often 
achieved through over-diagnosis and treatment, over-use of 
drugs, and decomposition of hospitalization; From the 
perspective of insured, fake medical treatment, frequent 
consultations and illegal reimbursement have become a means 
to reduce personal medical expenses; In terms of medical 
insurance providers, there are occasions where the review of 
medical insurance settlement data is insufficient. Under these 
circumstances, the intensified medical fraud has caused huge 
losses to the medical insurance fund and threatened the normal 
operation of the medical insurance fund. Therefore, in order to 

achieve the long-term normal operation of the medical insurance 
fund, it is essential to increase the detection of medical fraud. 

At present, most of the review of medical insurance 
violations are mainly solved manually, which is extremely 
heavy, inefficient, and does not allow for good detection of 
healthcare fraud. With the widespread application of data 
mining and machine learning in the medical field, the need to 
use data mining and other technologies to solve medical fraud 
has emerged. Some scholars began to apply data mining 
technology to the detection of medical insurance fraud. For 
example, Shi [1] used the semi-supervised Isomap method and 
the Local Outlier Factor (LOF) detection method to identify the 
cost of abnormalities, but did not take into account the individual 
differences of patients when selecting features. Xie [2] 
combined information entropy and LOF methods for abnormal 
fund expense detection, and also did not take into account the 
characteristics of the patients themselves. Since most of the 
current researches are aimed at a certain kind of fraud, this paper 
combines the clustering algorithm with the LOF method, selects 
the specified common diseases, and proposes a new medical 
expense abnormality detection (MEAD) method and an 
improved medical expense abnormality detection (IMEAD) 
method to help reduce the workload of audits. 

The rest of the paper is organized as follows: Section 2 
reviews related works on fraud detection issues; Section 3 gives 
the relevant definitions and introduces the MEAD method and 
IMEAD method in detail; Section 4 uses real medical insurance 
data for experimental analysis and discussion; Section 5 
summarizes our work and discusses several future research 
directions. 

II. RELATED WORK 

Medical insurance fraud is not a problem unique to a country, 
and countries around the world that implement medical 
insurance systems are facing corresponding problems. Medical 
insurance fraud will inevitably cause unpredictable losses to the 
medical insurance fund and there is widespread concern about 
how to reduce the incidence of fraud. At present, the research on 
medical insurance fraud is mainly divided into three aspects: the 
causes and characteristics of fraud, how to combat fraud and the 
identification of fraud. 

This work was supported in part by the National Social Science Foundation of 
China (Major Project) under Grant 18ZDA086, in part by the Fundamental 
Research Funds for the Central Universities under Grant B19JB500230, and 
in part by the Beijing Logistics Informatics Research Base. 
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In terms of research on the causes of fraud and its 
characteristics, Skiba [3] systematically analyzed the causes of 
fraud by summarizing the experience of practitioners related to 
anti-fraud in medical insurance. Dionne [4] analyzed the 
possible risks of fraud based on asymmetric information theory 
and explained the causes of fraud from the fraudster's 
perspective. Krause [5] focused on the patient and analyzed the 
potential characteristics of various fraudulent behaviors. 
Kathryn [6] took Australian private companies as the research 
object and analyzed the impact of medical insurance-related 
policies on the occurrence of fraud and fund operation. At the 
same time, it points out that the occurrence of insurance fraud 
has common characteristics. 

In terms of anti-fraud behavior research, Othman [7] 
surveyed population samples in the form of structured 
questionnaires, and pointed out that setting up fraud hotlines and 
legal designers are the most effective fraud detection and 
prevention mechanism in the public sector. Rudman and 
William [8] analyzed the fraud in the US medical insurance, and 
put forward medical insurance anti-fraud suggestions from the 
perspectives of strengthening medical insurance information 
management, improving medical insurance related systems, and 
strengthening the education of insured persons and medical-
related practitioners. Sun [9] summarized the anti-fraud 
mechanism of medical insurance in European and American 
countries, and pointed out that it is necessary to strengthen the 
restriction and supervision of medical insurance institutions, and 
make full use of modern information technology to improve the 
level of anti-fraud. 

In terms of fraud detection research, traditional detection 
methods are mainly rule-based methods [10-11]. Once medical 
treatment violates the rules established by experts, it is judged 
as fraud. The effectiveness of this method is restricted by the 
correctness of the rules. With the widespread application of big 
data technology in the medical field, data mining algorithms are 
gradually being applied to the detection of medical fraud. The 
data mining algorithm regards the fraud in the medical treatment 
process as abnormal data records, and converts the fraud 
detection problem into the classic outlier detection problem. 
Common outlier detection methods can be divided into four 
main categories: statistics-based, classification, distance, and 
clustering. 

The classification-based anomaly detection method [12] 
divides the data into two types, normal and abnormal, and uses 
the labeled data for training to convert the anomaly detection 
problem into a two-classification problem. The basic idea of the 
distance-based anomaly detection method is based on the 
distance between data points. The abnormal point will be greatly 
different from its neighboring points, and the normal point will 
be very close to its neighboring points. Different methods use 
different distance or similarity measurement methods. There are 
two main ways to measure the distance between anomalous 
points and its neighboring points. One is to calculate the distance 
between each data point and the set of neighboring points, and 
then judge the anomaly by distance ; The other is to calculate the 
density of each region in the data, and treat the data in the low-
density region as abnormal. Breunig [13] defines a local outlier 
factor for each data point. The larger the value of the local outlier 
factor, the more likely it is to be an outlier. Statistics-based 

anomaly detection methods [14-15] assume that normal data are 
generated by a certain statistical model, and those that do not 
conform to the model's distribution law are regarded as 
abnormal data. This method highly depends on the model 
assumptions of the data. The cluster-based anomaly detection 
method [16-18] believes that normal points must belong to 
clusters containing more data points, while abnormal points 
belong to clusters containing fewer data points or do not belong 
to any cluster. This method first clusters, and then determines 
whether an abnormal data point is based on the size of the cluster. 

In summary, data mining algorithms are beginning to be 
applied to the detection of medical fraud, which greatly reduces 
the overhead of manual auditing, but most of the algorithms 
have poor interpretability. Since statistical methods are highly 
dependent on the assumption of data distribution, and 
classification-based detection methods require a large amount of 
labeled data, these two methods are generally not suitable for 
detection scenarios of medical insurance fraud. Therefore, on 
the basis of previous research, this paper proposes the MEAD 
method and the IMEAD method based on the LOF algorithm, 
and applies them to actual data analysis. 

III. MATERIALS AND METHODS 

The MEAD method is a combination of the clustering 
algorithm and the LOF method idea, which first uses the 
clustering algorithm to gather the datasets into clusters, and then 
divides the large and small clusters according to the cluster size 
and calculates the outlier factor of the data in each cluster 
respectively. Usually, the outlier factor of data points in a large 
cluster will be low, while the outlier factor of data points in a 
small cluster will be relatively high. In the same cluster, the data 
points at the edge of the cluster are more likely to be abnormal 
points, and the points at the center of the cluster are more likely 
to be normal points. In this paper, we use MEAD algorithm to 
detect abnormal medical expenses, calculate the lof value for 
each data, and finally select a small part of the data as the 
candidate abnormal record set according to the lof value. 

A. Problem Definition  

In order to facilitate the subsequent description of the 
specific steps of the fraud detection method, this section 
introduces the symbols used in the paperand their related 
definitions. 

Definition 1: Let d be the medical insurance data record, the 
medical insurance dataset MID contains m data records, then 
ܦܫܯ = {݀ଵ, ݀ଶ, … ݀} . Let A be the attribute of d, and each 
piece of data contains n attributes, then ݀ = ,ଵܣ} ,ଶܣ …  .{ܣ

Definition 2: Let C be the clusters that the medical insurance 
dataset is divided into after clustering, and k is the number of 
clusters, then ܦܫܯ = ,ଵܥ} ,ଶܥ …  ,}. Let λ be the threshold 1ܥ
which is used to distinguish the size of the clusters, where large 
cluster is marked as LC, small cluster is marked as SC, then 

ܥ = ൜
ܥ ∈ ,ܥܮ |ܥ| > λ݉
ܥ ∈ ,ܥܵ |ܥ| ≤ λ݉

 ሺ1 ≤ ݅ ≤ ݇ሻ 

Definition 3: If a data record belongs to a cluster marked LC 
after clustering, its lof is determined by the size of the cluster 
and the distance from it to the center of the cluster; if a data 
record belongs to the cluster marked SC after clustering, the lof 
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is determined by the size of the cluster and the distance between 
it and the center of the nearest large cluster. The size of lof 
indicates the degree of abnormality of the data record. The larger 
the lof value, the greater the possibility that the data is an 
abnormal record. 

௦݂݈݀ = 

ە
۔

ۓ
1

|ܥ|
∙ ݉݅݊ ቀ݀݅ݐݏ൫݀௦, ൯ቁܥ , ݀௦ ∈ ܥ , ܥ ∈ ,ܥܵ ܥ ∈ ܥܮ

1
|ܥ|

∙ ൫݀݅ݐݏሺ݀௦, ሻ൯,                           ݀௦ܥ ∈ ܥ , ܥ ∈ ܥܮ
 

ሺ1 ≤ ݅ ≤ ݇, 1 ≤ ݆ ≤ ݇, 1 ≤ ݏ ≤ ݉ሻ 

Definition 4: Let N be a counter, and is μ be a threshold 2. 
When a new data record is added, if it belongs to the cluster 
marked SC after clustering, the lof value of each record is update 
immediately; If it belongs to the cluster marked as LC, the N 
count is increased by 1, and when the ratio of N to the current 
cluster size exceeds the threshold μ, the lof value of each data is 
update immediately. 

௦݂݈݀ =

ە
ۖ
۔

ۖ
௦݂݈݀ۓ ∙

|ܥ| + 1
|ܥ|

ܥ                      , ∈ ܥܵ

௦݂݈݀ ∙
|ܥ| + ܰ

|ܥ|
ܥ    , ∈ ,ܥܮ

ܰ
|ܥ|

> ߤ
  

ሺ1 ≤ ݅ ≤ ݇, 1 ≤ ݏ ≤ ݉ሻ 

B. Medical Expenses Abnormal Detection Method 

The MEAD method first performs cluster analysis on the 
dataset, divides large clusters and small clusters according to the 
clustering results, and then calculates the lof value for each 
record. Considering that the Squeezer algorithm does not need 
to specify the number of clusters initially, it can give a more 
natural clustering effect. Therefore, the Squeezer method is 
selected for clustering in this article. For the first record, create 
a new cluster through addNewCluster. For each subsequent 
record, use calculateSimilarity to judge its similarity with the 
current existing cluster, and find the most similar cluster and the 
largest similarity. If the maximum similarity exceeds the preset 
threshold, use addToCluster to add the record to the 
corresponding cluster, otherwise, use addNewCluster to create a 
new cluster. 

After the clustering work is completed, the lof value of each 
data record needs to be calculated. For a given threshold λ, it is 
the basis for dividing large and small clusters. For the results of 
the first step clustering, the large clusters and small clusters are 
divided according to definition 2. The large clusters are marked 
as LC and the small clusters are marked as SC. Traverse the 
dataset again, for each data record, according to definition 3, if 
the record belongs to the cluster marked as LC, use 
calculateLClof to calculate the lof value of the record; if it 
belongs to the cluster marked as SC, use calculateSClof to 
calculate the record lof value, the specific algorithm flow is 
shown in Algorithm 1 

C. Improved Medical Expenses Abnormal Detection Method 

As new data are coming into the dataset successively, if the 
MEAD method is used for fraud cost detection, the model needs 
to be retrained each time, which is a big overhead when the  

Algorithm 1. MEAD 

Input: MID, λ, C, maxsim, m 
Output: SC, LC, ݈݂݀௦ 
1)   for ݀௦ in MID do 
2)     if s==1 then 
3)       addNewCluster(݀௦) 
4)     else 
5)       for ܥ  in C do 
6)         calculateSimilarity(݀௦, ܥ) 
7)         return(cursimilarity, index) 
8)       end for 
9)     end if 
10)   if cursimilarity > maxsim then 
11)     addToCluster(݀௦, index) 
12)   else 
13)     addNewCluster(݀௦) 
14)   end if 
15) end for 
16) for ܥ  in C do 
17)   if |ܥ| > λ݉ then 
ܥܮ     (18 ≔ ܥܮ ܥ ∪  
19)   else 
ܥܵ     (20 ≔ ܥܵ ܥ ∪  
21)   end if 
22) end for 
23) for ݀௦ in MID do 
24)   if ݀௦ ∈ ܥ  and ܥ ∈  then ܥܵ
௦݂݈݀     (25 = ,ሺ݀௦݂݈ܥܵ݁ݐ݈ܽݑ݈ܿܽܿ  ሻܥ
26)   else 
௦݂݈݀     (27 = ,ሺ݀௦݂݈ܥܮ݁ݐ݈ܽݑ݈ܿܽܿ  ሻܥ
28)   end if 
29) end for 

 

Algorithm 2. IMEAD 

Input: MID’, μ, C 
Output: ݈݂݀′௦ 
1)   for ݀′௦ in MID’ do 
2)     Squeezer(݀′௦) 
3)     return(ܥ , index) 
4)     if ܥ ∈  then ܥܵ
5)       addToCluster(݀′௦, index) 
6)       for ݀′௦ in ܥ  do 
௦′݂݈݀         (7 = ,ሺ݀′௦݂݈ܥܵ݁ݐܽ݀ݑܿ  ሻݔ݁݀݊݅
8)       end for 
9)     else 
10)     ܰ ≔ ܰ + 1 
௦′݂݈݀     (11 = ,ሺ݀′௦݂݈ܥܮ݁ݐ݈ܽݑ݈ܿܽܿ  ሻݔ݁݀݊݅
12)     if ܰ >  | thenܥ|ߤ
13)       for ݀′௦ in ܥ  do  
௦′݂݈݀         (14 = ,ሺ݀′௦݂݈ܥܮ݁ݐܽ݀ݑ  ሻݔ݁݀݊݅
15)       end for 
16)       ܰ = 0 
17)     end if 
18)   end if 
19) end for 
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Fig. 1. Abnormal detection rate comparison 

TABLE I.  PART OF THE DATA ITEM INFORMATION 

Type of Data Data Item 

Personal Information 

Medical Card Number 
Sex 
Age 

Disease Code 

Hospitalization Information 

Hospitalization Number 
Medical Card Number 

Date of Admission 
Date of Discharge 

Types of Discharged Diseases 
Total Cost 

Medicine Fees 
Operation Fees 

Payment Information 

Hospitalization number 
Medical Card Number 

Disease Code 
Total Cost 

Actual Compensation Amount 
Out-of-pocket Amount 

amount of data is large. Therefore, we can use the IMEAD 
algorithm, which is based on the idea that the model is first 
trained using the MEAD method for existing data until the 
model is relatively stable. When new data arrives, use the 
Squeezer algorithm to cluster and judge each record. If the 
record belongs to the cluster marked as SC, use addToCluster to 
add the record to the current cluster, and according to definition 
4, use updateSClof update the lof value of all data points in the 
current cluster; if the record belongs to the cluster marked as LC, 
set the counter N, and add 1 to the count N, use calculateLClof 
to calculate the lof value of the data. Only when the ratio of N to 
the current cluster size exceeds the threshold μ, updateLClof is 
used to update the lof values of all data points in the current 
cluster, which can greatly reduce the overhead of frequently 
updating lof values. The specific algorithm flow is shown in 
Algorithm 2. 

IV. EXPERIMENT RESULTS 

In this section, we use the proposed method for experimental 
analysis. First, we describe the experimental environment and  

 
Fig. 2. Time efficiency comparison 

provide implementation details. Then, we proved the 
effectiveness of the method by comparing the abnormal 
detection rate and time efficiency. 

A. Experimental Settings 

Our experimental platform is Windows Sever 2008 R2 
Datacenter, CPU 3.30 GHz, 8 GB of memory, implemented in 
Java on Eclipse 4.5. The experiment used a real dataset of 
medical reimbursement in a county from 2013 to 2016, 
including 391,185 medical insurance records. Table 1 shows 
part of the data item information of the dataset. 

Through the statistical summary of the dataset by disease 
type, it is found that the total cost of cardiovascular and 
cerebrovascular diseases is the highest. Therefore, this article 
focuses on fraud detection for the hospitalization records of 
patients with cardiovascular and cerebrovascular diseases with 
a total of 71046 data, and the top 5%-10% of the final lof values 
were selected as candidate outliers. 
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B. Results and Analysis 

For the hospitalization data of patients with cardiovascular 
and cerebrovascular diseases, we used the MEAD and IMEAD 
methods to detect the lof value of each data, respectively, and 
then sorted them in descending order according to the lof value, 
and selected the higher lof value as the candidate for the outlier. 
Figure 1 shows a comparison of abnormal detection rate using 
MEAD algorithm and IMEAD algorithm. It can be seen from 
Figure 1 that the anomaly detection rate of MEAD and IMEAD 
is increasing as the amount of data increases. The anomaly 
detection rates of both have exceeded 50% for the top 6% of the 
data volume. In addition, IMEAD has a higher abnormal 
detection rate than MEAD when the amount of data is small, and 
finally, under the top 14% of the data volume, its abnormal 
detection rate reached 100%; In contrast, MEAD finally reached 
100% of the abnormal detection rate under the top 15% of the 
data volume. 

The time efficiency of the two algorithms is shown in Figure 
2. It can be seen from Figure 2 that the time efficiency of the 
MEAD method is slightly higher the IMEAD method in the case 
of fewer data records, but as the amount of data increases, the 
performance advantage of the IMEAD method becomes more 
obvious. This is because the IMEAD method uses the original 
dataset to train the model until it reaches a stable condition. If 
new data is added, there is no need to retrain the model, but to 
directly determine the cluster to which the new data belongs, 
reducing the time overhead of retraining the model. At the same 
time, only when a record belongs to a cluster marked as SC, the 
lof value of all records in the cluster is updated immediately; if 
it belongs to a cluster marked as LC, the lof value is updated only 
when the specified threshold value is reached, which greatly 
reduces the time overhead of updating the lof value. 

V. CONCLUSION 

The normal operation of the medical insurance fund is very 
important. In this paper, we proposed an effective fraud 
identification method. The MEAD method combines the 
clustering algorithm with the LOF method to detect abnormal 
expenses in the medical insurance reimbursement process. In 
addition, for the newly added data, we proposed the IMEAD 
method to improve the efficiency of the algorithm. We use a real 
dataset from the medical insurance system of a county in China, 
which contains 390,000 pieces of medical insurance data. 
Experimental results show that the MEAD method and IMEAD 
method have good fraud detection accuracy. At the same time, 
as the amount of data increases, the performance advantage of 
the IMEAD method becomes more obvious. 

At present, this method has been integrated into the medical 
data analysis platform and has provided decision support for the 
auditors in the medical insurance claims system to assess the 
possibility of fraud. In subsequent research, we will focus on the 
differences between different diseases and explore the potential 
connection between disease types and medical behaviors in 
conjunction with the medical insurance knowledge base. 
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Abstract— While there has been great progress in the 
technology of medical devices, most people in developing 
countries do not have access to the healthcare technologies. 
Through a survey of households in rural Bangladesh, some 
challenges were identified in accessibility of technology and 
medical technology for the residents. There was just one doctor 
in the vicinity, but no hospital or clinic. Most took medicine 
based on the advice of their local store pharmacists. Nearly all 
were found to be living day to day, on only one main source of 
income. Women's empowerment had progressed, but education 
of women was very low.   

     Keywords—developing, Bangaldesh, electronics, challenges, 
survey, medical, technological, socio-economic, scientific, 
advancement, global etc. 

I. INTRODUCTION  

While much research has been undertaken on the 
advancement of healthcare and technologies in developing 
countries, less work has been conducted on the limitations of 
their availability, accessibility and affordability [1]-[3]. This 
paper seeks reasons behind the lack of accessibility of 
technology and medical technology in the country.  

In the past, there have been attempts to manufacture 
affordable technologies for the masses. The authors have 
developed low-cost healthcare electronics for developing 
countries [4]-[7]. This approach of the authors is expected to 
promote both smart medical devices, and profitability to 
investors. The rural people of Bangladesh need to be slightly 
more affluent before they can access smart devices and medical 
equipment of today, various IP technologies, and nationwide 
telemedicine services in collaboration with telecommunication 
operator Grameenphone in Bangladesh [8]-[15]. Developments 
in the power sector have largely allowed the electrification of 
most villages [16]- [19].  

To ensure affordability, even cheaper technologies, such as 
for medical and wellness devices may be researched [20]-[21]. 
Improving the literacy rate [22], and facilitating women’s 
empowerment [23] are expected to improve the economy and 
bring about greater women’s empowerment [23].  

A systematic survey was conducted on technological and 
medical progress in rural Bangladesh. The paper seeks reasons 
behind the lack of accessibility of technology and medical 
services in the country.  

Several challenges to do with quality of life were found. 
Correlation was found between residents’ occupation, 
financial status, and lifestyles 

II. METHODOLOGY 

      Salandar is a village in Thakurgaon district of Bangladesh 
where 0.60 million people live in an area of 264 square miles.  

Five houses were chosen for the survey, marked by unique 
numbers, 82306, 82428, 82425, 82422 and 82445. The survey 
covered areas (Para or Moholla) of the village named 
Danispara, and Panjiarpara. In these 5 households, 11 people 
were adults and 10 were below eighteen years of age.  

Questions asked were on their finances, use of 
technology, health status and available medical facilities. 
Other questions included their name, age, occupation, 
monthly income, medical conditions, financial status (family 
income, expense, and savings), and the property they owned.  

MS Excel was used to illustrate the graphs and figures in 
this paper.  

III. USE OF TECHNOLOGY 
 

 All houses were found to have electricity. Their use of 
technology ranged from waking up to the alarm clock in the 
morning to chatting on Facebook late at night. Other than the 
smart phone, electronic appliances were almost unknown to 
them. About 25% could afford a few essential electronic 
products (figure 1).  

None had a computer, radio or a refrigerator. Only 4% 
could afford a smart phone. 

IV.      HEALTH AND ACCESS TO HEALTHCARE 
 

The second part of the survey was about their health and 
access to healthcare. The finding was that they had poor 
access. 

Six out of the eleven adults or nearly 55% of the total said 
that their health condition was good, while almost 45% 
believed that theirs was  moderate.. No one believed that they 
were physically unfit or weak. 
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Fig. 1. Users of electronic accessories 

Common diseases and disorders included fever, headache, 
colds and coughs (figure 2). Almost none was found to have 
any serious illness. One of the two members in a household 
(HHID: 82425) was injured the previous year and the other 
one became ill due to a poisonous insect bite. Both took 
medicine to recover.  

The medical facilities in most of the village were poor. 
There was only one qualified doctor in the whole area, who 
worked far away in the District/ Sadar hospital. People mostly 
depended on the local pharmacists for everyday treatment. 
Those in need of hospitalization got admitted to the District/ 
Sadar hospital.  

Most believed they had to remain fit to work to maintain 
the family. Every family was found to have purchased some 
medicine at one time or another. One family was even found 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.2. Common diseases and disorders 

 
  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

Fig. 3. Peoples’ satisfaction level over health and medical condition 

 

to be relying on their neighbors for medical expenses. Table 
I shows the medical expenses of the previous month. 

The drugs commonly taken were Napa Extra, Neotek, 
Omiprazol, Methox, Endomet, Avicof, Offcof, Omep, 
Vargon, Exiam, Omniax, Excer, Pantobex, Amylin, Abecab, 
Zelazin etc. From their responses to questions on 
psychology and mental health, some showed signs of 
depression. Depression appeared more common among 
those without a source of income.  

Most believed that their health and medical facilities 
were adequate. About 60% of respondents found their 
present health condition better than average, whereas nearly 
40% believed that theirs was the same as and worse than 
others (fig. 3).  

 
TABLE I.  AVERAGE MONTHLY MEDICAL EXPENSE 

 

 

 
 

IV.  

V. FAMILY FINANCES 

A. Poor Family Financial Condition  

        3 out of the 5 families surveyed were involved in 
agricultural work. Their financial situation is given in Table 
II:   

 

HHID Expense (BDT) 
82306 70    
82428 160  
82425 350  
82422 70  
82445 Free purchase 
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TABLE  II.   FAMILY FINANCES  

 
The main two occupations were farming and household 

work. Only around 10-15% of the households could save a 
small amount at the end of the month. Very few families had 
more than one source of income. Most were forced 
(unsuccessfully) to look for a second one.  

In case of shortage of work, people tended to migrate to the 
cities, often for jobs at a garments factory. In a house of five, 
the household head, along with his wife, had moved for work to 
a garment factory in the capital city (Household ID: 82445).  

Except for the land they lived on, almost no family owned 
any farming land. They lived on someone else’s land for 
farming or other agricultural work. 

Regardless of the hurdles, most managed to earn enough 
for survival. Their monthly gross income hardly crossed 
10,000 BDT (approximately 117 US$). The monthly income 
and expenses are shown in figure 4. 

B. Lower Women's Literacy and Empowerment Rate   

Women were involved in various economic activities. In 
many households, wives and teenage daughters contributed to 
the family income. Some women tailored clothes in their spare 
time. Some women ran a small business, such as a tea stall, side 
by side with their husbands.  

Out of 13 women, 7 were adults (above 18), 3 of whom  
worked for income. Mrs. Majeda Begum (33 yrs) made an 
income from cultivable land she inherited earlier from her 
parents. Ms. Munni Akter (23 years) earned money by tailoring. 
Ms Zolekha (30 years) migrated to Dhaka along with her 
husband to work in a garment factory. Her mother could not tell 
us the exact amount she earned. All 6 of the rest of the women 
 

 
 
 
 

 
 
 

 

 
 
 
 
 
 
          

Fig. 4. The minimal ratio of monthly expense to income 

 
were at schools and colleges, and were around 18 years of 
age.  

 

More than one-fourth of the adult women or around 31% 
of them had no institutional education, while the majority of 
the women were primary and high school drop-outs  (31% 
and 15% respectively). 23% of women received secondary 
education (figure 5). Hence, the rate of women being self-
empowered is very poor at around 25%. This is even more 
concerning compared to the total (male and female people) 
which is only 14%. 
 

     The women were in need of an environment which is 
friendly, supportive and secure (Table III).  Women above 18 
years old, with primary and/or secondary education, have 
been focused on to identify their level of contribution. 
Keeping the female students out of the count, we found that 
around 30% of women had no economic contribution, while 
only 23% (3 women) added to their family incomes. Students 
were nearly 47% and almost 30% did not contribute 
financially. Based on their age, education and occupation, we 
further analyzed the economic contribution that each woman 
played. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Female literacy rate  

TABLE III.   ECONOMIC CONTRIBUTION OF WOMEN 

 

Subject Age (years) Occupation Income/Month (BDT) 

1 33 Agribusiness 1,000 
2 15 Student N/A 
3 51 Housewife no contribution 
4 23 Stitching 500 
5 17 Student N/A 
6 30 Garment worker 2,500 
7 55 Housewife no contribution 
8 4 Student N/A 
9 23 Housewife no contribution 
10 4 Student N/A 
11 33 Housewife no contribution 
12 11 Student N/A 
13 6 Student N/A 

 

 

HHID Member Adult Earning 
Member 

Monthly 
Income 
(BDT) 

Expense 
(BDT) 

 

82445 5 2 2 4,500 4,000 

82422 5 2 1 7,500 6,500 

82425 4 3 2 5,000 4,500 

82428 4 2 2 15,000 12,000 

82306 3 2 1 7,500 5,500 
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C. Limited Food Availability 

13 out of every 21 people or about 3 of every 5 families 
directly depended on agriculture, which is 60% of the total 
(households surveyed). The availability of a sufficient amount 
of food in appropriate quantity and quality is ensured from 
domestic production, sometimes from imports if needed.  

     The main occupations of the people of Salandar were cattle 
breeding, farming and household work. Almost no one could 
store food for months. Their existence was mostly hand-to-
mouth. When they did not have land for farming, or if there 
was a shortage of work, they looked for other sources of 
activities. The survey found people from 2 out of 5 households 
starving for want of food (Table IV). 

 
TABLE. IV        REASON FOR FOOD SCARCITY. 

 

Only one family (20% of total) was found to be 
comparatively well-off. They earned well and managed to save. 
The comparison of income against food cost per month is very 
poor, represented in Fig. 6. 

 

 

 

 

 

 

 

                            

 
Fig. 6. Monthly family income and cost of food 

VI. HOPES AND INSPIRATIONS 

The psychology of the people including their thoughts, 
emotions and behavior were closely tied with their earnings.  

A. Simplicity 

The residents were found to be psychologically less 
complicated than city dwellers. When we knocked at their 
doors, their response was polite, even though they knew their 
lives would change little from these surveys.  

 

 

 

B. Selflessness 

Residents had few luxuries in life, yet appeared to sleep at 
night in peace. They found happiness in simple things, such as 
warming themselves at an open fire. 

 

C. Sense of Hospitality 

They were mostly less educated, but they welcomed and 
treated the surveyors hospitably. They treated us to a meal 
they had already prepared.  

They were found to live in extended families in peace 
and harmony.  

They could smile even when starving for days. In spite 
of a shortage of wealth and food, there was self-
contentment. 

VII. CONCLUSION 

This is a study of technical and medical progress at 
Salandar in Thakurgaon of Bangladesh. On average, only 
about 25% of people could afford essential scientific and 
technological benefits. There was only one certified doctor 
with no adequate hospitals nearby. Agriculture was the 
leading occupation. Ensuring quality education and female 
empowerment may play key roles in bringing changes in 
individuals, families and society.  

The development of a country is determined by income 
and standards of living. For proper implementation of a plan 
of development, the rural masses, such as the people of 
Salandar must be kept in consideration.  

The World Bank, ADB, UNESCO and some NGOs 
contribute to the welfare of these people. But based on our 
work, it is clear that these efforts are too insignificant to 
cover rural masses. These people should be made aware of 
the importance of education, good health and standard of 
life.  
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Abstract—We present an open-source data lake architecture
implemented to store and process data from robotic systems at
large scale. In particular, we leverage our architecture for the use
case of processing data from a network of humanoid telepresence
robotic avatars that are controlled by human operators wearing
immersive telepresence control suits. Our architecture lever-
ages well-established open-source technologies and integrates
into existing robot frameworks and middleware such as Robot
Operating System (ROS) and Data Distribution Service (DDS).

Index Terms—cloud robotics, big data, IoT, distributed systems

I. INTRODUCTION

The present and foreseen human migration from the phys-
ical (on-site) workplace to the (remote) home office, is a
key indicator that technologies related to teleconferencing and
telepresence will continue to gain traction over the years. At
the office, this is important as teams have to adjust their
dynamics to incorporate a mixture of members working on-site
and remotely. Video conferencing has become the number one
choice to facilitate such interactions. There is also a number of
“telepresence” video conferencing robots on the market – or,
as we call them – ”iPads on a stick with wheels”. Although, the
latter two are the most common solutions, what is not apparent
at first glance is that video conferencing - either through a
camera or an iPad on a stick - does not address one key factor
that brings together remote and physically-present individuals.

This key factor is what telepresence research refers to as
the feeling of ”being there”. Humans, by nature, incorporate
both verbal communication and non-verbal cues such as hand
gestures. Furthermore, we have to consider that interaction
between humans do not only take place in meeting rooms or
at someone’s desk. Humans are always in motion. In other
scenarios, besides office teleconferencing, the need to feel
that someone is present or to extend an intimate gesture
is often desired. For example, when videoconferencing with
loved ones, one may wish to extend a hug, a handshake, or
caress one’s child to sleep. Videoconferencing does not afford
such interaction. In other cases, one may want to remotely
explore a foreign tourist location, prior to a physical visit.
Conversely, one may be constrained to make such physical
visit due to various reasons, such as monetary limitations or

(†) The corresponding author’s email: jkim72@kent.edu

physical disability. In present times, a pandemic such as the
one we face requires individuals to limit their interactions with
the outside world and has reduced the number of activities
which individuals may participate in1.

In either case, being able to feel present - to see, to hear,
and even feel the remote environment would be more desirable
than a mere video call or a live video tour.

Our work relates to developing immersive humanoid telep-
resence robotic avatars, pictured in fig. 1 (a) and (d), where the
operators are afforded the sense of being present by leveraging
control interfaces such as the one in fig. 1 (b) and (c). The latter
garment: (1) allows the operator to receive tactile and force
feedback from the remote environment, (2) operate the robots
via natural motions, and (3) monitors the physiological state of
the operator. In this paper, we particular focus on the develop-
ment of a distributed data processing system for a network of
immersive telepresence robotic avatars – where high amounts
of data is bi-directionally streamed and captured. This data
includes but is not limited to: motion control commands via
motion capture wearables and direct teleoperation controllers,
tactile and mechanical forces experienced by a robot, video
and laser data from RGB and/or depth-sensing laser cameras,
network telemetry, system state information, and operator state
information. We elaborate on the data properties in section III.

To this end, we seek to answer the following: “how can we
process such large and diverse amount of data, when a network
extends to thousands or hundreds of thousands of human-robot
pairs?” and most importantly, “what value can we extract from
such data and for what purposes?”

Overall, the proliferation of robotic systems in research,
commercial or personal environments, will become part of
the Internet of Things (IoT). Inherently, with such inter-
connectivity of devices and end-systems, the production and
consumption of data by such is bound to increase. From the
perspective of robotic systems, this brings emergent opportuni-
ties to leverage data analytics not only for the sole purpose of
(1) improving the performance of a robotic system, but also for
(2) improving human-robot interaction, and (3) understanding
the ecosystems in which such robots are deployed. In our use

1For example, as of June 2020, there is still a limited number of interna-
tional flights, and various tourists attractions still remain close.
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case of immersive humanoid telepresence robots, our goal is
to create a virtuous cycle where we can leverage data collected
from the robot (and the remote environment) to enhance the
operational experience, and vice-versa.

In this paper, we present the design and implementation
of a data lake architecture developed to process and analyze
data produced and captured by immersive humanoid robotic
avatars and their operators. Unlike, existing literature that
presents a high-level view of big data systems in robotics
(e.g. cloud robotics), we provide a thorough look into how
to integrate such technologies and, most importantly, we
open-source details of our implementation for researchers to
explore and deploy. This implementation, makes little to no
use of proprietary solutions or blackbox technologies 2 which
minimizes vendor lock-in and allows to freely experiment..

Section II, presents the previous work related to cloud
robotics. Section III, presents an overview of the data we
process, challenges, design goals. Section IV, presents our ar-
chitectural considerations and components.Section V presents
our system evaluation. Finally, section VI presents our future
work and section VIII concludes our paper.

Fig. 1. Telepresence Robots and Telesuit

II. STATE OF THE ART

The overall concept of a data lake represent a large, cen-
tralized, repository that stores raw data of diverse form [13],
[16]. Diversity refers to data that has either a (1) structure
(e.g. in proper row/column format), (2) unstructured data that
has ”no shape” (e.g. text, video, audio), or (3) semi-structured
data - a mix of both (e.g. data that has a mixture of tags
in JSON or XML format). The notion of a ”data lake” can
be visually understood by portraying data as water which
may flow from different sources and which must be captured

2Cloud-as-a-Service technologies, such as those offered by Amazon AWS,
Google Cloud, or Microsoft, are not open.

somewhere to extract value. This is contrary, to bespoke flows
of data that arrive at different silos (data silos). This would
force individuals to visit each silo to query or analyze data,
and does not afford an overarching view of all available data.
The concept of a data lake, proposes that all flows of data be
capture on a single pseudo-location 3 (a lake), and processed
through a scalable data pipeline which allows for rigorous
control of data (what kind of data, how it is accessed, and
who accesses it). This pipeline also creates opportunities to
automate and scale machine learning / artificial intelligence
pipelines, as we later discuss.

The concept of a data lake, sprung from the ever increasing
popularity of ”the cloud” and distributed compute/storage tech-
nologies, and the need to apply this technology to make sense
of large amounts of data. The includes distributed technologies
such as that within the Hadoop ecosystem [2] or Spark [34]
which allow for efficient storage and processing of big data
[11]. ”The cloud”, simplified the management of physical
hardware required to run such distributed storage and compute
software, by allowing developers to offload the management
and maintenance of such hardware to big corporate giants such
as Amazon, Google and Microsoft.

With the advantages of the cloud, the field of Cloud
Robotics [20], [31] emerged in an effort to scale computa-
tionally expensive algorithms by moving computations to the
cloud and proposing methods for robotic systems to share large
amounts of data hosted. E.g. visual SLAM approaches that
leverage cloud computing were proposed [5] that allow for
large number of landmarks to be processed, and even web
tools for cloud robotic systems [28] have been presented.
This also sprung the business model of Robot-as-a-Service
(RaaS) [9]. Projects like Robot-Cloud, Brass and XBotCloud
also emerged during the early years of Cloud Robotics. In
2012, Robot-Cloud [12] proposed leveraging the Map / Reduce
framework 4 to offload expensive computations, a system for
storage, and robotic services such as object recognition, path
planning, localization etc - to the cloud. More recent work
includes BRASS (Brekeley RAaaS Software) and XBotCloud.
BRASS offered Dex-Net - a recommender system for grasp
planning [27]. XBotCloud [23] provides a ready to use soft-
ware through web-interface. This includes object recognition,
object segmentation, pose estimation, trajectory generation,
etc. Although, these projects leverage the concept of the
cloud, their application has been limited to in-lab research
environments, and data processing as well as the management
of data captured by such robots is not addressed in such
literature. By implementation, multi-sensory robotic systems,
such as humanoid robots or autonomous vehicles, in-the-wild
will capture and consume data that is not limited to imagery

3Data lakes leverage distributed compute and storage technology, but
conceptually present a single unifying interface through which the data may
be stored and accessed.

4Map / Reduce is computational framework of Hadoop where the data
is divided into multiple chunks and sent to different servers where data is
processed and the solution is added on the received server machine from the
received processed information.
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related to path planning or grasping algorithms - as focused
on in literature. Other types of data may be collected such
as sensory feedback from unconventional control interfaces –
e,g. figure 1 (b), LiDAR, or time-dependent data such as heart
pulse rates, and even audio signals.

Two projects, in particular, that closely relate to the ap-
plication of a data lake in the field of robotics include:
RoboEarth - dubbed as the “world wide web for robots” or
a “common brain”. [30], and DAvinCi - an abbreviation of
Distributed Agents with Collective Intelligence [3]. During its
lifespan, RoboEarth focused on providing a knowledge sharing
database for autonomous robots to perform tasks such as object
detection. The overall goal was that by querying the RoboEarth
system, robots can improve their performance speed and
reliability since known models or knowledge of different
environments could be shared and then enhanced by the robot -
rather than requiring the robot to collect new information. The
database stored other properties such as object types, location
where the object was detected etc. The integral components
of the database are hierarchical tables, a graph database which
contains the data and their semantic relationships. The queries
are passed through semantic querying language. This project
was funded by the European Union from 2010 - 2014, and is
no longer active. Similarly, DAvinCi focused on developing
a platform for offloading computational intensive tasks. They
implemented this system by combining Hadoop’s Map/Reduce
framework [2] with the Robot Operating System (ROS) archi-
tecture [3]. Unfortunately, the implementation details of this
project have been kept private - which we note is common in
other cloud robotics literature.

Although such nascent efforts are valid, various architectural
and implementation considerations were overlooked. Overall,
during the early days of Cloud Robotics there was a keen
focus on the actual implementation of systems that leveraged
the cloud for any purpose, and less considerations for latency
and bandwidth constraints. Currently, the emergence of Fog
Robotics [8] aims to tackle such issues through the integration
of a fog computing architecture into robotics - promising
lower levels of transmission latency. In terms of architecture,
leveraging multiple hierarchical tables for object models (as
RoboEarth) can provide simplicity, but is not scalable once
we consider a high number of many-to-many relationships
that may need to be modeled. Overall, different databases
or storage solutions have their own advantages and tradeoffs,
which must be considered when developing a data system.
In our work we assess the data produced by the robots and
operators and leverage adequate technologies that benefit our
storage and analytic goals.

Additionally, systems presented in cloud robotics literature
do not consider the evolution of the data 5 and assumes that
data schemas are known before hand or that a robotic system
may not evolve to include additional sensors or functionality.
As a side note - beyond cloud robotics, there is a lack of

5Robot data may change over time. That is, their schema is bound to evolve
and we must account for this evolution in any data-related system.

consideration for schema evolution still present in research
software like ROS Bag [14], which assumes that the data
produced by a robot may not change over time and hence
not allowing messages with progressively different schema to
be tied to the same topic. But, all in all, we must consider that
earlier efforts in Cloud Robotics such as DAVinCi were not
exposed to technologies beyond the Hadoop stack. For exam-
ple, in recent years Spark [34] has become a key technology
in the world of cloud computing - it offers the possibility of
real-time and near-real time processing 6. With such modern
technologies, we can develop more robust cloud-based robotic
systems, and even extend such systems to leverage the fog
computing paradigm [8], [25].

More recent efforts to simplify the use of “the cloud” in
robotics has been made by industry giants such as Amazon
and Intel. With Intel developing it’s Insight Platform with a
key focus on geospatial visualization or geovisualization intel-
ligence; as well as focused on IoT [17]. Though, their vision
looks to address sensory information and real-time analytics;
the architecture presented is very high level and presents a
broad perspective on a data infrastructure for sensors, drones
and other robotic system. Similarly, Amazon recently released
RoboMaker [4], a platform that hosts ROS on in the cloud -
similar to what was experimented in the DAvinCi project.

The concept of a data lake can help us grasp what it
is like to handle large amounts of data from a network of
robotic systems and IoT devices. Robots may collect different
types of data: unstructured (image, video, lazer), structured,
time-dependent / eventful data such as sensory data, or a
combination of both (semi-structured information). The latter
brings into play the notion of variety in data. Data produced
by a single robot or by various robots in-the-wild may be of
varying size: from a few megabytes per second, to a gigabytes
or terrabytes per day [33] [15]. This data will also be produced
at different rates and may need varying processing reates - e.g.
real-time analytics, batch processing, after-the-fact analysis.

In this work, we focus on applying the concept of a data lake
to ingesting, processing and analyzing data produced by a net-
work of (1) immersive, (2) humanoid, (3) telepresence robots.
We number these words as they define the key requirements
and constraints to building such data lake. We can trace back
the concept of telepresence to Marvin Minsky, who described
the goal of telepresence as developing robots that give the
operators the feeling of ”being there” [22]. That is, developing
robotic avatars that allow human operators to be presence in a
remote environment. This vision is, of course, contrary to the
contemporary consumer telepresence robots available on the
market - which can be regarded as mobile video conferencing
platforms on wheels [29] [19]. To achieve the feeling of ”being
there” we need technologies that allow the operator to not only
actuate (i.e. teleoperate) a remote avatar, but also technologies
that allow the operator to see, hear, and feel the sensations of
the remote environment - overall, technologies that allow the

6Near-real time processing is where information is processed on basis of
micro-batches. Real-real time processing is individual pieces of information,
which are processed as the data is sent [13]
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operator to feel what the robot is feeling. Such technologies
include humanoid robots such as the ones in fig 1 (a, d) which
are equipped with the tactile sensors, and developing wearable
interfaces such as the one in fig. 1 (b, c) which allows the
operator to control a humanoid robot through natural arm
motions, and which allow an operator to experience remote
tactile or mechanical sensations.

III. PRELIMINARIES

A. Data-driven Interactions

In our research, the overarching goal of processing and
analyzing data from a human-robot pair is to create a vir-
tuous cycle where we can leverage real-time and after-the-fact
analysis towards improving the interaction between the human
and the humanoid telepresence robotic avatar. For example,
capturing real-time motion control data over a time-period
can allow us to develop manipulation models that can infer
future motion control commands of an operator. This, can
allow the control of a robot to become more fault-tolerant
to bandwidth-constrained environments, or message drop-outs,
which can reduce the number of motion control commands a
robot receives. Other use cases involve the real-time collection
and processing of video information to enhance awareness
of a robot’s environment. In parallel, data representing the
operator’s physiological state can be leveraged to infer the
overall state of the operator when controlling the robot. The
latter, for example, can lead us to identify interactions or
control gestures that may cause physical or metal discomfort
which often seen during direct teleperation of robots, and
in immersive telepresence control [7]. Furthermore, the latter
information can assist in defining user profiles that indicate
which control gestures or interactions the robot may need
to automate or semi-automate to improve the overall human-
robot interaction. The latter relates to our work on assisted
autonomy and kinesthetic learning algorithms.

B. Data Overview

A sample aggregate view of the data produced and con-
sumed by an operator utilizing the Telesuit is presented in
listing 1. The data can be categorized as follows: (1) control
commands, (2) immersive feedback, (3) operator physiological
state. This data is sent and received through a direct socket
connection between the robot and operator.
Control command data is produced by the motion

capture sensors located across the control garment. These
sensors model the operator’s torso as a kinematic chain with
rotations and angles of each joint. The latter can then be used
to control the corresponding joints of the humanoid robot.
Production of this data varies depending on the hardware /
system architecture. Immersive feedback data is tactile
and force feedback data sent from the remote location,
where the robot is located, to the operator’s control garment.
The data incites vibrotactile motors located across the suit
that represent the regions of the robot where force was
experienced. Operator physiological data, is data
captured by the Telesuit. This includes ECG data, Galvanic

Skin Response (GSR), and body temperature.

{” o cu id ” : ” 5 ed 2 c 0243d43 a 4351dd28 c 4 c ” ,
{” t ime ” : 4 . 016 , }
{” t i m e r ” : ” 00 : 00 : 04 ” , }
{” s t a r t e d a t ” : ” 2020−05−30T20 : 20 : 52 . 961Z”} ,
{” j o i n t l a r m ” : [ 88 . 00 , 45 . 00 , 81 . 00 , . . . ] ,
{” j o i n t r a r m ” : [ 42 . 00 , 81 . 00 , 33 . 00 , . . . ] ,
{” hear t bpm ” : 89} ,
{” p s u i t ” : ” 3 . 94 ”} ,
{” t s u b ” : ” 31 . 8 ”} ,
{” v fan ” : ” 39977 ”} ,
{” p o2 ” : ” 776 . 05 ”} ,
{” r a t e o 2 ” : ” 0 . 9 ”} ,
{” b a t t e r y i n ” : 99} ,
. . .

}

Listing 1. Sample Operator Data

Listing 2, shows a condesend aggregate view of the
numeric and qualitative data produced and captured by a
telepresence robot. Particularly, individual motor control
feedback (i.e. encoder data) is sampled at rate of 125kHz.
Motor feedback is sample at 30 Hz. Furthermore, tactile and
mechanical pressure information is captured when forces
above an arbitrary threshold are produced. This indicates
that the environment or another agent is interacting with the
robot’s synthetic skin. This is data is continuously produced
and cached prior to being stored. Additionally, data from a
pair of RGB cameras, depth sensing information, and cloud
point data is captured by the robot. LiDAR samples 1.5
million data points per second

{” i d ” : ” 5 ed 2 c 0243d43 a 4351dd28 c 4 c ” ,
” t ime ” : 4 . 016 ,
” t i m e r ” : ” 00 : 00 : 04 ” ,
” l a t l o n ” : [ 40 . 758896 , −73 . 985130 ] ,
” s t a r t e d a t ” : ” 2020−05−30T20 : 20 : 52 . 961Z” ,
” l a rm pos ” : [ 88 . 00 , 45 . 00 , 81 . 00 , . . . ] ,
” r a rm pos ” : [ 42 . 00 , 81 . 00 , 33 . 00 , . . . ] ,
” l arm temp ” : [ 65 . 00 , 65 . 00 , 70 . 00 , . . . ] ,
” r arm temp ” : [ 65 . 00 , 67 . 00 , 65 . 00 , . . . ] ,
” p s u i t ” : ” 3 . 94 ” ,
” t s u b ” : ” 31 . 8 ” ,
” v f a n f r o n t ” : ” 39100 ” ,
” v f a n r e a r ” : ” 38888 ” ,
” b a t t e r y o u t ” : 90 ,
” b a t t p r i m ” : 90 ,
” b a t t s e c ” : 99
. . .

}

Listing 2. Sample Robot Data

C. System Design Goals and Challenge

Our implementation optimizes for availability in message
publishing and does not focus on data loss. This is due to
the fact that hardware and internal software components of
the robot and operator control unit can produce variant sub-
second data containing duplicate state and event information.
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Overall, our focus is on being able to process, real-time,
batched and streams of data from hundred to thousands of
robot. Data captured by each robot is between 1 to 5 terrabytes
per hour depending on the LiDAR configuration, and it is
produced at varying rate. The operator control unit, which
includes the Telesuit and software produces could produce
between 5 to 20 GB of data per hour. Although out-of-the-
box or blackbox enterprise solutions exist in the market, such
as AWS Data Lake, our purpose for implementing this open-
source system is to leverage this system as a modular research
platform where additional components and features (e.g. en-
cryption, blockchain-integration) can be integrated without
vendor lock-in and dealing with additional expenditures.

IV. SYSTEM ARCHITECTURE

A high level representation of our system is presented in
Fig. 2, and a data flow diagram is presented in figure 4.
We present the architecture as two environments: (1) local /
remote environment - software components that are part of the
operator control unit / robot respectively, briefly discussed in
section IV-A, and (2) cloud environment - data lake software
components, discussed in sections IV-B, IV-C and IV-D.

A. Peer-to-Peer Communication and Local Data Sinks

Direct teleoperation and feedback data is sent from the
operator to the robot, and vice-versa, through a secure socket
connection. Internally, the operator control unit and the robot’s
internal software implements a fan-out messaging strategy
with n number of channels. One channel in particular delivers
real-time data to a p2p socket communication broker – the
broker manages the delivery of the data from the operator to
the robot or vice-versa. The other internal messaging channels
stream the socket data, and other system data, into an n number
of data sinks. A data sink acts as a buffer used to cache
data until it can be flushed to the data lake – this buffering
mechanism avoids overwhelming the data lake’s proxy service
layer with continuous sub-second requests and also optimizes
for Kafka’s ideal message size of around 1 KB. We can
understand the role of a data sink’s buffer as a temporary
append-only log which gets appended to a global log. This
analogy of a log is similar that of Kafka’s internal log.

Sinks are created for different event and state
data streams produced by the system’s hardware or
internal software processing. For example, the telepresence
robot in fig. 1 (d) makes use of two hardware motor
controllers. Each motor controller controls the motors in the
left and right arms respectively, and publishes motor feedback
(i.e. motor temperature, position, amperage). This data is
piped to a ”motor joint state” data sink. Similarly, in the
robot’s side for example, one data sink collects robot state
information which includes battery life, external temperature,
and geographical location.

Within the operator control unit, DDS [24] is used as
a messaging middleware with a software wrapper that sub-
scribes to ROS and DDS topics. DDS is leveraged because

it’s lightweight, language agnostic, and provides quality-of-
service management - configurable parameters that control the
behavior of a DDS system. These parameters include: resource
consumption, fault tolerance, and communication reliability.
The latter is also useful towards simulating network degrada-
tion during our simulations. As a middleware, DDS enables
redundant data sinks to exist outside of the central computer
that handles the video / audio streams, and communication
with the Telesuit - thus making our system more resilient to
failure at the data lake’s proxy service layer.

Similarly, data sinks are used in the robot software archi-
tecture for temporary storage of numeric and video data. ROS
Bag is used to collect data internally. The RGB camera video
stream is multiplexed using a Video4Linux kernel module that
allows the robot to create multiple virtual video devices. One
device is used to stream video to the operator, and another
virtual device’s video feed is recorded and placed in a video
data sink for later stored in the data lake.

B. Data Ingestion

There are two goals for ingesting data into the lake, the first
is for real-time or close to real-time analytics, and secondly for
after-the-fact processing / data refinement. The stakeholders
of real-time analytics are not just individual robot operators,
but also network administrators who can monitor the state of
the network of robots and get a holistic view of properties
such as up-time of robots, network latency, and physical traffic
hot spots. This information can then be used to enhance the
human-robot interaction or overall experience of controlling
a robot. E.g. operators can be alerted of communication dead
zones, or even visual anomalies that are captured by other
robots. This is further discussed in section IV-C.

Ingestion begins through a Proxy Service Layer where a
REST service is deployed on Nginx web server that acts as a
load balancer. Each REST endpoint maps to a topic. This can
create a bottleneck and throttle the transfer of data between
Kafka broker and the consumer, but also removes the need
for maintaining and rotating SSL certificates, and dealing with
encryption / decryption on the Kafka servers. This approach
models the service offered by Confluent [10].

The data from each respective REST endpoint is then used
by a Kafka producer to publish using a topic name. A load
balancer is necessary as the endpoints may be overwhelmed
by an increasing number of operator-robot pairs. Within each
message an operator’s unique identifier is used to generate a
partition key in Kafka. Partition keys make sure the informa-
tion of a specific user is not spread across different partitions
but rather sent to a single partition. Similarly, a robot’s unique
identifier is used to generate a partition key.

Overall, deciding on the number of partitions in Kafka is
considered a ”million dollar question”. It is very hard to get
it right without iterative testing. However, we employed the
following guidelines, based on the ample literature on Kafka,
to decide on the partition configurations:

1) The least number of partitions for a given topic, should
be based on the maximum consumers during peak time
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Fig. 2. High level view of our architecture

2) Once the number of partitions is changed, the data
ordering is not guaranteed

3) Arbitrary partition configurations may be useless
4) Replication factor should not be compromised. Replica-

tion factor should at a maximum be 4, usually 3
5) No more than 2,000 to 4,000 partitions per broker
6) A cluster should have a maximum of 20,000 partitions.

Otherwise, a multi-cluster architecture can be used
7) Unless redundancy is necessary, the number of brokers

should not be greater than the number of partitions.
Otherwise, additional brokers will become idle

Although, Kafka producers can publish to different topics,
for performance we isolate one producer for each topic.
Once the data has been published through Kafka, different
consumers can subscribe and read the data. The load balancer
is configured so that a new Kafka producer is initiated when
the REST servers scale.

C. Storage, After-the-fact and Real-time Processing

Although, a partition is the actual unit of storage in
Kafka (i.e. what is physically stored on the disk), and log
retention can be set to ”forever” – Kafka is particularly
used as a scalable message queue. With that consideration,
consumers of data published through Kafka can push the
messages to queriable data storage systems or unstructured file
systems that can allow processing at a later time. Additionally,
Kafka provides library extension such as the Streams API
which allows processing and analyzing data in Kafka. This
does not involve querying Kafka directly, but rather generating

a data view on the data so that a stream processing application
can run low latency queries against it.

For persistent storage we leverage the Hadoop File Sys-
tem (HDFS) and MongoDB. Apache Flume is used as a
stream processor that subscribes to a topic and places
the topic messages into a given directory in HDFS. MongoDB
is used to store data of operator-robot control sessions. After
each session, an analytics process can directly query Mon-
goDB, this contrary to storing data in HDFS which requires
additional libraries and tools to structure and query the data.
On the other hand, HDF is used for long-term storage of the
data in its unstructured form. In the enterprise world, HDFS
is similar to AWS S3 Bucket.

Real-time processing is performed leveraging the Kafka
Streams API and Spark Streaming. One pertinent use case
was discussed at the beginning of section IV-B. This use case
relates to processing network information such as robot up-
time, network communication latency, to alert robot operators
of any issues they may face during control. With Spark
Streaming we can run analytics such as anomaly detection
and network monitoring etc.

D. Analytics and Machine Learning

Fig. 5 presents our implementation of a real-time machine
learning pipeline based on [18]. Presently, we focus on gen-
erating real-time analytics on communication network data,
operator physiological data, and after-the-fact analytics on
video data that is stored in batches in the lake. Predictions are
done on edge computing device rather than running predictive
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Fig. 3. Processing Pipeline

running algorithms on cloud premise, one advantage of doing
this is guaranteed low latent predictions.

Real-time anomaly detection within the network communi-
cation data is performed using a Spark Stream Processor that
filters messages by city and then runs anomaly detection, the
algorithm is trained before hand, however, the model should
be updated for the incoming data, following are few scenarios:

• If new predictions have high prediction error
• A scheduled model update during late nights, e.g 12AM

when low traffic is expected
• Updating the model for continuous in flow of data

Choosing an anomaly detection model is really difficult as
algorithms tend to over-fit on training samples, so choosing
an predictive algorithm is really crucial to this matter.
Unlike, network data video is not stored or processed
in real-time. Fifteen to thirty minute RGB video streams
from the robot are first cached in the robot and the stored
in the lake’s HDFS in the following directory structure:
robot_uid/ocu_uid/date/sess_id/batch_num.
These video files are then extracted from HDFS using a
HttpResquest on to WebHDFS port which allows for queries
based on a robot’s ID or operator control unity ID. The video
data is then fed to a Tensorflow video recognition model.

Overall, there are two verticals of predictive analytics for
our architecture both leverage the Kafka message queue and
use technologies such as Kafka Streaming and Pyspark. Both
of these address real-time and near-real time analytics. For
example, with the help of pyspark.streaming.kafka
[26] we are able to subscribed to certain topics to read a stream
of data. Another vertical of our analytic pipeline finds insights
from historical data, we leverage PySpark for this. Presently,
our use of the JSON format makes it easy to manipulate
data as it’s compatible with Spark’s dataframes, where further
computation is done.

There are various use cases in which we can leverage ana-
lytics to improve the human-robot interaction and the overall
experience of controlling a robot. We can also imagine future
scenarios where analytics could play a role. For example, in a
shared economy, similar to ride sharing applications – we can
imagine that humanoid telepresence robots would be available
for rent through a RaaS model. Consequently, these robots
could leverage a dynamic pricing model that would charge
human operators prices according to robot demand, weather,
holiday events, or even expected lease time.

E. Visualization

Visualizations are performed using a Tableau server, con-
nected to an existing data warehouse. Two types of data
warehouses are supported - MongoDB and PostgressSQL,
both of which have data Connectors available by Tableau.
A data warehouse is the end result of extracting data from
the lake, transforming it and loading it. This transformation
could include restructuring the data or cleaning it. Our current
implementation does not validate any data through a schema.

For example, motion control data from the Telesuit, col-
lected during a telepresence session, is simply extracted from
HDFS and loaded in PostgressSQL as row-column values with
the primary key being a combination of the time and operator’s
unique ID. Motion control data is simply, well-structured, time
series data. Migration data into a warehouse is done through
software scripts that copy the data from the respective HDFS
directories and load it into a warehouse. Future implementa-
tion, aims to automate this process and make it on demand;
optionally, the warehouse could be continuously populated by
using a Kafka Connector (e.g. Kafka MongoDB Connector).

Overall, a data warehouse should meet the requirements of
the data and business requirements. For example, within the
ROS framework, ROS Bag is used for collecting arbitrary data.
This includes cloud point data, which could amass gigabytes
of data in minutes. E.g. one LiDAR with 2 RGB cameras
generate data at a rate of 2 GB / minute on average. ROS Bag
is a store of serialized ROS messages of any kind. Internally
these messages are stored as indexed timestamped chunks of
data - i.e. a structured timeseries. When storing LiDAR cloud
point it may be more effective use an unstructured database, as
explored by [6], [32]. Hence, a MongoDB warehouse would
be better suited for loading cloud point data.

F. Service Orchestration, Security and Governance

Presently data extraction from HDFS or MongoDB, and
migration to a data warehouse is performed through man-
ual execution of scripts. Future work, implements automatic
execution of the extraction scripts using managed CRON
jobs. Current implementation only uses SSL certificates in
the Service Proxy Layer, and OAuth to access the data for
visualization. Future / ongoing work explores data governance
techniques that introduce PKI encryption and immutable ac-
cess logging through blockchain.

V. SYSTEM EVALUATION

A preliminary test was performed using the simulated
production and consumption of data by 100 operator - robot
pairs. A 3-broker Kafka cluster was used, running on Intel
Xeon processors (up to 3.3 GHz) with 64 GB RAM. The
same specs were used for MongoDB (recommended 4 GB of
RAM) and Hadoop (minimum recommended requirement of 8
GB). For a single robot-pair interaction, publishing messages
of size of 1 MB resulted in Kafka producer rate of 8.91 ms
for production of data, and 13.53 ms for consumption of data.

We note that our system configuration and evaluation is
meant to validate the functionality and ideal throughput of
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Fig. 4. Data and Analytical Flow Diagram

Fig. 5. Machine Learning Data Pipeline

our system architecture. Our present evaluation configurations
differ from the final large scale deployment - for large scale
please refer to section IV-B. In our implementation we have
considered topics for operator and robot with three replication
factor, three partitions and three brokers.

On the other hand, extraction and loading time of data from
HDFS to a MongoDB is linearly correlated to the size of data.
Internally, the data extractor process simply copies the data
found in a given HDFS directory (no additional overhead).
Then, the data loader transforms the data (if needed) and loads
it into the MongoDB warehouse.

Since video is only used for after-the-fact processing it is
arbitrarily chunked locally by the robot on 15 minute intervals.
Further evaluation on latency and throughput is necessary to
adjust chunking intervals and also video resolution.

Architecturally, the requirements for a Proxy Service
can create a bottle neck for continuous or real-time storage
of data. Each data sink flushes the data once it has reached
an arbitrary size of 1MB or if more than a given threshold

time has take place. This arbitrary size is larger than that
recommended by existing benchmarks, that identify that the
best performance for Kafka occurs with 1 KB messages.
Larger messages such as 10 MB to 100 MB can decrease
throughput and significantly impact operations.

VI. FUTURE WORK

Our future work considers data privacy measurements such
as encryption, differential privacy, and the use of blind sig-
nature schemes [1] to preserve the anonymity of robots and
operators that are sharing telemetry data. We also consider
data compression and evolving data schemas - presently the
data produced by the operator control unit and the robot
is transformed into JSON prior to being sent to the data
lake. From an implementation perspective, we are exploring
different scalable technologies that allow us to temporally
store ROS topic data, given that ROS Bag presents some
storage limitations and the ROS 1 architecture adds unnec-
essary processing overhead. Additionally, we explore a means
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to decentralized the storage layer by leveraging blockchain-
based decentralized storage solutions, and also delve into the
application of smart contracts and cryptoeconomics as a means
to allow operators and robots to monetize data captured during
telepresence session.

VII. LIMITATIONS

In our architectural design we have considered several
factors which are appealing for real-time applications such
as (1) availability, (2) parallelism and (3) high throughput.
However, there are performance limitations (in addition to
what was mentioned in section IV-B) to configuring a Kafka
cluster. Different configurations bring a trade off between the
latter three factors. The following are a few limitations we
expect to encounter on a large scale implementation:

Number of Kafka Producers: Different topics have differ-
ent throughput of messages. That is, we need to consider that
not all telepresence robots have the same number of sensors
/ produce the same data. Hence, further analysis would be
necessary to establish whether its efficient for a producer
to produce messages to more than one topic. Number of
Kafka Consumers: An increasing number of consumers
would require additional load balancing from Zookeeper, and
would disrupt the number of required partitions. End-to-end
Latency: This is based on various factors such as partitions,
message acknowledgment, and network conditions.

VIII. CONCLUSION

This paper presents the end-to-end architecture and imple-
mentation of a data lake system for storage and processing
of data from a network of immersive humanoid telepresence
robotic avatars. The overall goal of this system is to facilitate
the real-time and after-the-fact extraction of knowledge and
insights that could improve the human-robot interaction that
takes place when humans wearing immersive control garments
operate remote humanoid telepresence robots. This architec-
ture leverages fully open-source technologies. Further analysis
and the open sourced implementation is available in [21].

REFERENCES

[1] K. M. R. Alam, S. Mahmud, and M. N. A. Khan. A comparison between
traceable and untraceable blind signature schemes through simulation.
In 2013 International Conference on Informatics, Electronics and Vision
(ICIEV), pages 1–4, 2013.

[2] Apache. Hadoop. https://hadoop.apache.org/.
[3] R. Arumugam, V. R. Enti, L. Bingbing, W. Xiaojun, K. Baskaran, F. F.

Kong, A. S. Kumar, K. D. Meng, and G. W. Kit. Davinci: A cloud
computing framework for service robots. In 2010 IEEE International
Conf. on Robotics and Automation, May 2010.

[4] AWS. RoboMaker. https://aws.amazon.com/robomaker/.
[5] K. Ayush and N. K. Agarwal. Real time visual slam using cloud comput-

ing. In 2013 Fourth International Conf. on Computing, Communications
and Networking Technologies (ICCCNT), pages 1–7, July 2013.

[6] J. Boehm and K. Liu. Nosql for storage and retrieval of large lidar
data collections. ISPRS - Intl. Archives of the Photogrammetry, Remote
Sensing and Spatial Information Sciences, XL-3/W3:577–582, 08 2015.

[7] I. S. Cardenas and J. Kim. Design of a semi-humanoid telepresence
robot for plant disaster response and prevention. In 2019 IEEE/RSJ
International Conference on Intelligent Robots and Systems (IROS),
pages 2748–2753, 2019.

[8] G.S.L.K. Chand, S. Ojha, B. Johnston, J. Clark, and M.A. Williams.
Fog robotics for efficient, fluent and robust human-robot interaction.
2018 IEEE 17th International Symposium on Network Computing and
Applications (NCA), 2018.

[9] Y. Chen, Z. Du, and M. Garcı́a-Acosta. Robot as a service in cloud
computing. In 2010 Fifth IEEE International Symposium on Service
Oriented System Engineering, pages 151–158, June 2010.

[10] Confluent. Kafka REST Proxy. https://docs.confluent.io/current/kafka-
rest/index.html.
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Abstract—Due to ever-increasing number of visually impaired
people, the demands of assistant robots have been growing
significantly. For the visually impaired, “independent living”
which is the key to rebuild the dignity and self-confidence that
can be achieved by assistant robot. This paper describes the
design and development of a personal assistant robot, which is
controlled by voice commands to find and determine the relative
location of the object in the indoor environment with a co-
relation factor (CRF) algorithm developed in this study. The
proposed assistant robot is a semi-humanoid robot consists of
several cameras on the different location of its body. The cameras
are used for autonomous movement, object detection, distance
measurement, and motion planning. In addition, the robot keeps
the user informed about the outcomes of its actions increases
the usefulness of the robot. To justify the proposed system and
measure its performance, successful experiments were conducted
in indoor environments. The experimental results demonstrate
that the proposed assistant robot performs all of its actions with
high accuracy which will make visually impaired people feel the
indoor environment safe, convenient and comfortable.

Index Terms—Assistive Technology, Object Detection, Visually
Impaired People, Voice Control, Robot Vision, Motion Planning,
YoloV3.

I. INTRODUCTION

With the rapid increase of total population, the number
of visually impaired people are also increasing significantly.
According to World Health organization, there are almost 253
million individual are visually impaired all over the world
where 36 million are totally blind and the rest 217 million
individuals have some visual problems [1]. Vision impairment
is indeed a very frequent and unendurable physical disability
among several disorders. A person with visual disabilities
faces numerous challenges like mobility, recognition and
avoidance of obstacles, particularly in an unknown area both
in indoor and outdoor [2]. Almost all cases, they have to rely
on others assistance to perform their daily tasks. Although
indoor environments usually have very little stringent needs,

(†)The corresponding author’s email: jkim72@kent.edu

the people with visual impairments face difficulties to detect
any objects owing to low vision in this scenario too.

The ongoing research is highlighting the problems asso-
ciated with visually impaired people to develop assistant
devices [3]. Most of the supportive devices [4] for these
individuals are focused on the travel aid which is a major
concern. Some of the systems like white cane and guide-
dogs are commercially available for obstacle detection and
avoidance both in indoor and outdoor environment. A few of
the frameworks have been introduced for object detection in
indoor surrounding’s to assist the vision impaired individual.
A deep learning based vision system developed in [5] that
detected object and suggested possible path to reach the object.
A smart glove proposed in [6] used for daily necessities
including face recognition to identify other individual, alert
signals for medications, and informing about the objects and
their corresponding distances. A smartphone based object
detection and classification scheme is introduced in [7] to
assist visually impaired people in outdoor environment. In this
system, computer vision is used for object (cars, bike, people,
etc.) detection and machine learning algorithm is utilized
for classification. The system proposed in [8] ensured object
recognition and location estimation facility both in indoor
and outdoor environment to aid visually impaired people.
The developed scheme detected people, animals, vehicles
in outdoor scenario, and chair, table, computer monitor in
indoor environment successfully. A voice controlled assistive
robotic system is demonstrated in [9] for physically disabled
individual to detect and pick up particular object. A smart
stick [10] is developed to assist visually impaired individual
for leading normal life by providing the facility of obstacle and
pothole detection, and object recognition using cloud API. The
potential efforts have been made to develop supportive tools
to aid visually impaired people so that they can lead their life
like a normal person.

This paper aims to assist the visually impaired people by
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finding the necessary objects using a physical robot through
voice command in indoor environment. Initially, a deep learn-
ing architecture (YoloV3) is implemented on the physical
robot for object detection and OCR for room identification.
While the robot is trained with several objects of indoor
environment, voice command is given to the robot through
google assistant for finding users’ required object. With the
voice command, the physical robot finds out the target object
along with reference object and gives the necessary relative
location of the object to the user successfully. In overall, the
physical robot acts as a personal assistant for the people with
visual impairment in indoor environment.

The remaining part of the paper is organized as follows. Sec-
tion II demonstrates the most recent works that are developed
for assisting visually impaired people in real-world scenario.
The overall system design comprising of physical robot, object
detection, and voice control as well as feedback are described
in section III. Section IV depicts the experimental results
of target and reference object detection using deep learning
technique according to the voice commands. Lastly, Section
V concludes the paper.

II. OVERVIEW OF THE STATE OF THE ART

Many organizations have been introduced different types
of assistant devices to assist the visually impaired people
in indoor environments. Various technologies like computer
vision, sensory systems, robotics, smartphone technology, and
artificial intelligence are used to develop supportive tools for
these types of people. The works associated with this field are
outlined as follows.

Lin et al. [11] developed an assistant system for visually
impaired people in indoor environment utilizing deep learning
architecture (Faster-RCNN). The system detected the daily
necessary components like fan, chair, desk, and dehumidifier
in the home environment and notified the users using smart-
phone with the current location of the object along with the
movement location. The highest precision rate obtained by
the system is 96.9 % for the dehumidifier. The computational
cost for the developed system is quite low. Khairnar et al.
[12] proposed a hand-held assistant tool named “PARTHA”
for visually impaired users in indoor environment for object
recognition. The system is able to provide the facility of
obstacle detection and avoidance, object recognition, and real-
time location of objects. In this system, smart glove and
smartphone are integrated into a single module. The system
detected the cell-phone, chair, bottle, any person in indoor
environment. However, the location between the users and
objects is set manually by the authority whereas the shortest
path finding may be the further solution. A voice controlled
individual support robot for elder people is developed in [13].
The communication between the robot and the user is done
using a smartphone through Bluetooth channels. The robotic
system is comprised of a camera and robotic arm where the
camera is utilized for object detection and the arm is used
for picking up the object. For holding any object, the gripper
is used where a force sensitive resistor is integrated with the

gripper to perform the task. In this framework, Yolo algorithm
is utilized for object recognition. The system detected the
indoor objects like bottle successfully.

Pramanik et al. [14] developed an assistant robot targeting
the physically challenged people that is worked based on
voice command in the hospital environment. The developed
tool is comprised of several components like Arduino Mega,
Raspberry Pi, robotic hand, Veear module, and VR command
module. The robotic system grabbed and picked up the object
according to the voice command. The full cost for developing
the system is approximately $360. Patel et al. [15] introduced
an object detection system for the people having visual impair-
ment in indoor environment which is worked based on multi-
sensor data. Several electronic components like USB camera,
IR sensor, ultrasonic sensor, and Raspberry Pi are attached
with a stick. The developed prototype detected various indoor
objects like chair, table, and so on. The user is notified with
the presence of any objects through a buzzer module. Reddy et
al. [16] proposed a system operated by voice command for the
physically challenged individual that is able to detect obstacle,
smoke and fire in the case of emergency. The command from
the users is sent through “voicebot” app. The developed system
used Arduino UNO, ultrasonic sensor, Bluetooth module,
smoke detector, fire detector, and Wi-Fi module for proto-
type development. The prototype is developed highlighting
the principle of wheelchair but the full development is not
completed. However, the used sensors worked in a certain
ranges, cannot cover a wide area. Nguyen et al. [17] introduced
a vision based framework to aid the visually impaired people
in indoor environment. The proposed system gave a possible
map from user to a particular object in building, school, or
hospital environment. The users are suggested to follow an
assistant robot to navigate for reaching the object. However,
the system is only applicable for small pervasive surroundings
but cannot perform in loop environment.

Vlaminck et al. [18] developed an indoor assistant scheme
for the vision impaired individual that is highlighted to
localization, and obstacle detection and classification. The
localization is confirmed with depth and color information
which is captured through a RGB-D camera. The developed
system categorized the objects as walls, steps, doors, etc. The
computational cost for the proposed scheme is comparatively
low than the existing systems. The authors of [19] proposed
a system that is able to detect objects along with moving
guidelines in real-time highlighting the visually impaired. In
this system, Microsoft Kinect is used a capturing device. For
the experiment, a total of 600 samples are considered in
the developed system. The framework detected the moving
and still objects from video with the accuracy of 92%, and
87% respectively. However, the developed system cannot well
perform in direct sunlight environment due to the use of
Kinect sensor. Irvin et. al. proposed a telepresence robot
[20] which can be used as a personal assistant robot for
the disable people. This robot has it’s own autonomy and it
can be controlled by the remote operator. Tepelea et al. [21]
presented a vision module for the visually impaired individual
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that ensured the facility of object detection both in indoor and
outdoor environment. Template matching is used as a feasible
technique in Raspberry Pi platform. The developed system
provides the results with low computational time successfully.
However, the illumination effect is not considered here which
is very important for real-life object detection.

Fig. 1. Overall system flow of the developed assistant robotic system

III. SYSTEM DESIGN

The proposed assistant robot is mainly aiming at efficient
and reliable approach towards designing and deploying an
assistant system that includes object finding and detection
of the relative location of the object functionalities to aid a
visually impaired person in indoor environment. An overview
of the system is depicted in Figure 1. For voice command
and feedback, google assistant is used while Robot Operating
System (ROS) is responsible for the coordination among all
the modules. The proposed system is mainly consists of five
different modules:

• Psychical Robot
• Voice Control
• Path Planning
• Object Finding
• Voice Feedback

A. Psychical Robot

In our proposed system, TeleBot-R2 [22] is used as a phys-
ical robot. This is a semi-humanoid robot was designed and
developed at our lab [23]. It has a eye-catching design Figure
2 and it is equipped with 360 degrees of maneuverability with
a multi-track functionality. It has a tank base with additional
flippers which helps the robot to move on staircases if there
are multiple floors. For tracking and depth information for
path planning, one Astra S camera is attached on the forehead
position. A 4k RGB camera is attached to the head of the
robot for object detection. The robot is able to rotate the RGB
camera to capture wide area.

B. Voice Control

As the visually impaired people do not have the ability to
see around them, it is difficult for them to operate the robot
by using any other devices. By using voice command, this
limitation can be overcome.

Google assistant is used to take the user voice input and
process them in order to command robot. To make the process
easier, Dialogflow, a natural language understanding platform
provided by google for interactive voice response is used. A

Fig. 2. The Physical Robot: Telebot-2

set of predefined command, such as ”find me my phone”,
”where is my cup” and etc. are set in our system. By using
the action function and define the entity type in DialogFlow,
our system will automatically separate the target object from
trigger sentence. The user will not be constrained by what
sentence to say as the AI based Dialogflow maps with the
corresponding built dialogues to provide exact command to the
robot. In our proposed system, open source google assistant
API is used in this purpose.

C. Path Planning

Path planning is one of the most important module of
our system as autonomous movement of the robot and over-
all command execution time depend on it. We have used
“frontier-exploration” package of ROS which is a frontier-
based approach for autonomous exploration [24]. Using the
depth camera, robot collect new information about the indoor
world and develop a map autonomously. Our path planning
module allows the robot to scan the environment thoroughly,
build a map, identify the obstacles and frontiers in the map,
and continue explore those unknown areas until all the areas
are fully explored and mapped. Once the map of the indoor
environment is fully built, the robot performed very efficiently.
During the execution of a command when robot find a specific
object then it store the location of the object for future use.

D. Object Finding

Once the robot gets the command to find a specific object
through Google Assistant then it navigates in the indoor
environment to find the object. As the visually impaired people
has limited vision, they need some relative information about
the position of the object. To provide the proper location
information of the object, the robot needs to perform the
following actions.
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1) Target Object Detection
2) Reference Object Detection
3) Room Identification
For the target and reference object detection , we have

used YoloV3 [25], a convolutional neural network(CNN).
We have trained YoloV3 using our own dataset on target
object(ex: mask, sunglasses), and reference object(table, sofa).
For room identification we have read-text package which is
based on OCR. To prepare the datasets for the target object and
reference object, we have collected 1500 images per object.

Then, we have manually labeled the image by drawing a
bounding box around the object and stored them using the
following format <class> <x-center> <y-center> <width>
<height>. All the values are normalized in the range of 0
to 1. For training the YoloV3 network, we have used Google
COLAB [26], a Machine Learning Research Tool, which is
a free cloud service and supports GPU for free. After the
training process is done, we have deployed it to the robot for
for obtaining the relative location of an object by the result
of target object detection, room identification and reference
object detection. When objects are detected YoloV3, provides
the bounding boxes around them, name of the object and
level of confidence when the object was detected. The area of
the boxes, distance between the bounding boxes and level of
confidence are used to determine the co-relation among them.
To determine the co-relation and provide relative location
information, we have considered the following cases:

• Case 1: The target object is detected, one reference
object is detected and room is identified. The bounding
box of the target object is on the right/left side of the
reference object’s bounding box. In Figure 3 a) Target
object, (water-bottle) is at the right side of the reference
object(chair).

• Case 2: The target object is detected and multiple refer-
ence objects are detected and room is also identified. The
box of reference object which has the minimum distance
form the target object box will be used for providing the
reference. In Figure 3 b) the target object, mobile phone,
is detected and sofa and chair are detected as reference
objects. As chair is more closer to the mobile phone than
sofa, robot will use chair a reference object.

• Case 3: Room is identified and the bounding box of the
target object is inside the bounding box of the reference
object. Figure 3 c) shows that target object (mask) is on
the reference object(sofa)

• Case 4: Room is identified, object is detected but there is
no reference object. In figure 3 d) there is no reference
object near the target object(key)

E. Voice Feedback

When the object finding process is done, the robot send
the relative location of the object through google assistant
by voice feedback. As the “Dialogflow” is used, the robot
can send the voice feedback in a natural way. For, example
according to the Figure 3 a) after detection of the target and
reference object, and identification of room robot will provide

the relative location the object and the Google Assistant will
generate “Water-bottle found. It is on the right side of the chair
in the bedroom”

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS

To evaluate the performance of the proposed system, ex-
periments were conducted inside a one bedroom apartment.
We placed several target objects at bedroom and living room
with different reference objects similar as Figure 3. The Table
1 shows that sunglassess, water-bottle, mask, phone and key
ring are taken as target object whereas bed-table, chair and sofa
are taken as reference object. The robot is able to detect the
target and reference object successfully to provide the relative
location by using its vision and co-relation factor described in
Figure 3. The overall performance of the proposed system is
satisfactory but in the bedroom performance degrades.

Due to the lack of illumination , illumination inequality
our system drops its performance. However, The results are
very promising even though experiments with the physical
robot in real-world scenario were limited due to the current
COVID-19 pandemic and those challenges can be overcome
by combining the depth information of an object during object
detection which is one of our future research plan. Due to the
limitation of YOLO algorithm which was based on 2D images,
the confidence level during object detection varied due to the
change of the distance which is show in Figure 4.

V. CONCLUSION

The proposed system presented a vision based voice con-
trolled personal assistant robot to aid visually impaired people
in indoor environment. In this system, the physical robot
detects the target object along with reference object success-
fully according to the voice command. The assistant robot
is trained with several indoor objects using deep learning
network (YoloV3) for object detection and OCR for room
identification. Google assistant service is utilized for voice
input (for finding particular object) from user to robot and
voice feedback (for providing object location with reference
object) from robot to user. It is evident from the experimental
findings that the proposed system effectively detects mask,
sunglasses, water-bottle, phone, etc. in indoor space. The
experimental outcomes reveal that the proposed scheme is
effective, reliable and fulfills all the targeted aims to help
people with visual disability. The developed system only
provides the relative location of the target object ; picking
up the object from the current position and provide it to the
user would be the effective solution as a future work.
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Abstract—The thermal comfort for children and adults 
inside the car is a crucial issue to improve as the hot 
environmental conditions can be irritable and uncomfortable. 
Being inside an extremely hot car for a prolonged time can lead 
to major health problems. This paper focuses on the thermal 
comfort of infants. Traditionally air conditioning systems are 
used to cool down an infant car seat which is not effective due 
to the portability and cooling duration. In this paper, heat 
relief for the child is researched using a thermoelectric cooling 
system. This paper reviews various factors concerning the 
development of a temperature-controlled infant car seat. This 
study focuses on the health and safety of children inside the 
cars, the subjective needs of the parent, heat management in 
the car cabin environment, thermoelectric modeling, and the 
methods for precise temperature control for effective 
thermoelectric cooling. In-depth research has been conducted 
on the contributions of other researchers on the thermoelectric 
cooling system in a car. The thermoelectric device in the infant 
car seat was tested in thermal simulation.  

Keywords—thermoelectric device, PID control, monitoring 
system, thermal comfort, smart control 

I. INTRODUCTION  

Child safety and comfortability is an important factor to 
be considered in an infant car seat. In the last few decades, 
thermoelectric cooling (TEC) has gained significant 
popularity in the automotive industry for car seat coolers 
because of their efficient, compact, and noiseless operation. 
[1] Additional advantages include stationary operation, no 
operating fluids nor chemical reactions, and do not produce 
emissions. This makes TECs advantageous compared to 
conventional ventilation systems. Although ventilation 
systems for car seats have been used widely in the 
automotive industry such as in Tesla [2], Ford [3], Marlow 
automotive [4], this project focuses to develop a ventilation 
system for the detachable child car seats which is not 
frequently found in the market.   

A. Market Demand 

In recent years, the demand for the baby car seat is 
increasing all over the world. According to the research by 
Technavio, a leading global technology research center, there 
is a huge need for infant car seats especially, the infant car 
seat for 6 to 24 months old child [5]. As many people spend 
money on purchasing cars, more people can be seen traveling 
on the road. So, the car seats must be more comfortable in 
terms of instant cooling and heating features and the ability 
to monitor their child. A survey was conducted by the author 
to show the need for a cooling system in an infant car seat by 
parents. The demo-graph for the survey were parents living 
in the Middle East with around 80 survey results. The pie-
chart results are shown in Fig. 1. It is seen that 83% of the 
survey takers felt their child was uncomfortable in the car 
when parked under the sun for too long. When they were 

asked the reason for the uneasiness, the majority of them 
replied that their child would sweat due to the heat inside the 
car. This is a significant survey result as the parents know 
their child best. This shows that the development of a 
solution to create temperature controlled infant car seats is 
vital in keeping children comfortable. 

 

Fig. 1: Survey results. 

B. Health and Safety of Children 

Some standards that define the level of comfort inside the 
car for a human being are ISO EN 7730, ASHRAE 55-92), a 
CEN report (CR 1752) which shows that the temperature 
inside the car is extremely high which can lead to a high 
level of discomfort [6].  

According to the journal [7], a list of body temperature 
benchmarks is shown in table 3.1. It is seen that the ideal 
body temperature of 6 months old baby is 36.5�C. 
According to NBCI [7], the infant must be placed at an 
ambient temperature of 25�C to 27�C to maintain the ideal 
body temperature for comfort.  

The medical issues mentioned by the Health Information 
Research Center, people sitting in a hot car for too long can 
experience excessive sweating, heat strokes, hyperthermia, 
and HMFD (hand, mouth, foot disease). [8] However, the 
number of children who die from vehicle-related 
hyperthermia is only a small percentage, so this hazard is 
easily preventable. A pediatrician at UCSF children’s 
healthcare (University of California, San Francisco) has 
reported that babies have a hard time regulating their body 
temperature, so a child’s body temperature can rise 2 times 
faster than that of adults placing the child in a dangerous 
situation [9]. The heat-regulating mechanisms of the body, 
especially the hypothalamus regulates and maintains the 
body temperature according to the outside temperature. This 
process is called thermoregulation, where the sweating 
glands are activated to maintain body temperature at 37�C. 
In an environment of 24�C the heat loss from the body is 
around 146W whereas if the environment is 45�C, the heat 
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loss is     -36W where the body is reducing the body heat to 
maintain cool body temperature [10]. For children, the rate of 
thermoregulation will be 2 times slower which leads to dry 
skin and dehydration where the body cannot absorb 
excessive heat. So, it is recommended that the caregiver 
cools the car seat before a young child is placed in it as it 
reduces the chance of hyperthermia and dehydration. 

II. LITERATURE REVIEW 

In this section, several elements of the cooling infant car 
seat are researched by examining the other authors’ work.   

A. Thermoelectric Cooling (TEC) 

There are various thermoelectric configurations available 
in the market such as the High-temperature Peltier, 
multistage Peltier, and series-parallel Peltier [11]. High-
temperature Peltier’s have the integral structure to operate at 
high temperatures such as 200�C to provide high cooling 
capacity. According to this conference paper [12] where it 
reviews the coefficient of performance of the thermoelectric 
system. His results showed that the cooling mode of the 
system produces 33.3 W at a coefficient of performance 
(COP) of 0.4, and about 94.6 W of heating power at a COP 
of 1.15. Therefore, by using two TEC in parallel, higher COP 
can be achieved. TEC systems are a reliable approach that 
provides accurate temperature and easy installation. 

B. Heat Flux inside the Car cabin 

The heat flux inside the car cabin near the vicinity of the 
child car seat is determined by considering the thermal 
behavior of the passenger, vehicle cabin temperature, and the 
thermoelectric heat flux. According to the journal [13] the 
human thermal model was assumed as lumped capacitance as 
it can simplify complex heat flux of the body.  

The amount of heat released by the individual is 
considered to determine the cooling load of the 
thermoelectric device. To find the heat load of the human on 
the car seat, heating pads were placed on the seat. Energy 
exchange between a driver’s body and the automobile seat 
was seen [6].  Initially cabin temperature is considered at 
0�C gradually the temperature was increased. While he 
experimented,  80W heat was generated in the heating pads 
from the male adult. The heat was transferred to the 
contacting areas and some heat dissipated to the ambient or 
got accumulated in the seat. However, for a child, the body 
contact area is smaller. Overall, it is noted that the heat flux 
surrounding the infant car seat is larger than the heat load of 
the thermoelectric. Therefore, proper heat management is 
introduced.   

C. Heat Rejection Management 

There are three types of cooling systems: conduction, 
forced convection, and liquid cooling. From 2016, luxury 
cars such as Tesla [2], Ford [3] Marlow automotive [4] have 
integrated liquid cooling car seats that operate using a 
thermoelectric cooling system. However, liquid cooling is 
heavy and requires complex structures which not portable for 
infant car seat usage.  

According to the journal [14], the Peltier device was 
tested against the three types of the cooling system and found 
the heat pipe had the highest heat rejection closely followed 
by the heatsink system. He tested the heat sink with the 
integrated fan model and found that it can withstand 10W of 
heat flux from the Peltier device [14]. The thermal resistance 

of quality forced convection systems typically falls within a 
range of 0.02 to 0.5°C/watt [15]. The heat sink adds little 
weight and less stress to the thermoelectric device. 
Therefore, it is opted for. 

 

Fig. 2: CFD simulation shows a circular motion of air 
through a rectangular heatsink. [16] 

The centrifugal fan is popularly used in the industry due 
to its simple design and high versatility. The airflow 
movement in Fig. 2 shows a high output speed. These fans 
can be modified to limit the income of dust as well.  

 

Fig. 3: Velocity streamlines for the centrifugal fan in 
CFD [17] 

In this journal [13] [18] a heat exchanger system was 
designed to provide localized convective and evaporative 
cooling. The pipe exchanger was experimented and found 
that the average temperature of the air after passing through 
the tube exchanger was lower by an average of 2 °C. 
Whereas enclosure containing the TEC with twisted pipes 
connected to the cold and hot side of the TEC where the cold 
side pipe is connected to the car seat is found to be effective 
in keeping the airflow rate stable [19]. The air from the main 
cooler box will be pass through the hole to the surface 
allowing even distribution of air shown in Fig. 3. However, 
some limitations faced by the author were the high heat 
rejection imposed by the hot side of the Peltier device. 

Moreover, the airflow rate of the fan must be studied to 
analyze the cooling air distribution at the surface of the seat. 
In the simulation conducted by Allison Bailes [20] shows 
that the laminar air from a wider duct area to a reduced duct 
area shows that the velocity at the small opening is larger. 
The flow velocity increased from 1m/s to 2m/s. Even after 
introducing the turbulent disturbance, there is a great 
increase in velocity. This effect is due to the Bernoulli’s 
equation of fluid. 

Moreover, it is important to keep the child comfortable. 
To improve the cooling effect the selection of seat cover 
fabric is crucial to provide comfort and cooling effect. The 
fabric must have high thermal conductivity and be able to 
absorb heat. Mesh fabric with many minuscule holes is used 
in many car seats to improve thermal conductivity and 
comfort while resting on the top. The fabrics that have high 
thermal resistance are cotton and cotton/polyester where 
treated cotton blend polyester has a thermal resistance of 
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0.01383  [21]. Therefore, this mesh is used in the 
infant car seat to improve the cooling effect. Overall, while 
manufacturing the infant car seat, it is suggested to use 
centrifugal fans and cotton fabric.   

III. METHODOLOGY 

The methodology followed to construct a control of the 
temperature of the thermoelectric device is presented. First, 
the heat rejection from the thermoelectric device is managed 
by modeling a special heat exchange unit. Then, the 
temperature control system is created and integrated into the 
microcontroller through MATLAB. The monitoring system 
is integrated on the seat and configured with the 
microcontroller.  Finally, it is tested.  

IV. PROTOTYPE DEVELOPMENT 

A. Thermoelectric Cooling Unit (TEC) 

The implementation of the framework for heat exchange 
is discussed. The TEC unit is placed at the back of the infant 
car seat and an airflow duct is connected to the back of the 
seat. The airflow from the fan will pass through the air duct 
then to the surface of the seat. This method was selected to 
be simulated because the TEC unit is enclosed and safely 
placed at the back of the car seat.  

To improve heat rejection, an active heat sink is used. A 
rectangular heatsink with a fan attached on top directs the hot 
air outside. This heatsink has a total thermal resistance of 
0.179 °C/W [16]. The volumetric thermal efficiency 
(including fan) equals 0.021 W/°C/cc [16]. The weight of 
this heatsink with a fan is 194 grams which are lighter than 
heat pipes. The heat sink placed between two large heat sinks 
with an inbuilt fan. As the Peltier is placed between the 
heatsinks, there will be less heat stress causing less damage 
to the Peltier. It consists of a fan attached to a heat sink that 
diverts heat. The centrifugal fan used in this prototype 
produces an airflow rate of 14.1 CFM which is a velocity of 
0.08m/s [15]. However, this velocity will be reduced as it 
passes through the heatsinks towards the child. A simulation 
was done to view the airflow that will reach the child.  

The thermoelectric device TEC1-12406 is between two 
heat sinks. The top of the heat sink must be kept flat. The 
insulation materials around the TEC panel are used to reduce 
the escape of cold air to the surrounding environment. 
Insulation materials are poor thermal conductors and prevent 
the heat from leakage.  The top heatsink collects the hot side 
heat and releases it to the ambient through the fan and the 
heat sink at the bottom. The centrifugal fan circulates the air 
around the heat sink to draw the heat away from the unit. 

A 3D printed case is designed on the TinkerCad 
software.  The model is created by designing a duct for the 
hot and cold side to pass into, as seen in Fig. 5 and 6. This 
layout has a space for both the hot side convective air and the 
cool side convective air to move through. The air movement 
from the hot side passes through the gap and cools the 
heatsink. The circular gap is given for four cables of the 
thermoelectric device.  

The working of the heat rejection model is explained. 
The thermoelectric devices were placed inside a 3D printed 
enclosure and kept on the backside of the infant car seat. The 
thermoelectric device stays between two heat sinks with a 
forced convection fan. The insulation materials around the 
TEC panel are used to reduce the escape of cold air to the 

surrounding environment. Insulation materials are poor 
thermal conductors and prevent the heat from leakage. The 
cool air is sent to the child through an airflow pipe which is 
connected between the cooling unit and the infant car seat.  

 

Fig. 5: 3D model of the thermoelectric unit 

 

Fig. 6: 3D printed case 

B. Temperature Controller Modelling 

The temperature control system of TEC is achieved using 
PID control. The mathematical model is assumed in ideal 
conditions that there is no leakage heat flux and the 
surrounding temperature is constant. The hot side of the TEC 
is kept at a constant temperature using a heatsink. Assuming 
the cold side does not absorb any heat Qc=0. The cold side 
temperature in terms of current I am derived by modifying 
equation 1 to get Tc. The non-linear characteristic of the 
thermoelectric device is seen. This equation is used to model 
the thermoelectric device. [8] [16]  

                                                     (1) 

This aspect can be validated by graphing the temperature of 
the cold side. The parameters for the Peltier device TEC1-
1206 from the datasheet are =323K, =2.3Ω. The 
thermal conductance and Seebeck coefficient  =0.537, 
S=0.0514. It is seen that the cold side temperature decreases 
until the equilibrium point of 5.944A and -7.004�C. When 
the current is increased further beyond the equilibrium point, 
the cold temperature rises which is not an ideal operation and 
resembles instability. The Peltier releases heat instead of 
absorbing the heat. The relationship between current and 
temperature is non-linear.  

The non-linear characteristic can be dealt with by 
developing a control system that limits the current supplied 
based on the performance curve of TEC. 

The H-bridge is used to control the thermoelectric unit. 
The H-bridge provides a bidirectional current drive to the 
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TEC. The magnitude of the current is controlled by 
regulating the duty cycle and frequency of the pulses 
produced by MOSET. It was built in Pspice and simulated to 
find the output voltage and current at the TEC. The input 
voltage was set at 10V with a duty cycle of 0.82 with a 
period of 6.66ms.  

                                (2) 

The voltage at the TEC must be maintained at 8.2V. The 
PWM signal was placed only on switch 1 and switch 4, 
therefore, the forward current will only pass through the 
TEC. 

C. Smart Monitoring System for Infant Car Seat 

The camera was mounted on the handle of the infant car 
seat to achieve a perfect view of the child. This was achieved 
by measuring the size of the camera and drilling a hole on 
the handle as shown in Fig. 7. The wires were fed through 
the handle and connected to the electronics. The display of 
the camera is shown in Fig. 8. This display will be placed on 
the dashboard of the car. When the caregiver is driving, and 
the baby seat is kept at the rear seat, the caregiver can view 
the child and its movement through this display. This is a 
wired camera with a wired display which is connected to the 
battery power source. However, the long wires of the display 
made it hard to mount the display on the dashboards. This 
can be overcome by using a Bluetooth camera and display.  

 

Fig. 7: Infant Camera 

 

Fig. 8: Integrate monitoring display installed in the seat. 

The remote start allows the user to switch on the cooling 
system before entering the car. The infant car seat will be 
cooled and ready to use. This was achieved through 
transmitters and receivers connected to the power supply. It 
uses RF (radiofrequency) 2.5GHz wireless signals to 
communicate between the receiver and transmitter. In the 
Fig. 9 below, the remote has two buttons, pressing the A 
button, turns on the power supply powering the whole 
system while pressing button B, the whole controller turns 
off. The wireless range of the transmitter is 1.5m.  

 

Fig. 9: Remote Controller 

D. Electronic Control Unit 

The electronic unit can be divided into 4 parts: Power 
supply Unit, temperature control unit, detection unit, and 
user interface unit. The overview of the electronic design is 
shown in Fig. 10.  

The electronic circuit diagram is centered around the 
Arduino ecosystem due to its accessible and easy user 
interface. The power supply unit provides power to all the 
electronics by regulating the DC input voltage of 12V from 
the car battery. The RF remote start is connected to the 
power supply. The monitoring camera system and the 
microcontroller is connected to the remote start. The H-
bridge is connected to the Peltier which will ensure there is 
enough power to drive the Peltier device. The temperature 
control unit uses a PID feedback system to automatically 
control the Peltier device within the required temperature 
using the Arduino microcontroller. The user interface 
contains the monitoring system with a camera and the 
Bluetooth connect app. The detection unit senses the ambient 
and temperature of the TEC.  

 

Fig.  10: Block diagram of the electrical connections. 

The digital design of the temperature control system is 
summarized as follows. It is done automatically by the 
microcontroller using the PID control system. First, the 
temperature of the ambient temperature neat the child, the 
cold side temperature, and the hot side temperature is sensed, 
every 10s. When the system turns on, the temperature is 
sensed and transmitted to the microcontroller. If the 
temperature exceeds the set temperature, the cooling system 
turns on and if the temperature goes lower than the set 
temperature, the heating function turns on. The temperature 
can be either set by the user or the user can toggle between 
the modes. The mode can be toggled using the user interface 
on the phone. This code is given in the appendix A. The 
sensed cold side temperature is converted into a 
corresponding current value using the TEC characterization 
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module. The corresponding PWM of the current is obtained 
and sent to the TEC. If the ambient temperature is reaching 
above 35�C, an alert is sent to the phone. If the cold side 
temperature is increasing due to malfunction, then the power 
input the TEC is stopped unit the cold side temperature 
reduces to ambient temperature. This function will be viewed 
using the TEC characterization equation.   

The temperature is controlled with a set power to the 
operator at stable TEC conditions. The power-limited does 
not allow temperature more than the rated power of the TEC. 
Moreover, the TEC can be switched off by turning off the 
enable switch. By doing this the power will not be provided 
to the TEC. 

The Bluetooth module to the Arduino and the protocol 
step was achieved, it can be displayed on the phone. An 
online software called RemoteXY along with its supporting 
app on the phone is used to display the temperature reading. 
The Bluetooth connection is activated on the phone and 
paired with the app. The app layout is given in the following 
Fig. 11. It displays 3 features; temperature monitoring, 
temperature control setting, and alert system. When the TEC 
system is switched on, the live temperature readings are 
displayed. If the temperature reached above the threshold, 
the alert system is activated. This app is essentially created 
for the caregiver of the child to use, to adjust according to the 
child’s comfort. The alerts and user set temperature features 
to allow for easy monitoring of temperature. The app was 
tested, and the temperatures were changed upon changing the 
cooling levels. When a high temperature was detected, the 
alert was blinking.  

 

Fig. 11: Developed the user interface on the phone 

 

Fig. 12: Enclosure for the electronics 

The electronics of the control system are kept inside the 
enclosure as shown in Fig. 12. The output wires to the 

camera, display, and power supply are seen. The temperature 
sensor for TEC and ambient temperature is also shown.  

E. Integration the complete infant car seat 

The cooling module consists of the thermoelectric device, 
heat sinks, 24V fan enclosed inside a 3D printed case. An air 
duct is fed through the infant car seat to which the cooling 
unit is mounted. Especially sewn fabric at the backrest 
improves heat conduction. This is shown in Fig. 13.  A video 
link done by the author shows the built and attached 
components of the infant car seat. [22] 

 

Fig. 13: Completely integrated seat with the special 
fabric. 

V. RESULTS AND DISCUSSION 

The vehicle cabin temperature was found by conducting 
temperature tests inside the car. Four tests were conducted: 
parking the car under the sun with windows closed and 
windows opened and the car under the shade with windows 
closed and opened. The temperature logger Tiny Tag was 
placed on the back seat of Honda and Jeep and tested. The 
control variable is the temperature and content variables are 
the time of the day. The test was conducted for 24 hours but 
the data is compared for the time from 11 am till 1 pm.  

 

Fig. 14: Temperature tests with windows closed (Blue 
line: Temperature; light green: Humidity; Black: Dew point.) 
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It is found from Fig. 14 that the temperature inside a car 
parked under the sun reached considerably high 
temperatures, such as about 55 �C at the rear seat in 90 
mins, when the outside temperature is around 32�C. 

Modeling the heat distribution on the surface of the car 
seat requires three elements which are TEC, infant, and 
insulation. This is simulated in energy2D to demonstrate the 
heat distribution around the infant car seat. The TEC module 
is defined by a hot block of 40 °C and a cold block of 20 °C 
reflecting a heat source. The TEC is sandwiched between 
two heat sinks with thermal conductivity of 167 W/mK. The 
ambient temperature of the car was set at 45�C. The fan 
next to the heatsink has a wind speed of 2 m/s. The child is 
represented by a 36.5 °C heat source. The car cabin is 
concealed inside a boundary. Fig. 15 displays the effects of 
the simulation which shows the movement of the heat flux 
according to this model. A video link that shows the 
movement is attached in the reference. [23]  

 

Fig.  15: Simulation result of the integrated cooling 
system. [23] 

The simulation reveals that the temperature around the 
occupant is lowered to 21�C, which is the temperature set 
on the cold side of the TEC. The red and white dots depict 
hot temperatures, while the black and the blue dots depict 
cold temperatures. It can be seen that cold air moves towards 
the seat cover material, and then towards the infant.  

To assess the validity of the design results, an experiment 
was conducted by uploading the code into Arduino. The 
integrated cooling unit was placed inside the car with 
windows closed and tested. The Fig. 16 shows the decrease 
in the temperature of the Peltier device. This temperature 
reading was conducted at 10 am when the car was under the 
shade. The outside temperature was 35�C and the ambient 
temperature inside the car cabin is 39�C. The temperature is 
set at 23�C. Within 4-5 minutes the temperature reached 
23�-degree Celsius and maintained.  

 

Fig. 16: Temperature vs graph of TEC 

The open-loop testing was conducted to find PID 
parameters. The transient response was found in PSpice by 
constructing the PID circuit and TEC equivalent circuit. The 
steady-state gain Kc is seen as a proportion of the maximum 
open-loop response or the input voltage (delta y), which is 
set to 10, to step response (delta u), which is set to 6. 

                                                          (3) 

 
 

The gain Kc, time delay Td, and starting time Ts were 
substituted in Zeigler Nicholas constants equation and the 
value is given in table 1. 

 

TABLE I.          CALCULATED PID PARAMETERS 

Controller Type Kp Ti Td

PID 4930 1.6ms 0.4ms

 

All three controllers were tested in MATLAB with the 
calculated parameters and found that the PI controller 
produced the best result due to the short settling time of 2s.  

The PID coefficient was used to find the corresponding 
duty cycle. Substituting the new duty cycle in the input of the 
H-bridge gives a smoother graph in Fig. 17. As required, a 
voltage of 6V was produced at the terminal. Therefore, these 
PID parameters correspond to providing an appropriate 
output.  

 

Fig. 17: Voltage and current are seen over one period of 
PWM. ( Top graph: Voltage; Bottom Graph: Current) 
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VI. CONCLUSION 

By utilizing the information collected from the literature 
review, a prototype is designed, fabricated, and tested. The 
health and safety of the child inside a car for a prolonged 
time are researched. Multiple types of the thermoelectric 
cooling system from several scholars were researched and 
found that by increasing the number of single-stage 
thermoelectric units use less power and provides better 
cooling. The heat flux inside the car cabin was researched 
and found that the surrounding heat load was increasing. The 
excess heat produced from the thermoelectric unit can be 
overcome using heatsink and forced convection such as a 
centrifugal fan. Moreover, the type of fabric such as mesh 
cotton fabric can greatly improve the thermal conduction. 
The thermoelectric device must be automatically controlled 
using PID control to efficiently manage the output 
temperature on the device.  
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Abstract—Extraction of state values from noisy or uncertain 
systems is important for feedback control because it improves 
the accuracy of the error signal. For known linear systems with 
Gaussian white noise, the Kalman filter provides optimal state 
estimates in terms of state error. However, electromechanical 
systems, such as magnetorheological dampers, typically exhibit 
nonlinear behaviour. In this paper, a new nonlinear estimation 
method known as the extended sliding innovation filter is 
presented and applied on a magnetorheological suspension 
system. The state estimates are extracted from a quarter car 
model with an active magnetorheological suspension system with 
skyhook control. The results are compared with the popular 
extended Kalman filter, and future experiments are considered. 
 
Keywords—estimation theory, actuator, control 

I. INTRODUCTION 

The objective of estimation theory is to extract information 
on states in the presence of system and measurement noise. For 
known linear systems with Gaussian white noise, the Kalman 
filter (KF) produces the optimal state estimate [1]. The Kalman 
gain minimizes the trace of the updated state error covariance 
matrix and is proven to produce the optimal state estimate for 
known linear systems with Gaussian noise [1, 2, 3]. The KF 
has a wide range of applications, in areas such as target 
tracking, signal processing, and fault detection [4, 5, 6]. 
Similar to control theory, a trade-off exists between estimation 
accuracy and robustness to disturbances. Current research in 
estimation theory aims to reduce state estimation error while 
simultaneously being robust to disturbances, faults, and 
modeling uncertainty [1]. 

For nonlinear systems, several strategies have been 
proposed. The extended Kalman Filter (EKF) can be used to 
estimate the states of a nonlinear dynamic system. The filter 
uses local linearization of the system model at the operating 
point in order to calculate the corrective Kalman gain [1, 4]. 
The EKF derivation is based on the first-order Taylor series 
expansion of the nonlinear system model, also known as a 
Jacobian matrix [1]. However, if the system is highly 
nonlinear, the EKF solution may diverge from the true state 
trajectory leading to numerical instabilities and poor 
estimation results [7]. 

Another nonlinear estimation strategy is the sigma-point 
Kalman filter (SPKF), which is formulated using a weighted 
statistical linear regression approach that linearizes the 
nonlinear state model statistically [8]. The SPKF produces 

sigma points from the projected probability distribution of 
states and are mapped through the nonlinear system model [8]. 
Unlike the EKF, this system does not require local 
linearization of the system model which improves the 
estimation process for nonlinear systems [4]. 

Similarly, the unscented Kalman filter (UKF) also uses 
sigma points from the projected probability distribution of 
states [8]. The UKF uses a deterministic sampling approach 
knows as the unscented transform to select a minimal set of 
sample points around the mean [1, 4]. It is possible to 
approximately determine the mean and covariance of the 
density using Monte Carlo sampling [1]. The UKF can capture 
the updated statistical mean and covariance up to the third-
order for any nonlinearity; making it superior to the EKF in 
terms of estimation accuracy [1, 7]. However, like many 
particle filters, the UKF is resource intensive and may suffer 
from poor sampling rates [4]. 

The smooth variable structure filter (SVSF) was 
introduced in an effort to improve upon the robustness of 
estimation strategies [9]. The derivation of the SVSF gain 
yields a switching function based on variable structure 
techniques [9]. The gain is a function of measurement error 
and a switching term that keeps the estimates along the true 
state trajectory [9]. Stability is improved by defining an upper 
bound on noise and modeling uncertainty which improves 
robustness to uncertainties and disturbances. 

Most recently, a new filter was introduced based on 
variable structure techniques similar to the SVSF called the 
sliding innovation filter (SIF) [10]. The SIF is a robust 
estimation strategy that provides a stable estimation process, 
and has been found to be more accurate than the SVSF [10]. 
Similar to the SVSF, the SIF creates an upper bound on noise 
and modeling uncertainty but uses a different method for 
calculating the corrective gain term. In this paper, similar to 
the EKF, the SIF is extended to nonlinear systems, and is 
referred to as the extended sliding innovation filter (ESIF). The 
ESIF is compared with the popular EKF as a benchmark. The 
filters are applied to an electromechanical system consisting of 
a quarter car model with skyhook control using a 
magnetorheological (MR) damper for active damping. 

The paper is organized as follows. In Section II, the 
background on magnetorheological systems is provided. The 
ESIF equations are provided in Section III. The simulation 
setup and results are discussed in Section IV, followed by 
concluding remarks. 
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II. MAGNETORHEOLOGICAL SYSTEMS 

A. Magnetorheological Fluids 

Magnetorheological fluids are a class of smart fluids that 
significantly change viscosity when a magnetic field is 
applied. The fluid consists of micron scale (1 to 10 µ𝑚) 
magnetically polarizable particles suspended in a carrier 
medium such as mineral or silicon oil [11]. Surfactants are 
often used in the non-colloidal mixture in order to prevent the 
settling of the suspended particles [12]. The magnetic particles 
typically account for 20 to 60 percent of the MR fluid’s total 
volume [11]. The MR fluid reacts nearly instantaneously 
allowing for smooth force adjusting and repeatability [13].  

When a magnetic field is applied to the MR fluid, the 
ferromagnetic particles rearrange to form linear structures and 
chains. The formation of these structures results in a change in 
the fluid’s viscosity. Increasing the strength of the magnetic 
field increases the yield strength of the MR fluid [14]. Since 
the discovery of the MR fluid effect in the 1940s by Jacob 
Rabinov, commercial products have been developed to attain 
low viscosities and high yield stresses; a 100 𝑘𝑃𝑎 yield stress 
is achievable within a few milliseconds [14, 15]. 

This property has three main engineering application 
modes: flow (valve) mode, shear mode and squeeze mode 
[12]. In flow mode, the magnetic field is normal to the flow of 
the MR fluid and is typically used for linear dampers [12]. In 
shear mode, the magnetic field is normal to the displacement 
of the shear walls and is used for rotary dampers, breaks, and 
clutches [12]. Finally, squeeze mode utilizes a magnetic field 
that is parallel to the desired displacement of the containing 
walls. The squeeze mode provides large forces for relatively 
small displacements [12]. 

B. Magnetorheological Dampers 

The quick response time of MR fluid behavior when exposed 
to a magnetic field is ideal for electromechanical devices such 
as actuators and dampers. Semi-active MR control devices 
have the versatility of active dampers while retaining the 
reliability of passive ones [12]. The two main engineering 
applications of MR fluids are linear and rotary dampers. 

The main advantage of linear MR dampers is the 
controllability of the system damping by changing the input 
current. By changing the current, the magnetic induction in an 
orifice between two separated MR fluid chambers is regulated 
[12]. Linear MR dampers such as the one shown in Fig. 1 use 
the MR fluid in flow mode to treat the orifice as a valve for the 
MR fluid. One of the first applications of linear MR dampers 
in the automotive industry is its use as a secondary suspension 
element for on and off highway vehicles [15]. By controlling 
the damping arrangement, the excitation frequency and 
vibration transmission can be adjusted as desired [15]. 

 
Figure 1.  Schematic of a single ended linear MR damper [12]. 

C. Magnetorheological Force-Velocity Hysteresis Model 

Several different models have been proposed in literature to 
describe the force-velocity hysteresis curve of linear MR 
dampers including bi-viscous, polynomial, Bouc-Wen, and 
Sigmoid [14, 15, 16]. While the Bouc-Wen produces the best 
estimates according to [16], the polynomial model produces 
reasonable estimates and was chosen due to ease of 
implementation for the EKF and proposed ESIF. 

The force-velocity relationship of an MR damper is highly 
dependent on the applied current. The damping force 𝑓ௗ of the 
MR damper can be described by the following: 

𝑓ௗ ൌ 𝑓ሺ𝑖ሻ𝑓ሺ𝑦,𝑦ሶ ,𝑦ሷሻ ሺ2.1ሻ 

where 𝑓 is a function of current 𝑖, and 𝑓 describes the 
hysteretic behavior of the piston displacement, velocity, and 
acceleration denoted by 𝑦, 𝑦ሶ , and 𝑦ሷ , respectively [16]. The 
nonlinear incremental current proposed by [16] is as follows: 

𝑓ሺ𝑖ሻ ൌ 1 
𝑘

1  𝑒ିሺାூబሻ
െ

𝑘
1  𝑒ି∙ூబ

;   𝑖  0 ሺ2.2ሻ 

where 𝑘, 𝑎, and 𝐼 are constants obtained through measured 
data. A model of the piecewise polynomial function to 
describe the MR damper during positive and negative 
acceleration was first proposed by [17]. The polynomial 
hysteresis function is as follows: 

𝑓 ൌ ൭𝑏𝑦ሶ



ୀ

ሺ𝑡ሻ൱ ;   𝑛 ൌ 6 ሺ2.3ሻ 

where 𝑏 represents the polynomial coefficient constants 
obtained through experimentation, 𝑘 is the polynomial 
exponent, and 𝑛 is the order of the polynomial. By combining 
(2.2) and (2.3) the damping force function becomes:  

𝑓ௗ ൌ

⎩
⎪⎪
⎨

⎪⎪
⎧ 𝑓ሺ𝑖ሻ ൬ 𝑏௨𝑦ሶሺ𝑡ሻ



ୀ
൰ ;  𝑥ሷ ൏ 0

𝑓ሺ𝑖ሻ ൬ 𝑏ௗ𝑦ሶሺ𝑡ሻ


ୀ
൰ ;  𝑥ሷ  0

𝑓ሺ𝑖ሻ ൬
1
2
ሺ𝑏௨  𝑏ௗሻ𝑦ሶ ሺ𝑡ሻ



ୀ
൰ ;  𝑥ሷ ൌ 0

ሺ2.4ሻ 
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where 𝑏௨ and 𝑏ௗ represent the coefficients of the upper and 
lower polynomial, respectively [16]. In order to ensure the 
convergence of the two polynomial functions near the 
extremities, when the piston acceleration is zero, the damping 
force is calculated as the average of the upper and lower 
polynomial functions [16]. The value of the constants and 
polynomial coefficients used in this paper can be found in the 
Appendix. 

III. THE EXTENDED SLIDING INNOVATION FILTER 

In this paper, a nonlinear form of the SIF is presented referred 
to as the extended sliding innovation filter (ESIF). Similar to 
the extended Kalman filter (EKF), the proposed ESIF makes 
use of the linearized form of the nonlinear system and 
measurement functions [4]. For example, consider the 
nonlinear system function 𝑓൫𝑥ො| ,𝑢൯ and the nonlinear 
measurement function ℎ൫𝑥ොାଵ|൯. Linearized forms of these 
nonlinearities may be calculated using the following partial 
derivatives (Jacobians), respectively: 

𝐹ାଵ ൌ
𝜕𝑓
𝜕𝑥
ฬ
௫ොೖ|ೖ,௨ೖ

ሺ3.1ሻ 

𝐻ାଵ ൌ
𝜕ℎ
𝜕𝑥
ฬ
௫ොೖశభ|ೖ

ሺ3.2ሻ 

where 𝑥 refers to the state, 𝑥ො refers to the state estimate, 𝑢 
refers to the control signal input, 𝑘 refers to the time step, 𝑘 
1|𝑘 refers to the prediction step, and 𝑘|𝑘 refers to the previous 
time update step. The structure of the nonlinear SIF estimation 
process is similar to the EKF with the main difference being 
the formulation of the gain. The SIF and ESIF are both 
predictor-corrector estimators. The prediction stage consists of 
three main equations, as follows: 

𝑥ොାଵ| ൌ 𝑓൫𝑥ො|,𝑢൯ ሺ3.3ሻ 

𝑃ାଵ| ൌ 𝐹ାଵ𝑃|𝐹ାଵ
்  𝑄ାଵ ሺ3.4ሻ 

�̃�ାଵ| ൌ 𝑧ାଵ െ ℎ൫𝑥ොାଵ|൯ ሺ3.5ሻ 

Note that 𝑓 refers to the nonlinear system function, 𝐹 
refers to the linearized version of the system matrix 𝐴 
(Jacobian matrix or first-order Taylor series expansion) at time 
𝑘, and ℎ refers to the nonlinear measurement function. The 
states are first predicted in (3.3) before being updated in (3.7) 
using the gain defined in (3.6). The state error covariance 
matrix is first predicted in (3.4) before being updated in (3.8). 
Note that the gain (3.6) is also used to update the state error 
covariance (3.8). The update stage consists of three main 
equations, as follows: 

𝐾ାଵ ൌ 𝐻ାଵ
ା 𝑠𝑎𝑡തതതത൫ห�̃�ାଵ|ห 𝛿⁄ ൯ ሺ3.6ሻ 

𝑥ොାଵ|ାଵ ൌ 𝑥ොାଵ|  𝐾ାଵ�̃�ାଵ| ሺ3.7ሻ 

𝑃ାଵ|ାଵ ൌ ሺ𝐼 െ 𝐾ାଵ𝐻ାଵሻ𝑃ାଵ|ሺ𝐼 െ 𝐾ାଵ𝐻ାଵሻ் …

… 𝐾ାଵ𝑅ାଵ𝐾ାଵ
் ሺ3.8ሻ

 

Note that 𝐻ାଵ
ା  refers to the pseudoinverse of the linearized 

measurement matrix (first-order Taylor series expansion) at 
time 𝑘, 𝑠𝑎𝑡തതതത refers to the diagonal of the saturation term, 𝑠𝑎𝑡 
refers to the saturation of a value (yields a result between -1 

and +1), หz୩ାଵ|୩ห refers to the absolute value of the innovation, 
𝛿 refers to the sliding boundary layer, 𝐼 refers to the identity 
matrix (of dimension 𝑛-by-𝑛 where 𝑛 is the number of states), 
𝑅 refers to the measurement noise covariance, and 𝑘  1|𝑘 
1 refers to the updated values at time 𝑘  1 based on 
information at time 𝑘  1. Equations (3.1) through (3.8) 
represent the proposed ESIF estimation process for nonlinear 
systems and measurements. 

IV. COMPUTER SIMULATIONS AND RESULTS 

A. Quarter Car Model with Active Damper 

The EKF and ESIF were applied to a quarter car model based 
on Fig. 2. The equations of motion are defined as follows:  

𝑀௦𝑥ሷଵ  𝑘௦ሺ𝑥ଵ െ 𝑥ଷሻ  𝑓ௗ ൌ 0 ሺ4.1ሻ 

𝑀௨𝑥ሷଷ  𝑘௦ሺ𝑥ଷ െ 𝑥ଵሻ  𝑘௧ሺ𝑥ଷ െ 𝑟ሻ ⋯
⋯𝑏௦ሺ𝑥ሶଷ െ 𝑥ሶଵሻ  𝑏௧ሺ𝑥ሶଷ െ 𝑟ሶሻ  𝑓ௗ ൌ 0 ሺ4.2ሻ

 

where 𝑀௦ and 𝑀௨ are the sprung mass and unsprung mass, 
respectively, 𝑘௦ and 𝑏௦  are the spring constant and damping 
coefficient between the sprung mass and the unsprung mass, 
respectively, 𝑘௧ and 𝑏௧ are the spring constant and damping 
coefficient of the tire, respectively, and 𝑟 is the road profile 
(defined later in Fig. 3). As stated previously, 𝑓ௗ is the 
damping force exerted by the MR damper. The state space 
equations based on this model and used in the simulation are 
defined as follows: 

𝑥ሶଵ ൌ 𝑥ଶ ሺ4.3ሻ 

𝑥ሶଶ ൌ ሺ𝑘௦ሺ𝑥ଷ െ 𝑥ଵሻ െ 𝑓ௗሻ/𝑀௦ ሺ4.4ሻ 

𝑥ሶଷ ൌ 𝑥ସ ሺ4.5ሻ 

𝑥ሶଷ ൌ ሺ𝑘௦ሺ𝑥ଵ െ 𝑥ଷሻ  𝑘௧ሺ𝑥ଵ െ 𝑟ଷሻ ⋯
⋯𝑏௦ሺ𝑥ଶ െ 𝑥ସሻ  𝑏௧ሺ𝑟ሶ െ 𝑥ସሻ െ 𝑓ௗሻ/𝑀௨ ሺ4.6ሻ

 

The value of the constants used in the simulation are 
available in the Appendix. The skyhook criterion used to 
control the MR damper is described as follows: 

𝑥ଶሺ𝑥ଶ െ 𝑥ସሻ  0;   𝑖 ൌ 1 𝑎𝑚𝑝 

𝑥ଶሺ𝑥ଶ െ 𝑥ସሻ ൌ 0;  𝑖 ൌ 0 𝑎𝑚𝑝 ሺ4.7ሻ 

If the relative velocity of the sprung mass with respect to 
the unsprung mass is in the same direction as the velocity of 
the unsprung mass, then a current is applied to the MR damper 
in order to reduce the body acceleration [18]. For this 
controller, estimation of the velocities states of each mass is 
crucial in order to make sure the system meets the skyhook 
criterion for MR damper activation. 
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Figure 2.  Quarter car model used in simulation to compare EKF and ESIF. 

The EKF and ESIF methods were investigated using 
Matlab to simulate the quarter car model, implement a 
skyhook controller, and generate a road profile. The simulation 
used a flat road profile with a bump encountered at four 
seconds (a disturbance) and a sample rate of 1 𝑚𝑠. The bump 
was simulated using a sinusoid with an amplitude of 5 𝑐𝑚 and 
frequency of 0.5 𝐻𝑧 as shown in Fig 3. 

 
Figure 3.  Road profile (with a disturbance) used in simulation. 

The quarter car model was first tested without the 
activation of the skyhook controller and MR damper in order 
to visualize the free dynamics of the system. The position of 
the sprung mass is shown in Fig. 4. Note that the system and 
measurement noise covariances used in the simulation were 
defined as 𝑄 and 𝑅, respectively: 

𝑄 ൌ 𝑑𝑖𝑎𝑔ሾ10ିଽ 10ି଼ 10ିଽ 10ି଼ሿ ሺ4.8ሻ 

𝑅 ൌ 𝑑𝑖𝑎𝑔ሾ10ିହ 10ିସ 10ିହ 10ିସሿ ሺ4.9ሻ 

The EKF and SIF have similar performances when 
predicting the states when no controller or MR damper is 
applied. This is because without the use of the MR damper, the 
quarter car system is linear and uses Gaussian white noise to 

describe the system and measure noise. In this scenario, the 
EKF should provide similar performance to the ESIF. 

 
Figure 4.  Sprung mass position without skyhook controller. 

The skyhook controller was implanted by using velocities 
state estimates from the EKF and ESIF as feedback. The 
sliding boundary layer widths used for the ESIF were tuned 
manually based on reducing estimation error, and defined as: 

𝛿 ൌ 𝑑𝑖𝑎𝑔ሺሾ0.5 1 0.5 0.09ሿሻ ሺ4.10ሻ 

The position of the sprung mass using the EKF and ESIF 
in the skyhook controller is shown in Fig. 5. 

 
Figure 5.  Skyhook controler performance using EKF and ESIF. 

Both filters perform comparatively before the MR damper 
and skyhook controller is activated (at approximately five 
seconds) because the road profile is flat and the system 
dynamics remain relatively linear before the MR damper is 
activated. The initial bumps are a result of system noise. 

When the skyhook controller is activated, the system 
dynamics become highly nonlinear due to the piecewise 6th-
order polynomial force-velocity hysteresis model of the MR 
damper. This results in poor velocity state estimates for the 
EKF.  The local linearization of the system cannot accurately 
model the system. The poor velocity state estimates result in 
erratic behavior of the skyhook controller as seen by the 
chattering in Fig. 5. The velocity estimates of the EKF can be 
seen in Fig. 6. The EKF reports higher velocities than the true 
values and does not capture the magnitude of the oscillations. 
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Figure 6.  EKF sprung mass velocity estimates. 

In order to fairly compare the EKF with the ESIF, the 
accuracy of both filters was assessed using the same controller 
input for the predicted state estimate. The result of the 
simulation is shown in Fig. 7. During the initial activation of 
the MR damper, the EKF deviates from the true state value as 
seen at five seconds. The EKF is able to converge as the 
amplitude of the sprung mass oscillation decreases, however it 
does so more slowly when compared with the ESIF. 

 
Figure 7.  Comparison of predicted state estimates for EKF and ESIF. 

The normalized error squared (NES) was plotted for both 
filters and is shown in Fig. 8. The EKF estimates can be shown 
to deviate from the true states when the MR damper is 
activated as shown by the sharp error spikes around four 
seconds, while the ESIF estimates follow the true states 
relatively closely throughout the entire simulation. This further 
highlights the robustness of the ESIF due to the switching 
function of the gain. 

 
Figure 8.  Normalized error squared (truncated at 0.01). 

As shown in Table I, the root mean square error (RMSE) 
was calculated for each filter [4]. The ESIF was found to 
outperform the EKF, especially in terms of velocity state 
estimation, which is a crucial component of the skyhook 
controller. 

TABLE I.  RMSE VALUES 

Filter 

State 

Sprung Mass 
Position  

(m) 

Sprung Mass 
Velocity 

(m/s) 

Unsprung 
Mass Position  

(m) 

Unsprung 
Mass 

Velocity 
(m/s) 

EKF 0.0023 0.0154 0.0008 0.0121 

ESIF 0.0003 0.0013 0.0002 0.0043 

 

V. CONCLUSIONS 

While extracting state values from linear systems using model-
based filters is relatively simple to implement, estimating 
states from nonlinear systems are far more challenging. Highly 
nonlinear systems such as MR dampers require novel 
approaches to achieve robust and accurate estimation. This 
paper presented a novel nonlinear estimation filter called the 
extended sliding innovation filter (ESIF). The ESIF uses a 
sliding boundary layer to represent the upper bounds of noise 
and modeling uncertainty. Using this approach, the ESIF was 
able to outperform the EKF which is known to have difficulties 
with highly nonlinear systems and uncertainties. The ESIF 
improved performance of the skyhook controller which was 
highly dependent on the accuracy of the velocity state 
estimates of the system. 
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APPENDIX 

In this section, the parameters used in the simulation for the 
hysteresis and quarter car models are provided. 

TABLE II.  PARAMETERS FOR HYSTERESIS MODEL 

Parameter Value 

𝑘 3.10 

𝑎 18.53 

𝐼 െ0.15 

𝑏௨ 0.06  

𝑏௨ଵ 4.97 

𝑏௨ଶ െ71.29 

𝑏௨ଷ െ1,461.82  

𝑏௨ସ 23,232.45  

𝑏௨ହ 190,972.68  

𝑏௨ െ2,319,223.80 

𝑏ௗ െ0.07  

𝑏ௗଵ 5.03  

𝑏ௗଶ 78.00 

𝑏ௗଷ െ1549.09  

𝑏ௗସ െ27,398.44  

𝑏ௗହ 210,738.82  

𝑏ௗ 3,017,864.40 

TABLE III.  PARAMETERS FOR QUARTER CAR MODEL 

Parameter Value 

𝑀௦ 290 𝐾𝑔 

𝑀௨ 59 𝐾𝑔 

𝑘௦ 14,500 𝑁/𝑚 

𝑏௦ 1,385.4 𝑁  𝑠/𝑚  

𝑘௧ 19,000 𝑁/𝑚 

𝑏௧ 170 𝑁  𝑠/𝑚 
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Abstract—In this paper, a study of estimation strategies based 
on variable structure and sliding mode theory is performed. The 
smooth variable structure filter (SVSF) and the new sliding 
innovation filter (SIF) are based on similar sliding mode 
concepts but with some notable differences. The relevant 
literature and background are explored and the SVSF and SIF 
estimation algorithms are presented. For comparison purposes, 
the two estimation strategies are applied on a mechatronic 
system. The results indicate that although both the SVSF and 
SIF provide robust estimates to faults, the SIF formulation 
provides slightly more accurate estimates while maintaining 
robustness, and is less computationally complex. 

 
Keywords—estimation theory, robustness, sliding innovation 

filter, smooth variable structure filter, variable structure 

I. INTRODUCTION 

Estimation theory is typically found in the field of signal 
processing and involves the use of filters to extract useful 
system information from noisy measurements [1]. For 
example, consider a mechatronic system found in aerospace 
such as a flight surface actuator. One of the most important 
states used for successful maneuvers of aircraft is the angle of 
the flap. A sensor is used to provide measurements of the 
angle; however, sensors are usually corrupted by unwanted 
signals such as measurement noise. It is the goal of an 
estimation method, such as the popular and well-known 
Kalman filter (KF), to extract the true state value from the 
measurement noise [2]. This value would then be used by the 
flight control computer to adjust control signals to ensure 
desired flight performance. The estimation method would also 
need to minimize the effects of system noise (e.g., natural 
flight surface vibrations or internal system vibrations). 

Most estimation strategies found in the literature are based 
on statistical methods and Bayesian theory [1]. The KF offers 
the optimal solution to the linear estimation problem as it 
minimizes the state error covariance, which is a second-order 
moment that provides a means to approximate the state error. 
The state error is defined as the difference between the true 
state value and the estimated value. Although the KF is 
considered an optimal filter for linear systems, it is derived 
based on a number of strict assumptions such as the noise must 
be white (or zero mean and with Gaussian distributions), and 
the system and measurement dynamics must be known [3]. For 
nonlinear systems and measurements, a number of different 
 

 

forms of the KF have been presented. The two most common 
are the extended Kalman filter (EKF) which uses first-order 
Taylor series approximations, and the unscented Kalman filter 
(UKF), which uses the mathematical unscented transform to 
approximate the nonlinearities. The UKF is a type of sigma-
point filter as a number of points are derived and propagated 
through the nonlinearities to provide a higher-order 
approximation when compared with the EKF [3]. The EKF 
and UKF methods are considered sub-optimal solutions to the 
nonlinear estimation problem as there is currently no known 
analytical solution [4, 5]. 

Although popular, KF-based methods suffer from stability 
and robustness issues [1]. For example, should the system 
model being used by the filter derive from the true system 
dynamics, the estimation results will deviate from the truth. 
This proves a challenge for sensitive control systems to ensure 
safe and reliable operation. A number of improvements have 
been suggested in literature to improve the robustness and 
stability of KF-based methods [6, 7, 8]. Some methods have 
looked at improving numerical stability through the use of 
square-root formulations [9, 10]. Others have looked at 
bounding the estimates and covariance values to ensure the 
estimates remain close to the true state values [11]. Some 
literature explored the use of modifying the system noise 
covariance or adding some degree of memory [4, 12]. For 
estimation problems which contain a lot of modeling 
uncertainty, the system noise covariance can be made 
artificially large to capture a wider-range of values [4, 12]. 
This has led to dual-estimation strategies where two KFs are 
run in parallel and small and large system noise covariances 
are implemented, respectively. The measurement error, also 
known as the innovation, could be used to determine which KF 
yields the better estimate. This strategy is considered a basic 
adaptive KF approach [13]. 

Sliding mode observers and variable structure approaches 
were introduced to improve the robustness of the estimation 
process [12]. These methods make use of a variable structure 
gain which essentially implements a boundary layer across the 
true state trajectory and switches back-and-forth across it. 
Although there are a number of other filters and strategies 
based on sliding mode and variable structure theory, this study 
will focus on the smooth variable structure filter (SVSF) and 
the sliding innovation filter (SIF) as they are derived using the 
same principles. The SVSF was introduced in 2007, and was 
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formulated as a predictor-corrector filter based on sliding 
mode and variable structure techniques [14]. The estimation 
process for the SVSF is similar to the KF, except that it is 
considered a sub-optimal filter since its gain was derived for 
robustness as opposed to optimality [14]. The SVSF gain is a 
function of measurement errors and a switching term. This 
gain formulation allowed for a robust estimation strategy 
which reduced the negative effect of modeling uncertainties 
and disturbances. 

The SVSF presented in [14] did not contain a state error 
covariance function which provides a measure of performance 
as well as can be used to expand the number of useful 
applications. In [2, 15], a new formulation of the SVSF was 
presented which included the derivation for a state error 
covariance function. This increased the number of useful 
applications, and allowed for the SVSF to be combined with 
the interacting multiple model (IMM) method for target 
tracking and fault detection and diagnosis purposes [16]. The 
proposed fault detection strategy, the SVSF-IMM, yielded 
higher detection rates for faults and minimized 
misclassifications of faults when compared with the KF-IMM. 
In [17], the chattering effects of the SVSF gain were used to 
detect faults. Since the SVSF gain is a function of the 
measurement error, this process was essentially the same as 
using the magnitudes of the innovation as others have 
proposed in literature and practice [1]. Another formulation of 
the SVSF for fault detection and diagnosis was presented in 
[18], and was found to yield good fault detection accuracy. 

A higher-order form of the SVSF was proposed in [19]. 
The results of the proposed second-order SVSF indicated that 
it was more accurate than the standard SVSF, however it was 
more computationally expensive and complex. Another type 
of higher-order SVSF was presented in [20]. Due to the state 
error covariance derivation of the SVSF presented in [2, 15], 
the SVSF was reformulated for a number of different 
applications such as object target tracking [13, 21, 22]. The 
SVSF has also been applied to other robotics [23, 24], 
mechatronics [25], and aerospace estimation problems [26, 27, 
28, 29] and the literature continues to expand. 

The SIF is a new filter introduced in 2020, and is based on 
similar concepts to the SVSF [30]. Like the SVSF, it can be 
applied to both linear and nonlinear systems and 
measurements. However, the SIF utilizes a simpler gain 
structure which reduces the computational complexity [30]. 
This allows for faster online implementations and real-time 
embedding within sensors and chips. The results presented in 
[30] did not compare the new SIF with the SVSF. 

In this paper, the SVSF and SIF are applied on a linear 
mechatronic system, and the results are compared. Since the 
SIF is closely related to similar concepts as the SVSF, their 
differences are important to share and discuss as it adds to the 
overall body of literature. The paper is organized as follows. 
For completeness, the SVSF equations are provided in Section 
2, followed by the SIF equations in Section 3. The simulation 
results are provided and discussed in Section 4, followed by 
concluding remarks. 

II. THE SMOOTH VARIABLE STRUCTURE FILTER 

In this section, the linear smooth variable structure filter 
(SVSF) estimation process with a covariance derivation is 
summarized. The SVSF may also be formulated to handle 
nonlinear systems and measurements. For this 

implementation, it is assumed that the linear systems and 
measurements are modelled using the following respective 
state space equations: 

𝑥ାଵ ൌ 𝐴𝑥  𝐵𝑢  𝑤 ሺ2.1ሻ 

𝑧ାଵ ൌ 𝐶𝑥ାଵ  𝑣ାଵ ሺ2.2ሻ 

where 𝑥 refers to the states, 𝑧 refers to the measurements, 𝑢 
refers to the system input, 𝐴 refers to the system matrix, 𝐵 
refers to the input gain matrix, 𝐶 refers to the measurement 
matrix, and 𝑘 refers to the time step. The system and 
measurement noises are defined using 𝑤 and 𝑣, respectively. 
Furthermore, the system and measurement noise are assumed 
to be zero mean with Gaussian covariance’s 𝑄 and 𝑅, 
respectively. 

The SVSF is formulated as a predictor-corrector estimator. 
During the prediction stage, the state estimates and state error 
covariances are predicted, as well as the predicted 
measurement error, respectively as follows: 

𝑥ොାଵ| ൌ 𝐴𝑥ො|  𝐵𝑢 ሺ2.3ሻ 

𝑃ାଵ| ൌ 𝐴𝑃|𝐴்  𝑄ାଵ ሺ2.4ሻ 

�̃�ାଵ| ൌ 𝑧ାଵ െ 𝐶𝑥ොାଵ| ሺ2.5ሻ 

where the subscript 𝑘|𝑘 refers to the updated value at the 
previous time step, and the subscript 𝑘  1|𝑘 refers to the 
predicted value at the current time step. 
 The SVSF update stage includes the calculation of the SVSF 
gain, the updated state estimates, updated state error 
covariance, and the updated measurement error. These are 
respectively calculated using the following equations: 

𝐾ାଵ ൌ 𝐶ା൫ห�̃�ାଵ|ห  𝛾ห�̃�|ห൯ ∘ 𝑠𝑎𝑡൫�̃�ାଵ|/𝜓൯ ሺ2.6ሻ 

𝑥ොାଵ|ାଵ ൌ 𝑥ොାଵ|  𝐾ାଵ�̃�ାଵ| ሺ2.7ሻ 

𝑃ାଵ|ାଵ ൌ ሺ𝐼 െ 𝐾ାଵ𝐶ሻ𝑃ାଵ|ሺ𝐼 െ 𝐾ାଵ𝐶ሻ் …

… 𝐾ାଵ𝑅ାଵ𝐾ାଵ
் ሺ2.8ሻ

 

�̃�ାଵ|ାଵ ൌ 𝑧ାଵ െ 𝐶𝑥ොାଵ|ାଵ ሺ2.9ሻ 

where  refers to the pseudoinverse, 𝛾 represents the SVSF 
‘memory’ and is a value between 0 and 1, ∘ is the Schur 
product (element by element multiplication), 𝑠𝑎𝑡 refers to the 
saturation function (returns values between െ1 and 1), 𝜓 is 
the SVSF smoothing boundary layer width (and has a value for 
each measurement), and 𝐼 refers to the identity matrix (of 
dimension 𝑛-by-𝑛 where 𝑛 is the number of states). 
 Equations (2.3) through (2.9) inclusively represent the 
SVSF estimation process for linear systems and 
measurements, and is repeated iteratively. Note that the 
process requires initialized state estimates and state error 
covariances. Note also that �̃�| found in (2.6) refers to (2.9) 
from the previous time step. 

The smoothing boundary layer 𝜓 refers to the amount of 
uncertainties present in the estimation process. The greater the 
amount of uncertainties, such as noise, modeling uncertainties, 
and disturbances, the larger its defined value. The value, or 
width, may be set as a fixed value or can be made time-
varying. Note also that if the boundary layer width is chosen 
to be too small, chattering or high-frequency switching may 
occur due to the uncertainties being underestimated. 

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

165



 

978-1-7281-9615-2/20/$31.00  ©2020  IEEE 
 

 

III. THE SLIDING INNOVATION FILTER 

In this section, the sliding innovation filter (SIF) estimation 
process is summarized. Note that the SIF is also formulated as 
a predictor-corrector estimator, and can be applied to both 
linear and nonlinear systems. However, since a linear 
mechatronic system is considered in Section IV, the linear SIF 
estimation process will be summarized. The SIF estimation 
concept is visualized in Fig. 1. 
 

 
Figure 1.  The SIF estimation process is summarized here [30]. The initial 
estimates are forced to converg along the true state trajectory, and switches 
back and forth due to the switching effect in the SIF gain. The values are 
bounded to within a region of the true trajectory by the sliding boundary layer 
width which is defined based on the amount of uncertainties. 

Similar to the SVSF, the prediction stage includes 
calculating the predicted state estimates, the predicted state 
error covariance, and the predicted innovation, as per the 
following three equations, respectively: 

𝑥ොାଵ| ൌ 𝐴𝑥ො|  𝐵𝑢 ሺ3.1ሻ 

𝑃ାଵ| ൌ 𝐴𝑃|𝐴்  𝑄 ሺ3.2ሻ 

�̃�ାଵ| ൌ 𝑧ାଵ െ 𝐶𝑥ොାଵ| ሺ3.3ሻ 

The update stage includes calculating the SIF gain, the 
updated state estimates, and the updated state error covariance, 
as per the following three equations, respectively: 

𝐾ାଵ ൌ 𝐶ା𝑠𝑎𝑡തതതത൫ห�̃�ାଵ|ห 𝛿⁄ ൯ ሺ3.4ሻ 

𝑥ොାଵ|ାଵ ൌ 𝑥ොାଵ|  𝐾ାଵ�̃�ାଵ| ሺ3.5ሻ 

𝑃ାଵ|ାଵ ൌ ሺ𝐼 െ 𝐾ାଵ𝐶ሻ𝑃ାଵ|ሺ𝐼 െ 𝐾ାଵ𝐶ሻ் …

… 𝐾ାଵ𝑅ାଵ𝐾ାଵ
் ሺ3.6ሻ

 

where 𝑠𝑎𝑡തതതത refers to the diagonal of the saturation term, and 𝛿 
refers to the sliding boundary layer width. Equations (3.1) 
through (3.6) represent the SIF estimation process for linear 
systems and measurements defined by (2.1) and (2.2), 
respectively. 

The notable difference between the SVSF and SIF 
estimation strategies are the gains defined by (2.6) and (3.4). 
The SVSF gain as defined in (2.6) requires two tuning 
parameters (𝛾 and 𝜓), a Schur product calculation, and the 
updated measurement error from the previous time step. 
However, the SIF gain as defined in (3.4) requires only one 
tuning parameter (𝛿), and there are no values required from the 
previous time step. The SVSF and SIF gains are inherently 
robust to modeling uncertainties and disturbances due to the 

switching effects of the saturation function. However, the SIF 
gain is simpler and requires less computational power. 

Finally, note that both the SVSF and SIF have stability 
proofs defined by Lyapunov theory [14, 30]. Their respective 
proofs of stability show that the measurement error must 
decrease with time for the methods to be considered stable. 
Both filters have their gains derived based on the proofs of 
stability, which allows for robust estimation processes. 

IV. COMPUTER EXPERIMENTS AND RESULTS 

In this section, the KF, SVSF, and SIF are applied to a linear 
mechatronic system and the results are compared. In this case, 
a linear aerospace flight surface actuator, referred to as the 
electrohydrostatic actuator (EHA) is considered. The EHA is 
a type of mechatronic system that modifies the flight surface 
or flap of an aircraft to control aircraft flight motion. In the 
literature, the system has been modelled under two operating 
modes: normal conditions, and faulty conditions. 

Similar to the state space equations defined in (2.1) and 
(2.2), the EHA system is defined respectively as follows: 

𝑥ାଵ ൌ 
1 𝑇 0
0 1 𝑇

െ557 െ28.6 0.94
൩ 𝑥  

0
0

557
൩ 𝑢  𝑤 ሺ4.1ሻ 

𝑧ାଵ ൌ 𝐶𝑥ାଵ  𝑣ାଵ ሺ4.2ሻ 

where the sample rate 𝑇 is defined as 1 𝑚𝑠, 𝐶 refers to the 
measurement matrix which is an identity matrix of dimension 
𝑚 ൈ𝑚 or 3 ൈ 3, and 𝑢 is the controller input for the system 
(in this case, defined as Fig. 1) that drives the desired 
trajectory. The system and measurement noises (𝑤 and 𝑣) are 
normally distributed with zero mean and covariance’s 𝑄 and 
𝑅 defined by (4.3) and (4.4), respectively. 

 

Figure 2.  Control signal (rad/s) used as the input for the linear EHA 
simulation described by (5.1) to (5.4). 

𝑄 ൌ 𝑑𝑖𝑎𝑔ሺሾ10ିହ 10ିଷ 0.1ሿሻ ሺ4.3ሻ 

𝑅 ൌ 𝑑𝑖𝑎𝑔ሺሾ10ିସ 10ିଶ 1ሿሻ ሺ4.4ሻ 

The three states defined by the system (4.1) are kinematic 
EHA states, or position, velocity, and acceleration. Note that 
in this simulation, the states, measurements, and estimates 
were all set to zero. The initial state error covariance was set 
to 𝑃| ൌ 10𝑄. Furthermore, the boundary layers were tuned 
manually to yield the smallest estimation error, and were set to 
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𝜓 ൌ 𝛿 ൌ ሾ0.05 1 0.5ሿ். The simulation was coded in the 
MATLAB environment. 

The results of applying the KF, SVSF, and SIF strategies 
on the linear EHA are shown in Fig. 3. This plot shows the 
EHA position with time with the overlapping estimates. All of 
the filters were able to provide good estimates of the states. 
However, as expected, the KF provided the best results as it 
yields the optimal solution when the system and measurements 
are known. One measure of performance used in this study is 
the root mean squared error (RMSE) which is defined by (4.5) 
where 𝑛 is the number of time steps. The results are 
summarized in Tab. I. 

𝑅𝑀𝑆𝐸 ൌ ඨ
∑ ሺ𝑥 െ 𝑥ොሻଶ
ୀଵ

𝑛
ሺ4.5ሻ 

 
Figure 3.  True and estimated position values for the linear EHA system 
example under normal operating conditions. The results are nearly identical 
so appear overlapping. However, note that for this case, the KF yields the 
best results which is expected since it is an optimal filter for known, linear 
systems and measurements. 

TABLE I 
EHA RMSE RESULTS: NORMAL CASE 

State KF SVSF SIF 

Position ሺ𝑚ሻ 3.83 ൈ 10ିଷ 6.29 ൈ 10ିଷ 5.92 ൈ 10ିଷ 
Vel. ሺ𝑚/𝑠ሻ 5.11 ൈ 10ିଶ 6.38 ൈ 10ିଶ 5.75 ൈ 10ିଶ 

Accel. ሺ𝑚/𝑠ଶሻ 9.00 ൈ 10ିଵ 9.71 ൈ 10ିଵ 9.62 ൈ 10ିଵ 

 
For completeness, the true and estimated state values for 

the velocity and acceleration are shown in Figs. 4 and 5. 
To demonstrate the robustness of the variable structure and 

sliding mode strategies, consider the case when the system has 
a fault injected half-way through the simulation (at 𝑡 ൌ
1 sec ). In this faulty case, the linear system state equation 
used by the system is changed as follows: 

𝑥ାଵ ൌ 
1 𝑇 0
0 1 𝑇

െ240 െ28 0.94
൩ 𝑥  

0
0

557
൩ 𝑢  𝑤 ሺ4.6ሻ 

 
Figure 4.  True and estimated velocity values for the linear EHA system 
example under normal operating conditions. The results are nearly identical 
so appear overlapping. 

 
Figure 5.  True and estimated acceleration values for the linear EHA 
system example under normal operating conditions. The results are nearly 
identical so appear overlapping. 

Note that the filters do not use (4.6) but still use (4.1) to 
define the system dynamics. This causes model-mismatch or 
modeling uncertainties to occur. The results of the modeling 
uncertainty and its effects on estimating the EHA position are 
shown in Fig. 6. At one second, the fault is injection into the 
system. The model mismatch causes the KF to deviate from 
the true state trajectory, yielding poor estimates of the true 
position. However, both the SVSF and SIF were able to 
perform relatively well, and were bounded to the true state 
trajectory. This was due to the inherent stability caused by the 
switching effects and the defined boundary layers within their 
respective gains. 
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Figure 6.  True and estimated position values for the linear EHA system 
example under faulty operating conditions. The negative effects of modeling 
uncertainity on the KF is clearly apparent after one second. The SVSF and 
SIF were robust to the model mismach and yielded relatively good estimates. 

TABLE II 
EHA RMSE RESULTS: FAULTY CASE 

State KF SVSF SIF 

Position ሺ𝑚ሻ 3.06 ൈ 10ିଵ 6.42 ൈ 10ିଷ 6.03 ൈ 10ିଷ 
Vel. ሺ𝑚/𝑠ሻ 3.44 6.67 ൈ 10ିଶ 5.89 ൈ 10ିଶ 

Accel. ሺ𝑚/𝑠ଶሻ 17.69 9.98 ൈ 10ିଵ 9.97 ൈ 10ିଵ 

The RMSE results for the faulty case are shown in Tab. II. 
Under the presence of a fault, the SVSF and SIF perform 
slightly worse than the normal case, which is to be expected. 
However, the KF was unable to recover from the modeling 
uncertainty and yielded significantly worse performance 
which would have a significant impact on aircraft flight 
performance. This was expected as the KF is derived based on 
the assumption that the system is known, and when that 
assumption is violated the KF yields poor and sometimes 
unstable results. For completeness, the true and estimated state 
values for the velocity and acceleration under faulty conditions 
are shown in Figs. 7 and 8. 

 
Figure 7.  True and estimated velocity values for the linear EHA system 
example under faulty operating conditions. Note that the shown results are 
between about 1 and 1.5 seconds to illustrate the KF deviations. 

 
Figure 8.  True and estimated acceleration values for the linear EHA 
system example under faulty operating conditions. Note that the results were 
zoomed-in to illustrate the KF deviations. 

Figure 9 further illustrates the presence of the modeling 
uncertainty injected at 1 second in the simulation. The KF was 
unable to recover from the system change, whereas the SVSF 
and SIF were still able to provide a good estimate. This further 
demonstrates the robustness of the SVSF and SIF for modeling 
uncertainties. 

 
Figure 9.  Position estimation error for the KF, SVSF, and SIF as shown in 
the faulty case (i.e., modeling uncertainty). 

V. CONCLUSIONS 

In this paper, a study of estimation strategies based on variable 
structure and sliding mode theory was performed. The smooth 
variable structure filter (SVSF) and the new sliding innovation 
filter (SIF) are based on similar sliding mode concepts but with 
some notable differences. The main difference is in the 
formulation of the gain and requirement of information from 
previous time steps. The SVSF and SIF gains are inherently 
robust to modeling uncertainties and disturbances due to the 
switching effects of the saturation function. A linear 
mechatronic system was studied where the SVSF and SIF were 
compared with the well-known Kalman filter (KF). The results 
indicate that although both the SVSF and SIF provide robust 
estimates to faults, the SIF formulation provides slightly more 
accurate estimates while maintaining robustness. Furthermore, 
the SIF estimation process is determined to be simpler and less 
computationally complex. 
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Abstract—Robotics and artificial intelligence (AI) span the 
broad realm of mechatronics in general. Humans and robots can 
collaborate with each other to enhance various tasks, e.g. in the 
vehicle industry. Facets of AI such as commonsense knowledge 
can play a significant role here. In this paper, we propose an 
approach for human-robot collaboration such that it leverages 
commonsense knowledge to develop models for the simulation of 
assembly tasks in real-world applications. We consider modeling 
based on relevant attributes, e.g. weight and stability of parts. The 
proposed approach thereby entails human-robot interaction, 
mathematical modeling, both semantics and pragmatics in 
commonsense knowledge, as well as challenges specific to the 
application domain. We describe our approach, focusing on the 
mathematical modeling, and conduct our experimental evaluation 
using simulation tasks. Experimental results indicate that the 
proposed approach yields better outcomes than humans or robots 
working alone, which is in line with other such claims in the field 
of human-robot collaboration. This work sets the stage for real 
robot applications based on the results of our simulation tasks.   

Keywords—artificial intelligence; commonsense knowledge; 
robotics; human-robot interaction; mathematical modeling; 
simulation studies 

I. INTRODUCTION  
Human-robot collaboration (HRC), where robots work 

with humans on tasks, is an important aspect of various 
industries such as manufacturing. Rather than removing 
humans from manufacturing, collaboration involves robots 
supporting humans [1]. Traditional robots typically work in a 
separate space while collaborative robots can work in the 
same space as humans[2], [3]. Collaborative robots are also 
modifiable, which means that they can be used for disparate 
tasks, unlike traditional robots [4-6]. Fig. 1 illustrates a 
collaborative robot used in the context of vehicle assembly. 
For robots to be able to collaborate with human beings 
optimally, it is useful for them to have commonsense 
knowledge analogous to humans.  

Commonsense Knowledge (CSK) involves a basic, 
intuitive understanding of real-world objects, their properties 
and associations, and the manner in which they interact with 
each other. Humans inherently use CSK while robots need to 
be programmed for using CSK in order to handle everyday 
real-world situations in a manner analogous to humans [7]. 
There are commonsense knowledge bases developed in the 
literature, including the classical ConcepNet, Cyc, DBpedia, 
WordNet etc. as surveyed in [7] and the more recently built 
WebChild [8]. Fig. 2 presents a screenshot of the WebChild 

commonsense browser. It provides explanation of everyday 
concepts with their description, type, domain, property, 
location etc. Here we see an example of the concept truck 
which is a type of “motor vehicle” having its typical activity 
as “drive” and location as “road”. Such commonsense 
knowledge bases provide useful information that can be 
programmed into robots in order to make them smarter and 
more humanlike, especially in autonomous decision-making.  

 

Fig 1. Example of human-robot collaboration in vehicle assembly 
 

 

Fig 2. Example of the WebChild commonsense browser 
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This study is motivated by adding commonsense 
knowledge to robots so that they can handle human-robot 
collaboration more effectively and implement it in useful 
applications. Given this background and motivation, we 
define the problem in our work and explain our proposed 
approach with experimentation and discussion.  

      Problem definition: The problem addressed in this paper 
is defined with the following two goals.  
1. Develop an approach for human-robot collaboration that 
incorporates commonsense knowledge; 
2. Deploy the approach in the context of robot action 
planning for object assembly to demonstrate its effectiveness. 
     We propose our solution approach accordingly and deploy 
it with simulations for human-robot collaborative tasks.   
 

    In order to describe our proposed approach, we first present 
an overview of the related literature in the areas of both 
commonsense knowledge and human-robot collaboration. 
This brief literature survey helps to gain an understanding of 
our approach with respect to the state-of-the-art. Some 
studies might be inadvertently touching upon commonsense 
capabilities within their experimentation of humans and 
robots working together. Some works in the literature outline 
that commonsense semantics is important and useful in the 
realms of AI and robotics. Yet, to the best of our knowledge, 
our paper is among the first works to explicitly harness 
commonsense knowledge in human-robot collaboration by 
proposing an approach for CSK-based-HRC, and deploying 
it in robot action planning for object assembly. Challenges in 
this work include capturing subtle nuances of commonsense 
that may be trivial for humans but are difficult for robots; and 
conducting adequate collaborative tasks such that satisfactory 
results are achieved in targeted applications.     

     The rest of this paper is organized as follows. Section II 
overviews related work in the area. Section III describes our 
proposed approach of commonsense knowledge based 
human-robot collaboration, encompassing the corresponding 
knowledge base development and mathematical modeling. 
Section IV provides a summary of our experimental 
evaluation for human-robot collaborative tasks using 
simulation, along with suitable discussion in an application-
specific context. Section V states the conclusions of this 
paper with perspectives, and lists future work in the area.   

II. RELATED WORK 
 Commonsense knowledge focuses on day-to-day entities, 
how they are related and how they interact [7]. It includes 
knowledge that is obvious to humans, e.g. they know the fact 
that the sky is blue (even though that is not connected to their 
work specialty). It also includes how attributes are connected, 
such as the fact that gray skies indicate that rain is probable. 
Machines are very competent at memorizing a plethora of 
facts and information, but have a much more difficult time 
with commonsense knowledge, especially in the absence of 
explicit prior training [8].  

 Robots need commonsense knowledge to operate in real-
world spaces. Automated vehicles for instance, need to be able 
process what they detect in order to handle dynamic driving 
environments. For example, in 2016, a Tesla vehicle collided 
with a truck in motion after mistaking it for an overpass, 

leading to a fatal accident [9]. A good human driver would 
easily be able to distinguish between a truck and an overpass, 
e.g. an overpass is stationary while a truck can move, and this 
fact is known to humans intuitively due to common sense [10]. 
Such facts can be programmed via CSK into vehicles for 
automated driving using information from commonsense 
knowledge bases (see Fig. 2). Additionally, a vehicle can use 
such CSK to track objects even after they leave its view since 
objects do not suddenly disappear from the road, as is obvious 
to humans  [11]. Aspects such as these motivate the need for 
automated vehicles to be embedded with CSK [10] so that 
they can be closer to the thresholds of human cognition and 
conduct better decision-making accordingly.  

Human-robot collaboration is quite important and 
beneficial in Artificial Intelligence (AI) [1], [12], [13]. 
Collaborative robots are defined as robots that can work 
alongside human beings within the same space rather than 
needing their own separate space [2], [3]. This cooperation 
combines the best elements of humans and robots, such as the 
strength and repetition skills of robots, along with the 
judgement and adaptation skills of humans [2]. Traditional 
industrial robots require extra guarding and equipment for 
safety, thereby increasing their cost and bulkiness while 
decreasing their flexibility. Additionally, traditional robots 
cannot be modified while collaborative robots can be 
modified to handle different tasks due to their flexibility.   

Robots can be used for manufacturing tasks in order to 
increase safety and productivity in the workplace [6]. Robots 
are typically used for tasks such as welding, assembly and 
paint spraying. Robot welding is useful since it produces 
superior products while making the work safer and less 
monotonous for humans.  Likewise, robot assembly is useful 
since the costs are lowered while throughput and consistency 
are increased. Using robots can benefit humans while 
improving the bottom margin. Robots using paint spray not 
only improves consistency as well as throughput, but also 
keeps human operators away from hazardous environments. 
The use of industrial robots therefore results in more safe 
work environments and thus makes positive impacts on 
production as a whole. 

 
Fig. 3. Types of human-robot collaboration 

As illustrated in Fig. 3, where each dark gray pentagon 
depicts a “Robot”, each white circle indicates a workspace, 
each light gray square represents a “Part” and each blue circle 
portrays a “Human”; there are four main types of human-
robot collaboration. These are coexistence, synchronized, 
cooperation, and (full) collaboration [2]. For coexistence, 
humans and robots work in the same space without 
interacting with each other. In the synchronized approach, 
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humans and robots work in the same space, but at different 
times. For cooperation, humans and robots work together in 
the same space simultaneously, but work on different tasks. 
For the full collaboration approach, often referred to as just 
“collaboration”, humans and robots actually work together on 
the same tasks, with their actions affecting each other [2]. 
These different types of collaboration in the realm of HRC 
can be useful for different situations, since humans may 
perform better in some kinds of tasks while robots may work 
better in others. Human-robot collaboration thus has various 
forms and can be useful for many companies, especially in 
manufacturing applications. 

Another example of useful human-robot collaboration is 
a robot helping out with tree fruit farming [14]. The robot 
assists human beings at different tasks by utilizing its three 
modes, Mule Mode, Pace Mode and Scaffold Mode. The 
Mule Mode assists with tasks such as harvesting while 
following the workers. The Pace Mode performs a specific 
task over a designated area. The Scaffold Mode has the robot 
become a scalpel that the humans can stand on, in order to 
execute tasks. It has been observed in real experiments with 
these different modes that workers standing on the robot in 
the Scaffold Mode have been able to trim fruit trees twice as 
fast as workers using ladders [14]. The results demonstrate 
that humans when cooperating with robots can be much more 
productive than when working by themselves.  

Considering this overview of related work on human-
robot collaboration entailing its techniques and applications, 
we present our proposed approach in this paper. This is on 
commonsense knowledge based human-robot collaboration 
and is described next.  

III. PROPOSED APPROACH: CSK-BASED-HRC 
In this paper, we propose an approach that leverages the 

fundamental aspects of commonsense knowledge (CSK) to 
conduct human-robot collaboration (HRC) with specific 
deployment for robot action planning in object assembly. This 
approach is described along with mathematical modeling 
using attributes such as size, weight and distance in terms of 
parts in object assembly. It is explained in three subsections: 
framework of the approach, development of a knowledge 
base; and mathematical modeling, respectively.  

A. Framework of the Approach 
The two main types of commonsense knowledge are 

pragmatics, which relates to general world knowledge, and 
semantics, which relates to the specific context. An example 
of useful pragmatic knowledge is a delivery robot moving 
slower when in a dark area since people will have more trouble 
seeing it. An example of useful semantic knowledge is a 
driving robot adjusting its movements during heavy 
precipitation to avoid hydroplaning.  

Throughout this paper, the term “parts” will be used to 
refer to individual components that make up a greater whole, 
while the term “object” is used to refer to the final result of 
combining parts in a pre-determined manner.  Based on this, 
we explain object assembly using HRC.  

The human-robot collaboration approach for assembling 
objects in this work uses commonsense knowledge so that the 
robots can more effectively select and move parts. The robot 

arm should prioritize heavier parts since humans prefer to 
carry lighter parts because that is easier. At the same time, the 
robot arm should not prioritize carrying fragile/unstable parts 
since the human may not trust it to handle those parts 
correctly. The robot should carry parts that are made of glass 
so humans do not cut themselves. These assembly tasks are 
often being repeated throughout the day, hence it is useful to 
make them easier for humans. In this collaborative approach, 
we deploy the following fundamental premises in CSK. 

1. Humans prefer to carry lighter parts due to ease 
2. Robots may not be trusted with unstable parts  
3. Glass parts can possibly be dangerous to humans  

 
Note that premises 2 and 3 might pose conflicts, since a 

glass part can be unstable. Hence, mathematical modeling of 
the corresponding attributes plays a role in decision-making, 
i.e. whether the stability of the part is more significant or its 
danger based on their respective values and priorities.  

Given such premises, our proposed approach for human-
robot collaboration is illustrated in Fig. 4. The human and 
robot execution affect the workspace that is used to determine 
the robot’s next action. When determining the overall cost for 
parts, with reference to this figure, the actors’ (human / robot) 
actions are considered. The result of the cost function, based 
on CSK-relevant attributes such as stability and weight, is 
used to determine robot execution. 

 
Fig. 4. Framework of proposed approach in object assembly 

 

 
Fig. 5. Human and robot cooperate to combine parts to form the pre-

determined object 

The HRC system described herewith based on these CSK 
premises is designed to handle building a vehicle, with the 
initial parts being nearby and combined to form the final 
object, similar to a manner shown in Fig. 5. This figure 
presents a relevant excerpt of humans and robots collaborating 
with each other in order to build the concerned object.  
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B. Development of a Knowledge Base 
The knowledge base (KB) developed in this paper focuses 

on human and robot priorities for certain attributes, such as 
weight, stability, danger and distance (relative to part’s final 
position). Humans want to minimize certain attributes such 
as weight and distance. Due to that, robots should maximize 
those attributes. Humans may not necessarily trust robots, so 
humans will take parts that are less stable to avoid breaking 
them, thus robots should prioritize parts that are more stable. 

    Hence, the commonsense priorities embedded in our 
proposed CSK-based-HRC approach are as follows. These 
approximately correspond to the respective fundamental 
premises in CSK outlined in the previous subsection.  

1. Distance refers to distance traveled by the part, 
weight refers to heaviness of the part carried and 
size refers to the dimensions of a part. Humans 
prefer to minimize the values of distance, weight and 
size of parts in object assembly, thus robots should 
preferably maximize these values in the respective 
assembly tasks. 

2. Stability refers to how stable or durable a part is, 
e.g. a clay piece would have lower stability than a 
wooden piece since the clay piece would break more 
easily. Humans prefer to handle less stable parts 
since robots cannot always be trusted with these. 

3. Danger refers to how potentially dangerous or risky 
the parts are, e.g. scissors would have a greater 
danger value than sheets of paper, due to their 
sharpness. Humans prefer to avoid dangerous parts 
while robots can handle these since they do not pose 
any risk to robots. 
 

Accordingly, the CSK-based attributes (corresponding to 
these priorities) and their ranges of values are depicted in 
TABLE I herewith, as coded in the KB. The columns here 
indicate the CSK attributes. The first row defines the minimal 
human attribute values while the second row defines its 
maximal ones; the third row defines the maximal robot 
attribute values, and the fourth row defines its minimal ones.  

TABLE I: RANGES OF CSK-BASED ATTRIBUTE VALUES FOR 
HUMANS AND ROBOTS  

 Distance  
(cm) 

Weight  
(kg) 

 
Danger 
(level)  

 
Stability 
(level)  

Min for H 5 1 0 0 

Max for H 200 50 30 30 
Max for R 200 50 30 30 
Min for R 5 1 0 0 

 

      The robot’s maximization priorities are designed to 
mirror the human’s minimization priorities and vice-versa. 
This allows humans to work with parts they prefer and are 
better at working with, resulting in object assembly being 
faster, safer and more effective. Robots can then handle those 
parts that humans have more difficulty moving, such as 
heavy, large or fragile parts. The priorities are weighted, such 
that danger is one and a half times as important as any of the 
other attributes. The other attributes have equal priorities 

under this commonsense priority system. This means that a 
part may be selected by the robot if its danger is higher and it 
is extremely close versus a part that is not dangerous, but is 
far away. This is because it is important to avoid danger to 
humans in HRC tasks. In other words, safety is the top 
priority. More on this will be included in the next subsection.  

 

Fig. 6. Car parts in initial state (left) and final state (right) in vehicle assembly 

Fig. 6 depicts an example of car parts in their initial and 
final state during vehicle assembly using HRC. This is 
achieved in the given domain of vehicle manufacturing based 
on a KB design analogous to that explained herewith, and the 
mathematical modeling as described next.   

C. Mathematical Modeling 
In our mathematical modeling and simulation, the arm 

movement is defined as follows. First, arms lock onto a part 
and indicate that they are conducting this locking. This 
prevents other arms from moving towards the same part. 
Arms then move to grab the part they locked onto and then 
move to place these where they connect with other parts. This 
process is repeated continuously until there are no remaining 
parts.  The process of arm movement is formally described in 
Algorithm 1 in the form of simplified code. The input to this 
algorithm includes the real-time parts along with their 
properties, positions and priorities. The output entails placing 
the parts in their correct positions before the robot action 
planning for the actual assembly.  

Algorithm 1: Simplified code for robot arm movement 
Input:  The real-time parts and their properties, and the positions and 
priorities of arms 
Output: The parts being placed in their correct positions 
1. #arm.holdingpart starts as false 
2. for arm in arms: 
3. if not(arm.lockedon): 
4.  bestpart[arm] =arm.determinebestpart() 
5.  bestconnect[arm]= arm.determinebestconnect() 
6.  arm.lockonto(bestpart) 
7. if(arm.lockedon): 
8.  if(not arm.holdingpart): 
9.   arm.movetopart(bestpart) 
10.   arm.pickup(bestpart) 
11.  else: 
12.   arm.movetoconnect( bestconnect[arm) 
13.  arm.placepart(bestpart) 
 
 For robot action planning, consider that humans and robots 
collaborate in the same workspace with the same set of parts 
denoted as P, and commonsense priorities denoted as C. Thus 
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each P refers to a part such as wheel1, seat1 etc. while each C 
refers to a CSK priority such as distance, weight etc. Note that 
danger gets 1.5 times higher priority than the mean of all the 
other attributes. Here, C(danger) represents the CSK priority 
of this attribute while C(x) for x = 1 to m represents the 
priorities of each of the other attributes. We have 4 attributes 
here, but there could be more (based on the application). 
Furthermore, 𝑃"  represents the 𝑖$% part in the set P while 𝑆(𝑝") 
represents the overall score for moving a part to its correct 
position. This score is calculated by comparing the attributes 
of a part against the maximum and minimum values of the 
attributes of all the parts, along with the CSK priorities. 
𝑃*	represents the selected part while t represents the total 
number of parts. Thus, human and robot arms select their next 
part to move using Equations (1) to (3).  

𝐶(𝑑𝑎𝑛𝑔𝑒𝑟) 	=
1.5
𝑚
8	𝐶(𝑥) 																														− (1)
;

<=>

 

𝑆 = {𝑆(𝑝")	|	0 ≤ 𝑖 ≤ 𝑡 − 1} 																															− (2) 

𝑃* = 𝑃Fargmax(𝑆)L																																													− (3) 

     An algorithm is used in order to calculate which part to 
select, i.e. this constitutes robot action planning based on a 
cost function that embodies these commonsense priorities. 
Arms have minimization priority and there is maximization 
priority for each attribute analyzed. This algorithm is 
presented here as Algorithm 2. The input to this algorithm is 
the same as that for Algorithm 1 while its output is: the part 
that the current arm will target next in robot action planning.  
Algorithm 2: Robot action planning based on cost function 
Input: The real-time parts and their properties, and the positions and 
priorities of arms 
Output: The part that the current arm will target next 
1. maxscore=0 
2. selectedpart=None 
3. for part in parts: 
4.  for pri in priorities: 
5.   curattrval=part.pri 
6.   if(curattrval >maxattrvals [pri]): 
7.     maxattrvals [pri]= curattrval 
8.   if(curattrval < minattrvals [pri]): 
9.    minattrvals [pri]= curattrval 
10. for part in parts: 
11.  partscore=0 
12.  for pri in priorities:   
13.   partscore+= 
prioritiesmax[currentarm][pri]* curattrval / maxattrvals [pri] 
14.   partscore+= 
prioritiesmin[currentarm][pri] * minattrvals [pri] / curattrval 
15.  if(partscore>maxscore): 
16.   maxscore=partscore 
17.   selectedpart=part 
18. return selectedpart 
 
    These algorithms are used for the execution of tasks in our 
proposed approach for human-robot collaboration. We now 
describe its experimental evaluation based on simulations.  

IV. EXPERIMENTAL EVALUATION 
We summarize the evaluation of our CSK-based-HRC 

approach for object assembly herewith. In this paper, our 
focus is on simulation tasks. The results obtained from this 
work would be useful in conducting further experiments in 
laboratories using real robots in specific applications. We 

explain our simulation tasks along with the experimental 
results followed by a discussion on the evaluation.  

A. Simulation Tasks 
The given task here is to assemble a vehicle with the 

following parts: wheel 1, wheel 2, wheel 3, wheel 4, vehicle-
base, seat 1, seat 2, backseat and sunroof. The parts are then 
combined in order to form a vehicle (see Fig. 6). When 
making comparisons, all the parts maintain the same initial 
positions, though the system can give the parts random initial 
positions. A human and a robot are both working on this task 
using one arm that can hold one part at a time and are given 
priorities for selecting parts. 

        The system has been tested with four different priority 
options as follows.  

• Option 1: CSK priorities 
• Option 2: No priorities 
• Option 3: Human only using priorities (with CSK) 

and robot not using priorities 
• Option 4: Closest part priorities (with CSK) 

 

      The main goal here is to make work easier for humans 
while allowing the overall assembly time to remain fairly 
consistent. For synchronous execution, both arms move and 
place parts at the same time. For asynchronous execution, 
only one arm moves and places a part at a time, with the arms 
switching every time a part is placed. In our experiments, 
distance is measured in cm, weight in kg, and time in seconds. 
Stability and danger do not have specific units, we measure 
them by scaled levels. We tabulate our experimental results 
next, presenting the highlights of the executions.  

TABLE II: VALUES OF HUMAN ATTRIBUTES AND THE TOTAL CO-
ASSEMBLY TIME FOR ASYNCHRONOUS EXECUTION 

Attributes Distance Weight Stability Danger Time 

CSK priorities 100 30 12 10 53 

No priorities 127 30 14 14 55 

Human only p. 116 30 12 22 53 

Closest part p. 91 45 14 26 49 
 

TABLE III: VALUES OF HUMAN ATTRIBUTES AND THE TOTAL CO-
ASSEMBLY TIME FOR SYNCHRONOUS EXECUTION 

Attributes Distance Weight Stability Danger Time 

CSK priorities 84 35 10 11 29 

No priorities 104 25 8 20 32 

Human only p. 108 35 10 23 33 

Closest part p. 91 45 14 26 27 

 

TABLES II and III present the observed values of human 
attributes and the total co-assembly time (for humans and 
robots combined), measured in seconds for synchronous and 
asynchronous execution respectively. In both these tables, the 
rows “CSK priorities” … “Closest part p.” respectively refer 
to the four different priority options used for testing as 
described here. The columns are explained as follows. 
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“Distance” refers to how far the human arm traveled in cm 
and “Weight” refers to the heaviness of the part in kg that the 
human arm carried. “Stability” and “Danger” refer to the total 
scaled levels of durability and risk respectively for the parts 
the human arm carried. (This is as per the explanation of 
commonsense priorities earlier). “Time” refers to the total 
duration in seconds to complete the entire task of co-
assembly for both the human arm and robot arm combined.  

These tables show the result of executing the human-robot 
collaboration model with a consistent set of data. It is 
observed that the results are quite similar for synchronous and 
asynchronous execution. The human commonsense priorities 
focus on minimizing travel distance, weight and danger, with 
danger minimization being the most prioritized.  Due to this, 
it is observed that the human carries the least dangerous parts 
when using the CSK priorities. Human commonsense 
priorities focus on carrying the least stable parts because 
humans are more precise than robots. Note that minimizing 
danger and distance are prioritized over minimizing stability. 
It is observed that the task is completed faster with human 
and robot both using CSK priorities, as compared to the 
situation where the robot has no priorities or neither entity 
(human / robot) has priorities. It is also observed that the task 
is completed when using CSK priorities (Option 1) nearly as 
fast as when grabbing of the closest parts is prioritized 
(Option 4). The algorithm decides which parts to pick based 
on all of the attribute priorities, meaning that if a human has 
to choose between a very dangerous part that is close and a 
very safe part that is further away, the human arm will choose 
the safer part. The scoring system allows for prioritizing more 
than one attribute. The minimum distance is achieved with 
the closest part priority (Option 4) since minimizing distance 
is the only goal that is prioritized there. However, the weight 
and danger carried by humans in that case are both greater 
than for CSK priorities. In general, the CSK priorities are 
more effective, even if they may be slightly slower. 

B. Discussion on Evaluation 
 Based on these simulation results, we find that using 
commonsense knowledge makes work easier for humans. In 
addition, humans are safer since they are less frequently 
carrying parts that are dangerous.  

      Conversely, in situations where things could be completed 
faster, more danger would be added; and when performing 
repeated tasks that can increase the chance of injury. While 
two humans could be used for assembling the parts into the 
final object, they would become more tired. Such assembly 
tasks are being repeated multiple times throughout a day in a 
real scenario, making this tiredness even more significant.  

      This system as of now assumes that heavier and less stable 
parts can be moved at the same speed as easier to move parts. 
However as per CSK, heavier parts would be moved slower 
that lighter ones; likewise less stable parts would also be 
moved slower than more stable ones. This means that in the 
future, adding such aspects of commonsense knowledge can 
be even more effective than shown in the current simulation. 

 Research in related areas also supports the results of our 
simulation experiments. Trust is an implicit commonsense 
factor that needs to be considered. Trust is essential for 

seamless human-robot collaboration and user adoption of 
autonomous systems, such as robot assistants [15]. If users 
overly trust a robot, there may be issues when it is given too 
many tasks to handle. If users insufficiently trust a robot, its 
productivity and usefulness will be reduced. Human trust in 
robots is a feature that can be managed so that the robots are 
most effective. 

 
Fig. 7. A robot removing objects from a table with a human collaborating 

 
 In a study within this area, researchers had a human and a 
robot cooperate to clean off a table, with bottles, cans and wine 
glasses placed on it [15]. This is illustrated in Fig. 7 herewith. 
Robots that focused primarily on maximizing the reward 
removed the more fragile wine glass first, causing more 
human intervention. Robots that focused on trust removed 
bottles before attempting to remove the wine glass, which 
caused the humans to be less likely to intervene. Doing so 
maximized the reward, thereby showing how commonsense 
knowledge is inadvertently useful in these tasks.  

      Our experimental results corroborate such claims, hence 
making our study orthogonal to the literature. Moreover, our 
approach explicitly harnesses commonsense knowledge in its 
functioning with the appropriate KB development and 
mathematical modeling. Heretofore, CSK might have been 
implicitly noticed from the results of some studies while our 
work precisely deploys it in the proposed approach for CSK-
based-HRC, specifically in the context of robot action 
planning in object assembly. This paper thus makes very 
interesting contributions to the field of human-robot 
collaboration and the more general realm of robotics.  

V. CONCLUSIONS AND ROADMAP 
 In this paper, we address the issue of human-robot 
collaboration and present an approach for this based on 
commonsense knowledge, particularly with reference to robot 
action planning for object assembly. Our proposed approach 
for CSK-based-HRC is described here including its general 
framework, KB development and mathematical modeling. We 
present algorithms for robot arm movement and for robot 
action planning. We conduct simulation experiments for CSK-
based-HRC in the application of vehicle assembly, useful in 
the automobile manufacturing industry. Our results prove that 
robots and humans working together guided by commonsense 
knowledge can be very effective, especially taking into 
account human safety and comfort. Our simulation tasks set 
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the stage for conducting real laboratory experiments in 
targeted applications. These are on our roadmap.  

      Currently, in this work the CSK priorities are kept static 
throughout the execution. Since human trust in robots can 
change as human-robot collaboration continues, designing 
modifiable priorities is valuable and can be considered in 
enhancements of this work. Future work would involve the 
robot interacting with a human during the simulation, as 
currently the human actions are simulated based on expected 
priorities. Trust is a factor that can be considered when 
modifying this simulation.  Priority values for attributes such 
as stability can change as successful execution continues, 
which may allow robots to grab closer parts that are less stable. 
Additionally, the human priorities here are currently based on 
the developers’ opinions. They can be improved by surveying 
targeted users and conducting more experiments. Through 
modification based on real-world data, this human-robot 
collaboration system can thus be enhanced. 

       Human-robot collaboration will play a key role in the 
future. Collaborative robots have features that allow them to 
be very useful. Rather than supplanting humans, robots can 
supplement humans in their work [1]. While humans can 
utilize careful judgement, can adapt and can depict creativity, 
robots can repeat tasks with more strength than humans, and 
can use their machine intelligence with their high memory and 
execution power [2]. It is notable to mention the suggestion of 
the famous chess grandmaster Garry Kasparov, mentioned at 
AAAI-2020 (international conference of the Association for 
Advancement of Artificial Intelligence), as well as stated in 
his book on Deep Thinking [16]. While Kasparov in 1997 as 
the world’s then reigning chess champion lost a historic match 
to IBM’s Deep Blue, today he prefers to have humans and 
robots work together rather than against each other, and head 
towards “Responsible Robotics” that combines “Machine 
Intelligence” and “Human Creativity”. Kasparov states that 
“Humanity can rise to new heights with the help of our most 
extraordinary creations (robots) rather than fear them”. This 
implies endorsement for human-robot collaboration (instead 
of just competition) which would be beneficial in many facets 
of life and useful in several real-world applications. 

       Our paper provides the two cents in this collaborative 
robotics area via our proposed CSK-based-HRC approach. 
This work makes contributions to AI and Robotics, thus 
bridging the area of Mechatronics as a whole. The novelty of 
this paper, to the best of our knowledge, is that it is among the 
first works to focus on explicitly harnessing commonsense 
knowledge for human-robot collaboration, specifically in the 
context of robot action planning for object assembly. It would 
be interesting to computer scientists and engineers, especially 
in AI and robotics, as well as domain experts in fields such as 
the smart manufacturing and intelligent transportation. 

 

 

ACKNOWLEDGMENT 

This work entails financial support from Montclair State University. 
Christopher J. Conti is funded by a graduate assistantship from the 
Department of Computer Science. Aparna S. Varde is supported by a doctoral 
faculty program from the Graduate School and a faculty scholarship program 
from Computer Science. Weitian Wang has startup funds from the College of 
Science and Mathematics. 

REFERENCES 

[1] K.-D. Thoben, S. Wiesner, and T. Wuest, “‘Industrie 4.0’ and 
smart manufacturing-a review of research issues and application 
examples,” International Journal of Automation Technology, 
2017, vol. 11, no. 1, pp. 4–16. 

[2] J. Suchan and M. Bhatt, “Commonsense Scene Semantics for 
Cognitive Robotics: Towards Grounding Embodied Visuo-
Locomotive Interactions,” 2017, doi: 10.1109/ICCVW.2017.93. 

[3] Y. Chen, W. Wang, Z. Abdollahi, Z. Wang, J. Shulte, V. Krowi, 
and Y. Jia, “A Robotic Lift Assister: A Smart Companion for 
Heavy Payload Transport and Manipulation in Automotive 
Assembly,” IEEE Robotics and Automation Magazine, 2018, vol. 
25, no. 2, pp. 107–119. 

[4] D. E. Whitney, C. A. Lozinski, and J. M. Rourke, “Industrial robot 
forward calibration method and results,”  Journal of Dynamic 
Systems, Measurement and Control, 1986, vol. 108, no. 1, pp. 1-8.  

[5] T. Pettersen, J. Pretlove, C. Skourup, T. Engedal, and T. Lokstad, 
“Augmented reality for programming industrial robots,” in The 
Second IEEE and ACM International Symposium on Mixed and 
Augmented Reality, 2003, pp. 319–320. 

[6] J. Iqbal, R. U. Islam, S. Z. Abbas, A. A. Khan, and S. A. Ajwad, 
“Automating industrial tasks through mechatronic systems–A 
review of robotics in industrial perspective,” Teh. Vjesn., vol. 23, 
no. 3, pp. 917–924, 2016. 

[7] N. Tandon, A. S. Varde, and G. de Melo, “Commonsense 
Knowledge in Machine Intelligence,” ACM SIGMOD Record, 
2017, vol. 46, no. 4, pp. 49-52.   

[8] N. Tandon, G. De Melo, and G. Weikum, “WebChild 2.0: Fine-
grained commonsense knowledge distillation,” The Annual 
Meeting of the Association for Computational Linguistics (ACL) 
conference 2017, pp. 115-120.  

[9] P. Pandey, M. Puri, and A. Varde, "Object Detection with Neural 
Models, Deep Learning and Common Sense to Aid Smart 
Mobility" IEEE International Conference on Tools with Artificial 
Intelligence (ICTAI) 2018, pp. 859-863. 

[10] P. Persaud, A. S. Varde, and S. Robila, “Enhancing autonomous 
vehicles with commonsense: Smart mobility in smart cities,” IEEE 
International Conference on Tools with Artificial Intelligence 
(ICTAI) 2017, pp. 1008-1012.  

[11] E. Davis and G. Marcus, “Commonsense Reasoning and 
Commonsense Knowledge in Artificial Intelligence.” [Online] 
Available: http://cs.nyu.edu/faculty/davise/papers/WS.html. 

[12] W. Wang, R. Li, Y. Chen, Z. M. Diekel, and Y. Jia, “Facilitating 
Human–Robot Collaborative Tasks by Teaching-Learning-
Collaboration From Human Demonstrations,” IEEE Transactions 
on Automation Science and Engineering, 2018, vol. 16, no. 2, pp. 
640–653. 

[13] E. Matheson, R. Minto, E. G. G. Zampieri, M. Faccio, and G. 
Rosati, “Human-robot collaboration in manufacturing 
applications: A Review,” Robotics Journal, MDPI, 2019, vol. 6, 
no.4, pp. 100, doi: 10.3390/robotics8040100. 

[14] J. P. Vasconez, G. A. Kantor, and F. A. Auat Cheein, “Human–
robot interaction in agriculture: A survey and current challenges,” 
Biosystems Engineering Journal, 2019, pp. 35-48.  

[15] M. Chen, S. Nikolaidis, H. Soh, D. Hsu, and S. Srinivasa, 
“Planning with Trust for Human-Robot Collaboration,” 
Proceedings of the ACM / IEEE International Conference on 
Human-Robot Interaction, 2018, pp. 307-315.  

[16]      G. Kasparov,  and M. Greengard, Deep Thinking: Where Machine 
Intelligence Ends and Human Creativity Begins, Public Affairs 
Publishers, Perseus Books, LLC,  USA, 2017. 

 
 

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

176



R-MnasNet: Reduced MnasNet for Computer Vision
Prasham Shah

IoT Collaboratory IUPUI
Department of Electrical and Computer Engineering

Purdue School of Engineering and Technology
Indianapolis, USA
pashah@purdue.edu

Mohamed El-Sharkawy
IoT Collaboratory IUPUI

Department of Electrical and Computer Engineering
Purdue School of Engineering and Technology

Indianapolis, USA
melshark@iupui.edu

the hardware and software requirements. Section 5 shows the
experimental results achieved while training the networks with
its specifications and comparison between the models. Section
6 concludes the paper by discussing the future scope and utility
of R-MnasNet.

II. PRIOR WORK

The efficiency of CNNs can be improved by designing
hardware aware networks which have less computational cost
and more accuracy. These models have performance like state-

Fig. 1. MnasNet architecture

Abstract—In Deep Learning, Convolutional Neural Networks 
(CNNs) are widely used for Computer Vision applications. With 
the advent of new technology, there is an inevitable necessity 
for CNNs to be computationally less expensive. It has become a 
key factor in determining its competence. CNN models must be 
compact in size and work efficiently when deployed on embedded 
systems. In order to achieve this goal, researchers have invented 
new algorithms which make CNNs lightweight yet accurate 
enough to be used for applications like object detection. In this 
paper, we have tried to do the same by modifying an architecture 
to make it compact with a fair trade-off between model size and 
accuracy. A new architecture, R-MnasNet (Reduced MnasNet), 
has been introduced which has a model size of 3 MB. It is trained 
on CIFAR-10 [4] and has a validation accuracy of 91.13%. 
Whereas the baseline architecture, MnasNet [1], has a model size 
of 12.7 MB with a validation accuracy of 80.8% when trained 
with CIFAR-10 dataset. R-MnasNet can be used on resource-
constrained devices. It can be deployed on embedded systems 
for vision applications.

Index Terms—Convolutional Neural Networks (CNNs), Com-
puter Vision, R-MnasNet, CIFAR-10, MnasNet.

I. INTRODUCTION

Convolutional neural networks (CNNs) have made note-
worthy progress in computer vision applications like image
classification [19], object detection [21] etc. Deep Neural Net-
works become slow because of large number of computations.
It difficult t o d eploy s uch s tate-of-the-art C NN m odels on
resource-constrained platforms.

As there are limited resources on mobile devices, re-
searchers have been working on designing compact models.
By reducing the depth of the network and utilizing less
expensive convolutions, the models become more compact.
Designing such models is very challenging as there must be a
fair trade-off between model size and accuracy.

In this paper, a new architecture, R-MnasNet, is introduced
which is designed to work efficiently w hen d eployed on
such resource constrained platforms like mobile or embedded
devices. This architecture has been derived from its baseline
architecture MnasNet. Some modifications w ere m ade t o this
baseline architecture to make it compact with a fair trade-off
between model size and accuracy.

The baseline architecture is discussed in section 2. Section 3
introduces the new architecture and discusses the modifications
made to the baseline architecture. Section 4 will acknowledge

978-1-7281-9615-2/20/$31.00 ©2020 IEEE
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of-the-art CNN models. They are extensively used for mobile
vision applications. MnasNet is such architecture which was
designed to accomplish such goals.

A. MnasNet Architecture

They have introduced a neural architecture search approach
which optimized accuracy and latency on mobile devices using
reinforcement learning. By using this approach, they propose
architectures based on real world latency and accuracy trade-
offs. They show that diversity of layers in such resource-
constrained models yield better trade-offs between accuracy
and latency of the model. They have shown results confirming
better performance of their model then other models like Mo-
bileNet [1], SqueezeNext [16], ShuffleNet [23], MobileNetV2
[7], NASNet [30] and many other models.

Figure 1 shows the architecture of MnasNet. It uses Convo-
lution Ops, depthwise separable convolution, mobile inverted
bottleneck layers to extract features. It uses RMSProp opti-
mizer [31], Batch Normalization [27] and Dropout regulariza-
tion [32]. Table I shows the MnasNet architecture which is
trained with CIFAR-10 dataset.

MnasNet Architecture
Layers Convolutions t c n s
322 × 3 Conv2d 3×3 - 32 1 1
1122 × 32 SepConv 3×3 1 16 1 2
1122 × 16 MBConv3 3×3 3 24 3 2
562 × 24 MBConv3 5×5 3 40 3 2
282 × 40 MBConv6 5×5 6 80 3 2
142 × 80 MBConv6 3×3 6 96 2 1
142 × 96 MBConv6 5×5 6 192 4 1
72 × 192 MBConv6 3×3 6 320 1 1
72 × 320 FC,Pooling 10

TABLE I
WHERE T: EXPANSION FACTOR, C: NUMBER OF OUTPUT CHANNELS, N:

NUMBER OF BLOCKS AND S: STRIDE

III. R-MNASNET ARCHITECTURE

This section will explain the proposed R-MnasNet architec-
ture and the modifications made to the baseline architecture
(MnasNet) to reduce the model size and increase the accuracy.
Table II shows the R-MnasNet architecture.

A. Convolution Layers

To increase the accuracy of the model, the convolution
layers must extract features in an efficient way. MnasNet
uses Depthwise Separable Convolutions to extract features.
Depthwise separable convolutions have two layers of con-
volution. First, a depthwise convolution layer which extracts
the features along the spatial dimensions of the input tensor.
Second, a 1x1 pointwise convolution layer which covers the
depth of the input tensor. In these convolutional layer, the
spatial dimensions remain constant.

In order to extract features more efficiently, new convolu-
tional layers were added in the baseline model. These layers
are known as Harmonious Bottleneck Layers [2]. Along with
channel transformations, these layers take spatial dimensions

R-MnasNet Architecture
Layers Convolutions t c n s
322 × 3 Conv2d 3×3 - 32 1 1
1122 × 32 SepConv 3×3 1 16 1 2
1122 × 16 MBConv3 3×3 3 24 3 2
1122 × 4 Harmonious Bottleneck 2 36 1 1
562 × 36 MBConv3 5×5 3 40 3 2
1122 × 40 Harmonious Bottleneck 2 72 1 2
282 × 72 MBConv6 5×5 6 80 3 2
1122 × 80 Harmonious Bottleneck 2 96 4 2
142 × 96 MBConv6 3×3 6 96 2 1
1122 × 80 Harmonious Bottleneck 2 192 1 2
1122 × 80 Harmonious Bottleneck 2 96 4 2
142 × 96 MBConv6 5×5 6 192 4 1
1122 × 80 Harmonious Bottleneck 2 288 1 1
72 × 192 MBConv6 3×3 6 320 1 1
72 × 320 FC,Pooling 10

TABLE II
WHERE T: EXPANSION FACTOR, C: NUMBER OF OUTPUT CHANNELS, N:

NUMBER OF BLOCKS AND S: STRIDE

Fig. 2. Comparison of Depthwise Separable Convolution Layer and Harmo-
nious Bottleneck Layer. [2]

into consideration as well. They change the spatial feature
scale along composite layers of the network. As a result, the
balance between capability of representation and computations
is improved.

As shown in Figure 2, there is contraction-expansion of
spatial dimensions and expansion-contraction of channel di-
mensions in the harmonious bottleneck layer. First, the channel
dimensions remain constant and features get extracted from the
spatial dimensions. Second, the spatial dimensions are kept
constant and features are extracted from channel dimensions.
This makes the convolution layer more efficient and increases
the accuracy of the model. It also results in decreasing the
computational cost of the model. The model size decreases
and makes the model lightweight.

Figure 2 shows the comparison of depthwise separable
convolutional block and harmonious bottleneck layer. The
spatial size of input/output feature maps is (H x W), C1/C2
are input/output feature channels, (K x K) is the kernel size
and s denotes stride.
The total cost of depthwise separable convolution is

(H ×W × C1×K ×K) + (H ×W × C1× C2) (1)
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The total cost of harmonious bottleneck layer is

B/s2 + (H/s×W/s× C1 +H ×W × C2)×K2 (2)

where, B is the computational cost of the blocks inserted
between the spatial contraction and expansion operations. It
is evident that by squeezing the channel expansion-contraction
component and using a pair of spatial transformations yields a
slimmed spatial size of wide feature maps in each stage which
reduces the computational cost.

In this paper, six harmonious bottleneck layers were added
to the MnasNet architecture. The model is described in table II.
After adding these layers, the accuracy of the model increased
by 9.34% whereas the model size decreased from 12.7 MB to
3 MB. The comparison is shown in Table III.

B. Learning Rate Annealing or Scheduling

Different learning rates are used while training the network.
There are various methods to choose the learning rate for
particular epochs during training. Time-based decay, step
decay and exponential decay are some of the methods which
are used to determine learning rates during training. Figure 3
illustrates that step decay based learning rate performs better
than other learning rate schedule methods. Adaptive learning
rate methods are also used instead of manually scheduling the
learning rates. In this paper, the step decay method proved to
be more efficient. Therefore, this method is used for training
R-MnasNet.

Fig. 3. Comparision of different LR scheduling methods.

C. Optimization

There are various optimization techniques which are used to
optimize CNNs. Some commonly used optimizers are Adap-
tive Learning Rate Method (Adadelta) [31], Adaptive Gra-
dient Learning Algorithm (Adagrad) [31], Adaptive Moment
Estimation (Adam) [31], Stochastic Gradient Descent (SGD)
[31], Root Mean Square Propagation (RMSprop). RMSprop
was used to optimize the MnasNet architecture. In this paper,
we have used SGD with varying values of learning rates and
momentum=0.9 for better optimization.

D. Data Augmentation

AutoAugment [3] was used for data augmentation. Au-
toAugment learns the best augmentation policies for a given
dataset with the help of Reinforcement Learning (RL). A
policy consists of 5 sub-policies and each sub-policy applies 2
image operations in sequence. Each of those image operations
has two parameters: The probability of applying it and the
magnitude of the operation (e.g. rotate 20 degrees in 65% of
cases). There is a controller that decides the best data augmen-
tation policy at that instant and tests the generalization ability
of that policy by running a child model experiment on a small
subset of a particular dataset. After the child experiment is
finished the controller is updated with the validation accuracy
as the reward signal, using a policy gradient method called
Proximal Policy Optimization algorithm (PPO). In this paper,
AutoAugment is used on CIFAR-10 dataset. The accuracy
of R-MnasNet was 88.54% but after using AutoAugment the
accuracy increased to 90.14%.

E. Mish Activation Function

Activation functions are used to introduce non-linearity
in neural networks. They determine the correct non-linear
relation between the input and output signals. In 2019, Mish
[35] was introduced and it outperformed all other activation
functions. It is a new type of gated softplus function. The
softplus activation function can be represented as:

ς(x) = ln (1 + x) (3)

Mathematically, Mish can be written as,

f(x) = x · tanh (ς(x)) (4)

Figure 6 shows the graphical representation of Mish. For
comparison, Figure 7 shows commonly used activation func-
tions along with the graph of Mish activation.

Mish [35] avoids saturation due to near zero gradients,
strong regularization effects, preserves small negative gradi-
ents and has effective optimization and generalization. After
implementing it in R-MnasNet, the acurracy of the model
increased from 90.14% to 91.13%.

IV. HARDWARE AND SOFTWARE USED

• Intel i9 9th generation processor with 32 GB RAM
• Aorus Geforce RTX 2080Ti GPU
• Python version 3.6.7.
• Pytorch version 1.0.
• Spyder version 3.6.
• Livelossplot

V. RESULTS

The accuracy of baseline architecture is 80.8% when trained
with CIFAR-10 [4] dataset with a model size of 12.7 MB.
After introducing new layers, the accuracy became 88.84%
and the model size reduced to 3 MB. AutoAugment was im-
plemented to further incerase the accuracy. It was evident that
the accuracy increased from 88.54% to 90.14%. Furthermore,
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Fig. 4. Mish Activation Function

Fig. 5. Common Activation Functions

ReLU6 activation function was replaced with Mish activation
function. This resulted with the model accuracy of 91.13%.

The aforementioned modifications were made to the base-
line architecture. The model was trained with CIFAR-10 [4]
dataset on Aorus Geforce RTX 2080Ti GPU using PyTorch
framework for 200 epochs. The data was divided into batch
size of 128 for training set and batch size of 64 for validation
set.

Figure 6 and figure 7 shows the plots of log loss and
accuracy of their respective models. The graphs were plotted
using livelossplot visualization library.

The trade-off between model size and accuracy is shown in
table III

Fig. 6. Baseline

Fig. 7. R-MnasNet

Comparison of models
Architecture Model Accuracy Model size (in MB)
MnasNet 80.8% 12.7
R-MnasNet 91.13% 3

TABLE III

Table IV shows the results obtained by scaling the model
with different values of width multiplier.

Scaling R-MnasNet with width multiplier
Width Multiplier Model Accuracy Model size
1.4 92.49% 5.6 MB
1.0 91.13% 3 MB
0.75 90.03% 2 MB
0.5 87.5% 1.3 MB
0.35 84.9% 837.6 KB

TABLE IV

VI. CONCLUSION

In this paper, a new architecture, R-MnasNet, is introduced
by modifying its baseline architecture. The goal was to make
the model more compact and having a fair trade-off between
model size and accuracy. The accuracy of R-MnasNet is
91.14% with a size of 3 MB. It outperforms its baseline archi-
tecture MnasNet which has an accuracy of 80.8% and model
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size of 12.6 MB. New Harmonious Bottleneck layers were
added to the baseline architecture. Mish activation was used
to improve the optimization of the network. AutoAugment was
used to further increase the accuracy of the model. This model
can be deployed on mobile devices and various embedded
systems. It can be used for embedded vision applications.
Depending on the application and hardware, a particular
variant of R-MnasNet can be deployed by scaling it with width
multiplier to achieve specific model size and accuracy.
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Abstract— Automation and Internet-of-Things (IoT) open 

doors to achieve increased productivity and efficiency. Ultra-

High Frequency (UHF) Radio-Frequency Identification (RFID) 

is a type of Auto-identification technique that identifies, locates, 

authenticates, and engages with other IoT devices to efficiently 

perform one or more tasks. The concept of the digital twin is 

enhanced by UHF RFID for the fourth-generation industrial 

revolution, Industry 4.0. UHF RFID antennas are one of the key 

endpoint components that are deployed throughout factories, 

facilitating automation. Antennas predominantly used in 

industrial environment requires enormous durability to handle 

vibration, shock, impact, and thermal shocks without trading-

off the radiofrequency (RF) performance. This article proposes 

a novel durable dual-virtual patch antenna design and 

manufacturing technique for industrial UHF RFID application. 

The durability of the antenna is offered by the non-conventional 

RF substrate, galvanized steel backplate and the polyurethane 

resin-filled plastic radome. The antenna is designed to be 

assembled by full and semi-robotic process automation. 

Keywords— IoT antenna, RFID antenna, industry 4.0, rugged 

antenna, ETSI. 

 

I. INTRODUCTION  

 

The fourth-generation industrial revolution (industry 4.0 or 

I4.0) demands digitization as a core component in the 

manufacturing sector. Advancements in sensing and 

communication technologies has leveraged high visibility in 

the manufacturing processes. Internet of things (IoT) enabled 

automation helps to gather information of products, 

processes, and stages through sensors, real-time. This 

information is known as the digital twin – with which 

manufacturing processes can be managed efficiently with 

high transparency, efficiency, accuracy, and reduced risks. 

IoT is an umbrella of various embedded computer systems, 

sensors such as the wireless sensor networks and control 

systems and automation where automatic identification and 

data-capture (AIDC) is an integral part of it. Some common 

types of AIDC sensors are, Optical sensors such as barcodes, 

digital sensors such as cameras and wireless sensors such as 

radio-frequency identification (RFID). Passive RFID 

technology such as Ultra-high frequency (UHF) makes the 

I4.0’s dream viable as it can identify, locate, authenticate and 

engages an everyday item with other IoT devices. An industry 

alliance called the RAIN RFID (Radio frequency 

IdentificatioN) is promoting world-wide adoption of UHF 

RFID in a similar way to other alliances such as the WiFi 

alliance, Bluetooth SIG, etc.  

A typical passive UHF RFID system consists of a 

transceiver commonly known as a reader, reader antenna 

which transmits and receives radio-frequency signals from a 

passive RFID tag (refer Figure 1). The passive RFID tag 

consists of a tiny chip attached to a printed antenna which 

receives the energy and backscatters to the reader antenna. 

This tag can be attached to almost all the everyday items 

around us. Reader antennas are distributed across hallways, 

entrance-ways or warehouses to track the assets’ movements. 

Reader antennas are energized by one or more readers who 

communicate the received tag data over Wi-Fi or Bluetooth 

to a server. As these reader antennas are prone to knocks and 

whacks (due to forklift movements, etc.), and it is necessary 

to have antennas that are rugged and durable. Durable 

antennas can withstand vibrations, mechanical shocks, 

impacts and thermal shocks. In general, RFID tags are made 

durable to last long throughout the supply-chain process, but 

reader antennas require extra protection such as an enclosure 

to handle knocks and whacks within the factory. This article 

proposes a durable antenna design and manufacturing 

technique that does not require any enclosure during 

installation. 

 

II. Literature Review 

 

 Literature in RFID antenna design reports various 

durable tag antenna designs such as [1-4], but no RFID reader 

antennas are evident. Thus, durable and rugged antenna 

designs used for other applications are used for comparison 

and review. Traditionally, expensive, rugged substrates such 

as Arlon AD255A [5] are used for durable antenna designs. 

The proposed substrate is low-cost and widely available with 

low dielectric constant (εr), 1.5 unlike Arlon’s 2.55. The 

proposed antenna’s durability is also enhanced by its rugged 

housing construction which is lacking in [5]. The proposed 

antenna design has a directional radiation pattern to focus the 

antenna beam in the desired direction as opposed to the 

monopole antenna design in [5], whose radiation is not 

focused but omnidirectional. Reader antennas with 

 

 
 

 

Fig. 1. A typical UHF/RAIN RFID system 
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unfocussed radiation pattern are not suitable for UHF RFID 

applications as they would detect unwanted items (often 

referred to as stray reads) [6]. The mechanically robust 

antenna design shown in [7] is based on a cross-slot antenna 

array on a rugged metal cylinder without a protective radome. 

This antenna is designed for higher frequencies such as 2.5 

GHz and not suitable for UHF RFID applications. Besides, 

its omnidirectional radiation creates more stray reads like [5].  

 The ultra-rugged UHF RFID monopole antenna 

affixed on a concrete substrate with a ground plane is 

proposed in [8]. The antenna’s radiation is focused in one 

direction using the reflective ground plane, unlike the 

monopole in [5]. The antenna does not have a rugged 

protective radome but relies on the substrate’s rigidity. The 

radome, substrate and the stainless-steel ground plane 

collectively offers the durability in the proposed antenna. For 

instance, when the antenna in [8] is subject to a mechanical 

impact, the monopole antenna strip and the cable solder joint 

can be badly damaged, leaving the antenna impaired. The 

radome in the proposed antenna can withstand impacts and 

leave the antenna unimpaired. Furthermore, the cable is 

protected integrally within the antenna, and thus the solder 

joint cannot be fractured in contrast to [8]. Other embeddable 

patch antenna designs shown in [9-11] relies on the concrete 

cover-like structure for protection as the design lacks a 

durable radome. In other words, these antennas are not 

durable when they are not embedded in concrete. The 

proposed antenna is durable on its own with its ruggedized 

protective radome. The antenna, including the radome design 

and manufacturing process, is discussed in this paper, 

whereas [9-11] did not explain in detail about the 

manufacturing process but focused only on the design.   

 

III. ANTENNA DESIGN 

 

A durable dual-virtual patch antenna array on a foamed 

PVC substrate and galvanized steel ground plane is designed 

for industrial applications. The patch antenna array made 

from tinned steel. The foamed PVC substrate is a non-

conventional substrate that is not used for RF applications. 

PVC substrate is previously used in [12 and 13] due to its 

inherited properties such as low moisture absorption, high 

chemical resistance, self-extinguishing flammability rating, 

easy to fabricate and light-weight. Foamed PVC substrate is 

chosen for the same purposes. The substrate’s thickness is 6 

mm, and it is 220 mm wide and long. The thickness of the 

galvanized steel ground plane is 2 mm. The ground plane is 

square in shape and spans 220 x 220 mm. Steel is highly 

strong, and galvanization helps to avoid rusting. A 6 mm ‘L’ 

shaped groove shown in Fig. 1 is implemented to recess the 

antenna cable flush on the ground plane. The length and 

width of each of the patch in the array is 124 mm and 88 mm, 

respectively for operation in 864-868 MHz – European RFID 

frequencies. Patches are not spaced for asymmetric 

beamforming but are connected together to obtain a 

symmetric radiation pattern. Patches are inset fed using 100 

Ω microstrip lines at the 100 Ω impedance points. The 50 Ω 

input impedance is divided into two 100 Ω microstrip lines at 

the ‘T’ junction. A 50 Ω RG-58 coaxial cable with N-type 

connector is soldered at the ‘T’ junction. A 30 x 20 mm 

ground patch is located right next to the cable groove to 

solder the coaxial cable’s ground. N-type connectors rugged 

compared to TNC or SMA connectors. Tin plated steel is 

rust-proof and enables ease of soldering. The thickness of the 

tinned steel patch antenna array element is 0.2 mm. The 

ground patch is referenced to the antenna’s ground plane 

using solid vias. Aluminum rivets (with 6 mm diameter) are 

used as vias that are attached between the ground patch and 

the ground plane. The antenna would include a protective 

radome. The radome comprises of a formed plastic tray made 

from Kydex-100 thermoplastic that is filled with 

polyurethane resin. The tray is 241 mm long, 241 mm wide 

and 15 mm deep and the resin is filled until 6 mm deep. The 

radome is made only slightly larger so that the antenna fits 

snug. The following section explains the manufacturing 

process and fabrication. 

 
 

IV. MANUFACTURING PROCESS AND FABRICATION 

 

Different manufacturing techniques are adopted to 

manufacture the antenna parts and fabricate the antenna. The 

radiating element (patch antenna array and the microstrip 

line), the ground plane with mounting holes, ground patch 

with via holes and the grooved substrate are laser cut. The 

ABS plastic tray radome is vacuum- formed. As these 

techniques are non-exotic, antenna parts can be sourced from 

machine shops. The manufacturing process outlined in Fig. 2 

begins with sourcing all the parts viz., ground plane, patch 

antenna array, ground patch, grooved substrate and vacuum-

formed plastic. The next step in the process is to source the 

consumables such as rivets, solder, adhesive and 

polyurethane resin. Sourced parts undergo a quality check 

process to ensure that the parts meet specifications. Only 

flawless parts are put together to fabricate the antenna. 

Damaged parts or parts that do not meet the specifications are 

returned and resourced. 

The substrate is attached to the ground plane using the 

acrylic adhesive. The patch antenna and the ground patch are 

attached to the substrate, just above and below the groove, 

 

 
 

Fig. 1. Durable antenna design 

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

183



respectively, using the acrylic adhesive. These attachment 

process can be robotized or labored using placement jigs to 

maintain reliability and repeatability. The coaxial cable is slid 

inside the groove to solder its center conductor with the 

microstrip ‘T’ junction and the ground braid with the ground 

patch (See Fig. 3(a)). Soldering process can be robotized to 

obtain repeatable solder joints as it is critical for proper 

impedance matching. Rivets are popped using pneumatic or 

electric rivet guns to make reliable connections between the 

ground patch and the galvanized steel ground plane (See Fig. 

3(c)). Gaps in the cable groove are sealed with a two-part 

epoxy resin that is chemical and heat resistant. Cable strain 

relief is provided by this epoxy seal. Sealing process can also 

be automated using robots or labored using jigs.  

 

 
The plastic tray is filled with polyurethane resin using a 

fixed nozzle dripper that has a constant rate of flow and a 

time-controlled stopper. The resin consists of two parts – 

resin and hardener. The resin cures in 2 hours at 40 °C to form 

a 6 mm thick layer. The flow rate, nozzle diameter, and 

stopping time is critical to achieving the 6 mm layer 

thickness. The antenna is tuned to this layer thickness, and 

thus any changes to the thickness lead to antenna detuning. 

The flow rate can be controlled by a pneumatic or electrical 

syringe, and the stopper can be clocked using a micro-

controller. The cured radome is filed using a linisher to 

remove 2 mm polyurethane material. Filing is required to 

avoid the stress caused in the solder joint when adhering the 

radome (see Fig. 3(b)). The antenna is tested for its standing 

wave ratio (SWR) at 866.5 MHz (center of the operating 

band) using an SWR meter to ensure proper solder 

connections and impedance matching.   

 

 
The antenna assembly and radome assembly can happen in 

parallel, as there are no dependencies within these processes. 

Fully assembled antenna and radome are finally attached 

together using an acrylic adhesive. The fully assembled 

durable antenna is shown in Fig. 3(d). Table. I list the 

antenna’s Bill of Materials (BoM). The total parts’ cost is no 

more than $14.63 (USD), excluding labor. It is assumed that 

parts such as the substrate, ground plane, radiating array and 

the vacuum-formed radome are obtained from suppliers and 

thus, there are no capital costs to be reported. Labor is 

estimated at $2.66 based on the federal minimum wage, $7.25 

(USD) per hour. The total cost for manufacturing per antenna 

is $17.30 (USD). The durable antenna acquires the inherited 

physical properties of the ABS cover, polyurethane resin, 

foamed PVS substrate and the steel ground plane. Table II 

lists the antenna’s physical properties.  

 
TABLE I 

DURABLE ANTENNA’S BILL OF MATERIALS 

Parts Cost (USD) Quantity used Sub-total (USD) 

ABS sheet 
$45 for a sheet 

(1290 x 2540 mm) 
300 x 300 

mm 
$1.236 

Polyurethan

e resin 
$17.3 per 250g 100g 

$6.92 

Tin sheet 
radiator 

$35 for a sheet (1200 x 
2400 mm) 

175 x 130 
mm 

$0.27 

RG-58 

Cable 
$3 for cable assembly 1.0 

$3.00 

Foamed 
PVC  

$50 for a sheet (1200 x 
2400 mm) 

220 x 220 
mm 

$0.84 

Galvanized 

steel 

$1.80 for 220 x 200 

mm sheet 
1.0 

$1.80 

Rivets $0.05 2.0 $0.10 

Acrylic 

adhesive 

$23 for 36 mm x 

50000 mm reel 

36 mm x 

1000 mm 

$0.46 

 

Total Bill of Materials (BoM): $14.63 

 

 
TABLE II 

DURABLE ANTENNA’S PHYSICAL PROPERTIES 

Parameter Durable antenna 

Tensile strength and modulus 51 MPa and 2320 MPa 
Compression modulus and strength 1910 MPa and 64 MPa 

Flexural strength 79 MPa  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Manufacturing flow diagram 

 

    
            (a)         (b)     (c)                   (d) 

 

Fig. 3. (a) Fabricated antenna; (b) Radome; (c) Ground plane; and (d) Fully 

assembled durable antenna 

 Source the antenna parts 

(Ground plane, patch antenna array, ground patch, 

grooved substrate and vacuum-formed radome.)  

Source the consumables 
(Rivets, solder, adhesive and polyurethane resin) 

Parts & 
consumables 

meet 

specifications? 
 

Antenna Assembly Process 

 

 

 

 

 

 

Attach the substrate to the ground plane 

Attach the patch antenna and ground patch 

to the substrate 

No, 

Return 

No, 

Return 

Yes 

Solder the coaxial cable and seal the 

groove 

Radome assembly 

process 

Fill the 

plastic tray 

radome with 
polyurethane 

resin and 

cure at 40°C 
for 2 hours 

Attach the antenna assembly with the radome assembly  

2 mm deep filing 

Package and storage 

Test the antenna 
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V. MEASUREMENTS AND TESTING 

 

An anechoic chamber is used to measure high-frequency 

radiating devices such as antennas [14]. Return loss is the 

measures using TR-1300/1vector network analyzer (VNA). 

The return loss of less than -10 dB is required for an efficient 

RFID performance. The antenna’s return loss is around -12 

dB (better than the required threshold) in 864 to 868 MHz 

(see Fig. 4). The antenna’s -10 dB return loss bandwidth is 22 

MHz. The antenna’s gain is measured by the gain-

comparison method [15]. The gain is flat across the 

frequencies of interest (865-868 MHz) and measures 9.9 dBi. 

The antenna’s radiation characteristics are also measured in 

azimuth and elevation cut planes. The antenna’s half-power 

beam-width (HPBW) is 60° in both azimuth and elevation 

planes. The front-to-back ratio (FBR) is measured to be -12 

dB. There are no side lobes in this array antenna because the 

patches are not separate but virtually unconnected. The 

radiation pattern of the antenna is shown in Fig. 5.  

Temperature and relative humidity (RH) inside a factory or 

an industrial plant can range somewhere between 0° and 50° 

& 45% and 85%, respectively, depending on their 

geographical location. A range beyond this may be unsafe for 

people, and thus this assumed optimal range is used for test 

purposes. It was noted that varying temperature at 85% RH 

yielded noticeable changes in the antenna’s performance 

compared to lower RH settings. The antenna’s return loss for 

0°C to 50°C temperature range at 85% RH is plotted in Fig. 

6. As return loss and gain are directly proportional (based on 

Fig. 4), only return loss values are measured to confirm the 

antenna’s operational efficiency. 

 

 

 
 

When the temperature is higher, the antenna tends to 

resonate at a slightly lower frequency and vice versa for lower 

temperature ranges such as 10°C and 0°C. Nevertheless, 

return loss values at the frequencies of interest (865-868 

MHz) are less than -10 dB. The antenna’s performance is not 

degraded with the change in temperature and humidity. The 

antenna is also tested with large metal backings to see its 

insusceptibility as these antennas are usually mounted on 

industrial equipment and machinery. The antenna’s 

resonance is almost unaltered with both 300 x 600 mm and 

600 x 600 mm sized metal reflector backings.  

 

 

 
 

VI. CONCLUSION AND FUTURE WORK 

A durable UHF RFID reader antenna design and 

manufacturing technique for industry 4.0 are proposed. The 

durability of the antenna is offered by the non-conventional 

RF substrate, galvanized steel back plate and the 

polyurethane resin-filled plastic radome. The antenna is 

linearly polarized and has 20 MHz operating bandwidth with 

9.9 dBi gain. The antenna’s radiation pattern is symmetrical 

in both planes, thus increasing the tag read efficiency. The 

antenna is rugged both physically and electrically to 

environmental impacts such as temperature and humidity 

shocks, physical impacts, vibrations, and effect of different 

metal back plates. As part of the future work, the antenna will 

be tested for its real-life RFID performance in exemplar 

scenarios.    
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Fig. 4. Return loss and Gain measurements 

 

 
 

Fig. 5. Radiation Pattern 

 

 
Fig. 6. Effect of temperature and humidity 

 

 
Fig. 7. Effect of metal backing 
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Abstract—A mathematical model of the unsteady flow of 

water on sections of main canals by limited hydraulic structures 

has been developed. And also the statement of problems of 

optimal control of water distribution in the main canals is 

developed. A fundamental solution is obtained for a one-

dimensional differential equation describing the unsteady 

movement of water in sections of main canals. 

Keywords— mathematical model, unsteady flow of water, main 

canals, optimal control problems, fundamental solution, differential 

equation, hydraulic structures 

I.  INTRODUCTION 

The development of computerization around the world, and 
in recent years in the Central Asian states, makes it possible to 
use it for modeling and managing water resources in all water-
management systems and facilities, which include river 
sections, reservoirs and canals (free-flow and with water-lifting 
engine systems). Using a computer, the behavior of individual 
waterworks facilities, their interaction can be simulated by 
taking into account all the influencing factors in conditions 
close to real, in the process of their functioning. 

Water-management systems and facilities have a large 
spatial extent, a multitude of technological and technical 
parameters, only by methods of mathematical modeling can 
quantitative and qualitative changes in their characteristics be 
obtained. 

Currently, special attention is paid to saving water 
resources to provide consumers with them, achieving this by 
managing modern information systems of their operating 
modes on the basis of specified criteria for implementing the 
optimal management task. 

II. METHODS AND RESULTS 

We consider a model statement of the problems of water 
distribution in this section of the canal. As a mathematical 
model of unsteady water flow in the canal sections, a one-
dimensional differential equation is considered in the form 
[1,2,3] 


   

 
x,t Q x,t

q x,t ,
t x




 
 

 
 

where,  Q x,y  – the change in water flow in the canal section, 

  –  the flow rate. 

Initial condition 

    0Q x,0 Q x ,  

where,  0Q x  – the initial distribution of water flow in the 

canal section. 

Boundary condition 

    1Q 0,t Q t ,  

where,  1Q x  –  the change in water flow at the beginning of 

the canal section. 

Variable Definition Area 
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 x 0,     t 0,    0.    

Water flows at the points of water intake of the canal 

section  q x, y  the uniform distribution of water has the form 

[4,5] 

      
n

i i

i 1

q x,t q x a t Tl


    

Equation (5) takes into account the main properties of the 
irrigation canal, such as the delay in water flow along the 
length of the canal. The change in water flow in the initial 
transit of the channel section leads to its change in other 
transits of the channel section after a certain time, this is the 
delay. The farther the transit is considered from the initial 
transit, the greater the delay in water flow. 

The fundamental solution of equation (1) - the Green 
function has the form [4-10] 

       G x, ,t l x t x         

where ,  x  –  the Dirac delta function [6]. 

The analytical solution of equation (1) in the presence of its 
fundamental solution is determined as follows 



0

t l

t 0

Q( x,t ) G( x, ,t ) ( ,t )d d ,         

where,  x, y  – the standardizing function for the boundary 

task (1) - (4), which has the form 

              0 1x,t q x,t Q x,t x,t t x Q t       

We consider the properties of the solution of equation (1). 
The change in water flow at the beginning of the canal section 
under zero initial conditions propagates with a speed v along 
the canal length. The wave front in this case does not change in 
length, in figure 1. it is shown the propagation of a wave of 
water flow along the length and time in isometry. In figure a, b 
in isometry the propagation of complex waves along the length 
of the channel is also shown. 

Equation (1) takes into account the main properties of the 
irrigation canal, such as the delay and transformation of water 
flow along the length of the canal. In this case, the water flow 
changed in the initial transit of the canal section leads to a 
change in water flow at other transits of the canal section after 
a certain time, this is called a delay, which gradually changes in 
time. 

In this case, the main task of water distribution is the timely 
interception of water flow by taps as the water flows along the 
length of the canal [7,8]. 

We consider the statement of problem of optimal control of 
water distribution in the canals of irrigation systems, in an 
example of the mathematical models developed above. 

 
Fig. 1. The propagation of a square wave along the length of the canal 

 
a) 

 
b) 

Fig. 2. The propagation of complex waves along the length of the canal 

The main objective of the task is to minimize fluctuations 
in the water flow in the canal section when supplying water to 
the side water intakes by controlling the water flow at the 
beginning of the canal section, [7] 
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control action 

    1Q 0,t Q t .  

For lateral water intakes, the quality factor of the water 
distribution process can be used to choose the root-mean-
square integral deviation of the actual water flow from the 

planned (limited) values for the water distribution period  0,T  
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where,  jq t  – the actual value of the water flow of the j th 

lateral water intake; *

jq  -the planned value of the water flow of 

the j th water intake. 

The minimization task (9) on condition (10) using the 
control action (11) presents oneself a task of controlling 
systems with distributed parameters [5]. 

Substituting the solution  Q x,y  of the Green function 

defined by (6) into (9), we obtain [9] 
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Further, substituting the standardizing function (6) in (12), 
we obtain [10] 
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With a glance of the form of the Green's function,  q x, y  

and with  0Q x 0 , considering the function  1Q t  in the 

form of a step function, the minimum of functional (13) is 
achieved when controlling 
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In this case, the solution of equation (15) is written in the 
analytical form 
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The physical meaning of this solution is to ensure changes 
in water flow in the lateral water intakes in different transits of 
the canal, it is necessary to change the water flow in advance at 
the beginning of the section. 

 

Fig. 3. Changing water consumption over time and length of the canal. 

 
Fig. 4. Changing water consumption over time and length of the canal. 

 

Fig. 5. Changing water consumption over time and length of the canal. 
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From the drawings it is clear that, after opening the 
shutters, the increased consumption at the beginning of the 
section of the channel allows to increase the water level along 
the length of the specified section of the channel. 

 

3. CONCLUSION  

Mathematical models of optimal water distribution in the 
main channels of irrigation systems (direct wave model, model 
of kinematic free unestablished water movement on the 
channel) with corresponding limitations and control effects. 

The results of numerical experiments show that, after the 
opening of the shutters of the hydraulic structure at the 
beginning of the section of the canals, the increased 
consumption allows to increase the water level along the length 
of their sections. The levels and costs of water at the end of the 
canal sections eventually stabilize at the specified level, which 
is necessary for the water intakes from the canals located there. 
This confirms that the mathematical model developed by us is 
workable and can be used to optimally manage the distribution 
of water in the various self-flowing canals of the country's 
water industry. 
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Abstract—Optimum ecological conditions are essential for 
ideal plant growth and improve harvest yields. Some crops grow 
better in low-intensity sunlight and suffer from sunburn damages 
due to excessive sunlight. As such, these types of harvests are 
required to be cultivated under shades. This paper describes the 
design of an automated agro shading incorporating FRDM-K64F 
MCU with several control options that will free the farmers from 
constantly surveilling the corps for proper sunlight intensity. In 
this approach, there are multiple input methods to change the state 
of the shade flaps, including physical and automatic control via a 
developed android app for smartphones. Additionally, full 
automation can be turned on through Bluetooth connection to 
regulate the cover automatically based on the magnitude of the 
incoming sunlight in any given area. Thus, the shading mechanism 
can provide an optimal lux environment. For improving the yield 
of agricultural plants with nutritious values, the presented module 
will revolutionize agricultural automation – offering a cost-
effective multi-controlled shading approach to solve farming 
issues regarding photosynthesis and weather conditions. 

Keywords—stepper motor, embedded system, internet of things, 
control architecture, android app 

I. INTRODUCTION 

Automation has transformed industries with substantial 
economic growth through its pervasive application almost in 
every sector. Despite this ubiquity of its implementation, there 
are still some vital sectors where automation has not been 
adopted at its full potential yet, and one such area is agriculture 
- among the first occupations of humankind since the dawn of 
civilization [1]. For an improved yield of crops, appropriate 
environmental conditions are required: having an optimum 
supply of water, fertilizer, soil, pesticides, and most of all – 
sunlight [2]. Within the conventional cultivation, a farmer needs 
to observe the intensity of incidental sunlight upon plants, which 
is different for the respective crops depending on the 
corresponding regions [3]. Several crops flourish under sunlight 
with low-intensity, thus requires to be cultivated within shades 
while there are crops that thrive in high-intensity light. Besides, 
excessive light radiation can damage fruits and vegetables as a 
consequence of sunburn [4]. 

One way to mitigate the mentioned issue is to create a 
greenhouse – construction by a roof built from cheap and 
translucent elements, like glass, in which the crops needing 
controlled atmospheric situations are often spread a lot easier 
[5]. These structures vary in volume from modest huts to 
industrialized structures, whereas a small glasshouse is 
acknowledged as a cold frame [6]. The inside of a greenhouse is 
revealed to daylight, which is why it grows significantly hotter 
than the outside temperature, providing another solution for 
shielding its contents in cold weather [7]. However, these 
approaches do not address the shading aspects for crops that 
grow in lower light intensity considering the open environment 
as well. When shading is utilized properly, it reduces sunburn 
injuries and increases crop yield highly [4]. 

This research aimed to expand the control system of a 
stepper motor to emulate the motion of shade for greenhouses. 
The control signal was transmitted through wireless 
communication using an android application that can be 
installed on a smartphone. Another method of input was through 
the on-board buttons that are present on the microcontroller 
board of Next Experience (NXP) Semiconductors. 

The primary objective was to integrate the following features 
to the project, 

1) Bluetooth android application. 
2) Voice direction. 
3) Gesture control. 
4) System automation. 
5) Manually position correction. 

Various control mechanisms were used to regulate the 
stepper motor. Additionally, achieving conflict-free multiple 
input methods was an intention, meaning the system should be 
capable of handling several input signals coming in together. For 
this, the system was designed in such a way that only the current 
input signal will be executed first, and any other frequency 
would get ignored until the current execution is complete. 

II. BACKGROUND ANALYSIS 

A suitable degree of shading is compelling to form the most 
effective use of shades by improving and choosing proper 
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technologies. Within the extant procedures, crops are shaded by 
administering a black net with various mesh sizes for managing 
corresponding light energy. Automatic shading envisions 
monitoring and regulating of the climatic parameters, which 
directly or indirectly supervise the plant germination and so their 
yield. One very prominent question that arises is why not 
provide a permanent shading for greenhouses. The answer lies 
within the incontrovertible fact that permanent shading will 
leave all the plants underexposed, thereby making a decreased 
yield along with feebler nutrient value [8]. 

Though very few [1-3], existing automation technologies for 
agricultural shading lack several features regarding smart 
controlling. In 2017, Faruk Bin Poyen presented the latest – that 
is a sensor-based automated shading using Arduino UNO 
microcontroller as the brain of the system to control the shade 
(open-close) depending on the declared luminosity of the 
sunlight; missing out a handful of user-friendly options as well 
as dimming the incidental light [9]. By taking into consideration 
the possible aspects of today’s scientific appliances [6-7], our 
proposed model is comparatively economical to integrate and 
smoother to maintain, offering multi-controlling options within 
the scope of adjusting the states of shade allowing reflective 
sunlight. 

There is a high potential for the improvement of structural 
and controlling applications for greenhouses due to the 
increasing demand for cultivating crops year-round, which on 
the other end, will be highly beneficial to increase self-employed 
industries cost-effectively [10]. 

III. EMBEDDED SYSTEMS IMPLEMENTATION 

The small-sized low-cost NXP freedom development 
kinetics board, FRDM-K64F is selected as the Micro-controller 
Unit (MCU) – having the same form factor as Arduino UNO 
Rev3 pin layout that can be used instead of the latter for 
prototyping purpose to design Internet of Things (IoT) [11-13] 
for controlling the shade in terms of agriculture to cultivate 
plants. 

Bluetooth is radio communication technology, utilized for 
transferring data between settled and portable gadgets covering 
small distances employing short-wavelength Ultra High 
Frequency (UHF) communication streams within the 
manufacturing, experimental, and pharmaceutical wireless 
bands (2.402-2.480GHz); making individual domain networks. 
Here, the employed HC-06 is a class 2 slave Bluetooth module 
intended for clear radio continual connection [14], which is 
connected with the MCU through the Receiver (RX) and 
Transmitter (TX) pins of the board. The HC-06 Bluetooth 
module connections are outlined in Table I as follows, 

The motor driver serves as an interface among the motors 
and controller circuitry – requiring a large volume of current, 

TABLE I.  HC-06 BLUETOOTH MODULE CONNECTION WITH FRDM-
K64F 

FRDM-K64F HC-06 
PTC16/D0 (UART3-RX) TX 
PTC17/D1 (UART3-TX) RX 

GND GND 
5v VCC 

whereas the controller circuit works on low current signals. 
Thus, the purpose of the employed L298N motor driver is to take 
in a low-current controller signal then convert it toward a higher-
current, which will operate a motor through switching [15], 
where the motor rotation depends on the way that gate voltage 
is provided to input terminals. The L298N motor driver 
connections are outlined in Table II as follows, 

 Stepper motor, referred to as step/stepping motor, is a 
brushless DC motor that distributes a complete circle within 
many similar runs, which cannot run at a great pace but have a 
high holding torque. The Mitsumi M42SP-6NPK stepper motor 
is used for its 2 phase, 7.5° step angle, and bipolar driving 
excitation method with a rating of 12-24V/400mA [16]. The 
M42SP-6NPK stepper motor connections are outlined in Table 
III. 

 Laser Diode (LD) is a semiconductor unit almost like Light-
emitting Diode (LED) within which a diode-pumped straight 
with current that can produce lasing situations at the junction of 
the diode [17]. As such, a hand gesture equipment is built with 
2 LDs (LD1 and LD2) and 2 Light Dependent Resistors (LDRs), 
namely LDR1 and LDR2, connected to the MCU. The hand 
gesture module connections are outlined in Table IV. 

 Photo-resistor – a passive component, decreases resistance 
about receiving luminosity on the sensitive surface of the 
component [18]. In this case, a daylight sensor is created using 
an LDR, namely LDR3, where the voltage read by AnalogIn of 
the board. The daylight sensor device connections are outlined 
in Table V. 

 A 9V rechargeable Nickel-metal Hydride (NiMH) battery 
utilized as the power supply, and 1kΩ resistors employed with 

TABLE II.  L298N MOTOR DRIVER CONNECTION WITH FRDM-K64F 

FRDM-K64F L298N 
PTB9/D2 Input 1 

PTA1/D3 (PWM) Input 2 
PTB23/D4 Input 3 

PTA2/D5 (PWM) Input 4 
GND GND 

- VCC to external 9V supply 

TABLE III.  M42SP-6NPK STEPPER MOTOR CONNECTION WITH L298N 

L298N M42SP-6NPK 
Output 1 Phase 1A 
Output 2 Phase 1B 
Output 3 Phase 2A 
Output 4 Phase 2B 

TABLE IV.  HAND GESTURE MODULE CONNECTION WITH FRDM-K64F 

FRDM-K64F Hand-gesture 
5V LDR1||LDR2||LD1||LD2 

PTB2/A0 LDR1 (GND) 
PTB3/A1 LDR2 (GND) 

GND LDR1||LDR2 (GNDs) 

TABLE V.  DAYLIGHT SENSOR DEVICE CONNECTION WITH FRDM-K64F 

FRDM-K64F Daylight-sensor 
5V LDR3 

PTB10/A2 LDR3 (GND) 
GND LDR3 (GND) 
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the LDRs as a fixed reference point besides avoiding any 
potential short-circuit, followed by the connection to the 
common ground. 

IV. MULTIPLE CONTROL ARCHITECTURES 

Multiple methods of regulation, including android 
application, voice direction, gesture control, system automation, 

and position correction, as shown in Fig. 1, were developed for 
the greenhouse shading. 

A. Android Application 

An Android application (app) was built using an accessible 
online tool – named MIT App Inventor (Fig. 2), integrated into 
the system as a User Interface (UI) to control the motor’s angular 
position. Starting from UI design, to underlying programming,

 

Fig. 1. Operational flow chart.

 
Fig. 2. MIT App Inventor designer interface.
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all can be accomplished in a simple drag and drop manner by the 
development platform to publish the app in .apk format to be 
installed into any mobile device running on Android OS. An 
advantage of such an approach is that it allows for the rapid 
prototyping of IoT systems, which has proven to be perfect for 
the discussed control modules [19]. 

For prototyping the system, the Mbed Online Compiler was 
used that employs Mbed OS, providing an abstraction layer for 
microcontrollers and enabling its users with well-defined APIs 
compatible with C/C++ programming language to develop 
applications for any Mbed-enabled board. This compiler offers 
a UI, which provides a range of features, from code writing to 
compiling, and finally publishing it [20]. Once the code is 
written, the compiler returns a board-readable .bin file to be 
uploaded to the board through usual drag and drop. 

The Tera Term was utilized to observe the motor state 
values, which is an open-source terminal software that permits 
users to establish serial communication between computer and 
microcontroller to send and receive data [21]. Moreover, the 
software was used to display whether the motor was rotating 
clockwise or counter-clockwise. Here, the app was developed in 
four parts (automatic, manual, connection process, voice 
command) (Fig. 3), where the button labeled ‘Bluetooth List’ 
establishes the connection between user’s phone and the system, 
which must be confirmed first to enable the user to set the mode 
of operation either for manual request through the selection of 
any motor state (01-26) while the automatic function is turned 
off or for the automatic mode. 

B. Voice Direction 

 To use the voice direction feature, the user needs to click on 
the ‘Talk’ button, as shown in Fig. 4, and speak out the state 
number that he/she wishes the motor to attain. The app 
recognizes this command and transmits the ASCII character 
required for the system to reach the position. Once the signal 
received by the Bluetooth module, it transfers the data through 
UART to the microcontroller board. 

C. Gesture Control 

For implementing the gesture control option, a separate 
module was built with a pair of LD as well as LDR to form the 
couples – set up adjacent to each other, as shown in Fig. 5, 
where the LDRs arranged in a voltage divider setting. The 
gesture control module continuously senses the laser beams for 
interruptions, and once the beam from the first couple is 
interrupted, the board awaits for the second beam to become 
obstructed for 500ms. If that happens, the program recognizes 
a sliding hand gesture towards the right, thereby executing a 
clockwise motion of the motor and vice-versa. 

D. System Automation 

In the case of system automation, the voltage divider rule 
was applied again, as shown in Fig. 6, indicating that the 
automation is achieved by sensing daylight data and comparing 
it to a threshold value to decide for emulating the 
opening/closing of the flaps. The user would have to click on 
the ‘Automatic On’ button of the app, which will stop the 
system from taking any other form of input – be it from the app 
or the board switches; where the automatic mode can be 
disabled by clicking the ‘Automatic Off’ button. When enabled, 
the flap opening motion is executed as LDR3 senses daylight; 
however, if it senses darkness, the flap closing motion executes. 

In automatic mode, the system is programmed to rotate the 
shade flaps for four different states according to the intensity of 
the sunlight. As outlined in Table VI, the flaps can change the 
states (01, 05, 09, and 13) in respect with day to night (900 to 
100lux). The resistance of an LDR decreases with increasing 
luminosity, leading the model to attain the corresponding state 
regarding the varied voltages. 

E. Position Correction 

While operational, the system might lose power suddenly, 
and when the power comes back on, the motor position that the 
system had attained before the power outage is set as the initial

 
Fig. 3. MIT App Inventor blocks tab.
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Fig. 4. Designed android app. 

 
Fig. 5. Hand gesture module. 

 
Fig. 6. Daylight sensor device. 

 
Fig. 7. Initial position correction. 

TABLE VI.  FLAP ROTATION IN AUTOMATIC MODE 

CdS LDR resistance State (rotation) Condition of Shade 
5kΩ at 900lux 01 (0°) Fully closed 

17.5kΩ at 650lux 05 (30°) Partially open 
32.5kΩ at 350lux 09 (60°) Moderately open 
45kΩ at 100lux 13 (90°) Fully open 

position – causing a loss of state synchronization. For 
correcting this, the system was equipped with a solution. Where 
the user can use the onboard switches to step towards the 
desired state. Once the motor gets to the desired state, the user 
can push the two switches simultaneously to set the attained 
position as the initial position (State 01). When the position 
correction is successful, as shown in Fig. 7, a message will be 
prompted on Tera Term stating, ‘Initializing Current Position 
as Initial Position.’ 

Motor rotation can either be clockwise or counterclockwise 
or even both to function the opening and closing of the shade 
flaps – defined by the program, where ‘State 01’ implies 0° 
rotation of the shade flaps, ‘State 13’ implies 90°, ‘State 26’ 
implies 180°, and all other states imply the intermediate angles 
of rotation in terms of the stepper motor. 

V. AGRICULTURAL SHADING 

After defining a threshold value for the daylight sensor 
depending on the type of the plants and site – while setting the 
module, the system will be able to automate the opening (State 
13) and closing (State 01 or 26) of the flaps of the shade. 
Besides, voice direction can become enabled by disabling the 
automated system, by which the amount of incidental sunlight 
can be controlled, referring to State 01-26, relying on various 
weather conditions. The gesture control mode can also become 
useful for emergencies as a means of immediate execution to 
close/open the cover from a distance and without even touching 
anything. 

The estimated response time for different control systems is 
outlined in Table VII, showing the automatic mode with the 
minimum delay (0.24s). Though the voice direction mode 
requires the maximum time to respond (1.26s), it is one of the 
crucial modules for controlling the system due to its user-
friendly compatibility. All the other modes of operation 
(android application, gesture control, and position correction) 
to control the shade through motor rotation responded under 1s. 

The demonstrated module proved to be suitable for a range 
of practical applications – considering the difficulty of manual 
supervision, from the rooftop gardens in cities to farming lands 
in the villages, depicted in Fig. 8 (drawn in Fritzing) is the 
connection diagram of the circuit. Here, illustrated in Fig. 9 and 
10 are the complete setup of the system and 3D model of a 
shade – designed in SOLIDWORKS; denoting the horizontal 
setting of the flaps (canceling carrying load) – capable to rotate 
in a fixed position by hook via the mounted embedded system 
on the top of any corner pillars that might require a generic gear 
for angular motion of the shade, depending on the application 
size. As the shading material, parts of semi-transparent 

TABLE VII.  REACTION TIME FOR DIFFERENT CONTROL ARCHITECTURES 

Mode (control) Duration (second) 
Android Application 0.34 

Voice Direction 1.26 
Gesture Control 0.78 

System Automation 0.24 
Position Correction 0.84 
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Fig. 8. Connection diagram of the circuit. 

 

Fig. 9. Complete setup of the system. 

polycarbonate sheets having 1mm thickness can be used 
considering proper photosynthesis in regards to the growth of 
the crops. 

The input data and actuation method used in this technology 
can be applied in a plethora of scenarios. For example, stepper 
motor actuation is used frequently in controlling a robotic arm. 
The hand gesture module can be used in a setting where a 
touchless input is necessary; given the COVID-19 situation, a 
rail of gesture controlling couple could be utilized in elevators 
for floor selection to avoid touching high-risk surfaces. 

 

Fig. 10. 3D model of a shade.

VI. CONCLUSION 

In summary, throughout this, the possibility of controlling 
an automated agricultural plant shading system for better 
growth of crops to increase nutritious values along with 
productivity using the FRDM-K64F development board has 
been demonstrated. The first stage described the mechanism by 
which the control signals were sent through an android app to 
the stepper motor by Bluetooth to function the opening and 
closing of the shade as the motors rotated clockwise or 

counterclockwise. And, the second stage provided the 
necessary details about the improved version of the system by 
including a voice command and gesture control aspects to 
regulate the rotation of the motor. Here, the voice control is 
paramount in the design as the case of users living with some 
form of physical disabilities were taken into consideration. 
Through the integration of multiple hardware and software 
components in the developed project, it revealed how the 
embedded systems are shaping the modern world. 
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Finally, all the challenges concerning LD-LDR calibration 
and data conflict addressed to solve the problems. After 
debugging and troubleshooting, the actuation of the stepper 
motor to emulate the motion of the shade was achieved 
successfully. Once the model is implemented physically, the 
yield of crops could be determined. Furthermore, a comparative 
study could be conducted to record the yields under both 
conditions, i.e., with and without the shades. The dataset could 
further be used to train a neural network model by feeding in 
relevant parameters like daylight intensity, temperature, 
humidity, soil moisture, etc. to automate the shade flap, which 
in turn would facilitate a more comprehensive study. 
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Abstract – In this paper, we developed a cost-effective SCADA 

system for a solar water pumping system in Iran. The SCADA is 

based on IoT versions and is comprised of a raspberry pi zero W, 

Arduino nano, camera, SIM 5320A 3G module, voltage, current, 

and light sensors. We used Node-RED to design a graphical user 

interface and published it securely to the worldwide internet. 

This allows a user to connect to the server via an IP address and 

monitor and control the system. The implementation of the 

project resulted in an open-source server and cost around CAD$ 

162.38.  

Keywords— SCADA, IoT applications, Node-RED, Arduino, 

Raspberry pi, Wireless technologies 

I. INTRODUCTION 

Supervisory Control and Data Acquisition (SCADA) is a 

technology that enables electrical systems to be monitored and 

controlled from remote areas. SCADA technology has been 

around for many years, and various types of it were used in the 

industry to collect data from the system's electrical 

components such as batteries, electro-motors, etc. In recent 

years, the introduction and development of the Internet of 

Things (IoT) version of SCADA technology avail small to 

medium scale electrical projects such as solar water pumping 

of SCADA's advantages. It provides such projects with 

reliable and flexible control while being cost-effective to 

develop and install. [1-4] 

In Iran, agriculture is facing many challenges due to the 

shortage of water and using new technologies such as drip-

irrigation provides continued agricultural growth in the 

country. One of the applications of IoT based SCADA is in 

agriculture on solar water pumping systems. Such a SCADA 

system expands the development of a remote solar water 

pumping systems in the farming fields, such a system could be 

located at a far distance from living areas enabling farmers to 

efficiently operate the irrigation of their garden remotely.  

Fig. 1 shows a schematic of a solar water pumping system. In 

this project, a SCADA system was developed to take 

measurements of various sensors such as PV voltage and 

current and control various switches for the submersible pump 

and photovoltaic panels. In addition, the SCADA provides 

monitoring for the environmental parameters such as a picture 

of the field and solar irradiance.  

II. LITERATURE REVIEW 

In [2], the authors presented a low-cost open source SCADA 

system to monitor and control a solar system where a customer 

can log-in to the dashboard and apply controlling over their 

solar system. They used a raspberry pi, an ESP32, a WiFi 

router and a few sensors. Also, they used thinger.io as their 

design hub. This system is only implementable in places where 

a WiFi is available also they are using a paid IoT hub named 

Thinger.io which adds up to the total cost of the system. We 

are advancing their system by adding a cellular network 

modem to make it possible to implement such system in 

remote areas and the designed project is programmed and 

secured completely on the local server using Node-RED. In 

[3], the authors designed a home automation system which 

shares a lot of similarities with the common IoT SCADA 

system. In their work, they made use of a raspberry pi, Arduino 

uno, and relays to implement controlling and monitoring 

through a dashboard. While this proposed system was 

successfully able to control the IoT devices, it uses Dataplicity 

to secure and expose the server to the internet which is a third-

party application and puts a high risk over the server that data 

might be accessed through third-parties. Besides, their 

proposed system is not able to connect through a cellular 

network and is only available in urban areas. In our system, we 
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are using NGINX to secure and proxy pass the IP requests to 

the server and a 3G modem to connect to the cellular network 

[2, 3]. 

III. SCADA DESIGN 

Fig. 2 shows a diagram of the proposed SCADA system. In 

this diagram, an Arduino nano is connected through a USB 

port to the raspberry pi and allows it to control sensors and 

LEDs connected to the ports of the Arduino. Also, a camera is 

used to picture the crop field or pumping system so that the 

user can monitor them. For wireless connectivity, we used 

both WiFi and 3G cellular network. The design procedure and 

explanation of the project are included in the following. 

 

 

Fig. 1 – Schematic diagram of a solar water pumping system 

 

A. WIRELESS CONNECTIVITY 

A wireless connection is a great advantage for controlling 

systems in the era of modern technologies. In this regard, 

firstly, we took advantage of the raspberry pi's onboard WiFi 

module to connect it to the home router. Ref. 5 provides 

instructions to operate the raspberry pi without any need to 

plug in a monitor, mouse, or keyboard, which, in turn, made 

the system more cost-efficient. Secondly, we set up a cellular 

connection using instructions in [6, 7] to connect the server to 

a cellular 3G network. The cellular connection provides the 

server with the advantages of a cellular network, such as its 

availability. 

B. WEB-BASED DASHBOARD  

In our system, we used Node-RED in programing the 

raspberry pi to create a server. Node-RED is a programming 

environment using various types of nodes (i.e., serial port 

node) and mouse driven wiring of nodes. Arduino is controlled 

through Node-RED through a very user-friendly editor based 

on the internet browser. We used the Node-red-dashboard 

node to create a graphical user interface where the operator of 

the server can execute the system for monitoring and 

controlling purposes. 

The final front end of our system is a web-based graphical user 

interface, so-called dashboard shown in figure 3. There are two 

tabs in the dashboard: Main tab and Environment tab; the main 

tab contains historical charts for presenting electrical data such 

as voltage and current, gauges for showing instant electrical 

measurements of voltage and current, and switches to control 

two LEDs which represent the power switches in the system. 

The environment tab includes a jpg picture box with a button 

to take a photo that allows the user to remotely monitor the 

field and sunlight data. Using this dashboard, a user has 

complete remote control over the system from anywhere in the 

world through 3G internet. Fig. 3A, and Fig. 3B shows the 

results of the dashboard that the user can interact with. [8-9]  

 

Fig. 2 – Block diagram of the server with various components 

C. COMMUNICATION WITH ARDUINO NANO AND 

ELECTRICAL SETUP 

Arduino nano is a small microcontroller board based on 

ATmega328 and has a very low power consumption. Using 

Arduino nano allows the server to sense and control various 

types of signals, such as analog signals for voltage 

measurement. There are many ways to communicate with an 

Arduino using Node-RED, such as Serial, Firmata, and 

Johnny-Five. We chose Firmata because it provides simplicity 

to the server and allows the computer to have direct access to 

the input and output pins of the Arduino. 

In this setup, we designed a circuit to control two LEDs which 

represent load and PV power switches and sensors to measure 

load and PV voltages, load and PV currents, and sunlight.  
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Fig. 3A - Dashboard Main Tab 

 

Fig. 3B - Dashboard Environment Tab

D. EXPOSING THE SERVER TO THE WEB AND SECURITY 

Since the user needs to remotely access the server, it needs to be 

published on a WEB server. On the raspberry pi, the NGINX web 

server application was used to create a web server and publish 

the dashboard on that server. However, publishing a local server 

on the world wide web where a tremendous number of threats 

exist, can put a very high risk on the server which is designed to 

monitor and control the solar water pumping system. In order to 

solve security concerns, we set up an HTTP authentication with 

NGINX; hence, the user needs to enter the username and the 

password of the server whenever connecting to the server IP 

address. All in all, using this method, the server is securely 

accessible through worldwide WEB and server IP is also known 

to the user. [10] 

E. COST ANALYSIS 

The designed system is very cheap to install and use. The cost of 

the system includes a low power raspberry pi zero w (CDN$ 

37.60), an Arduino nano (CDN$ 4.80), and a camera 

(CDN$ 13.99), and a 3G internet module SIM 5320A 

(CDN$ 105.99). We should note that the raspberry pi zero W has 

an onboard WiFi module that allows it to connect to an internet 

router when available. In this case, we do not need a 3G module, 

and its price would be waived. 

In addition, the cost of high-speed internet service is very 

negligible; for instance, the cost of a one-year plan with 48 GB 

internet is about CAD$ 6.5 from a carrier named Irancell in Iran. 

This advantage allows our system to be very profitable in the 

long run. The total cost of the system is between CAD$ 56.39 to 

CAD$ 162.38, depending on which internet type we choose to 

use.  

There are many IoT hubs in the market that share similarities 

with our proposed system. As an instance, Microsoft Azure IoT 

Hub is a product that provides a platform to connect, monitor and 

control IoT devices. While the components required to 

implement an IoT SCADA application with Azure is almost at 

the same cost, it is required to pay an expensive monthly fee 

costing minimum 12.80 $CAD per each IoT Hub unit to 

implement the SCADA with it. It is worth mentioning that the 

number of messages communicated through IoT Hub in each 

plan is highly limited. This example shows the advantage of our 

designed system over other systems. Hence, the system is cost-

effective in comparison with available IoT hubs such as 

Microsoft Azure in which the server is based on an internet cloud 

and are required to purchase their expensive plans. [11] 

The experimental setup of the SCADA server is shown in Fig. 4. 
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Fig. 4 - Experimental Setup of the SCADA server

 

IV. CONCLUSION 

In this paper, the design of a cost-effective SCADA system for 

a solar water pumping system was presented. It consisted of a 

raspberry pi zero, Arduino nano, camera module, 3G module, 

and sensors for voltage, current, and sunlight and two LEDs. 

This server provides the system with a secure and complete 

monitoring and controlling GUI hub where the user can 

connect from anywhere through the internet and monitor and 

control a remote solar water pumping system. It is worth 

mentioning that the proposed system is implementable in any 

solar pumping system in the world where there is a 

connectivity to the internet available. The only difference will 

be the cost of a internet plan from the internet service 

providers. 
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Abstract—Inference of Convolutional Neural Networks in time
critical applications usually requires a GPU. In robotics or
embedded devices these are often not available due to energy,
space and cost constraints. Furthermore, installation of a deep
learning framework or even a native compiler on the target
platform is not possible. This paper presents a neural network
code generator (NNCG) that generates from a trained CNN
a plain ANSI C code file that encapsulates the inference in
single a function. It can easily be included in existing projects
and due to lack of dependencies, cross compilation is usually
possible. Additionally, the code generation is optimized based
on the known trained CNN and target platform following four
design principles. The system is evaluated utilizing small CNN
designed for this application. Compared to TensorFlow XLA and
Glow speed-ups of up to 11.81 can be shown and even GPUs are
outperformed regarding latency.

I. INTRODUCTION

A. Motivation and Related Work

Recent scientific advancements have led to a general ac-
ceptance of various classes of deep learning architectures
as state of the art in machine learning, e.g. Convolutional
Neural Networks (CNN). Research focused previously on
image classification with a large number of classes [11] and
is currently shifting towards object detection with approaches
like R-CNN [4], where from the image region proposals are
extracted and afterwards computed and classified utilizing
CNN and SVM respectively.

CNN are thus a core component of a wide area of computer
vision algorithms and are computationally expensive, usually

This research has been funded by the Federal Ministry of Education and
Research of Germany as part of the competence center for machine learning
ML2R (01IS18038B).
978-1-7281-9615-2/20/$31.00 ©2020 IEEE

accelerated by GPUs or FPGAs. However, recent advance-
ments in mobile autonomous robotics as well as the Internet
of Things (IoT) has opened a wide area of highly promising
applications for these kind of algorithms, in which GPUs are
not available and optimization of algorithmic performance
becomes essential to save energy. At the same time those
practical applications often come with the consequence that
a large number of classes is not required and thus small CNN
architectures are sufficient.

The first goal of this work is therefore to speed up the
inference of small pretrained networks, e.g. for counting [15].
In general the motivation of this is twofold. First, the usual
meaning is a high throughput given a large set of images to
be classified. Overhead due to e.g. initialization is negligible.
Second, and this is more important in this scope of application,
the reduction of execution time - which correlates with latency
as well as energy consumption. In mobile robotic applications
latency is important for near-real-time reaction to sudden
changes in the environment. In this case the latency should be
as low as possible where computational time also correlates
with energy savings. While the energy consumption is also a
factor in mobile robotic applications its way more important in
IoT applications, where it single handedly defines the lifetime
of such a device. The set of images that must be classified
at one time is rather low and thus the throughput is an
suboptimal criteria for performance in this case. OpenVINO by
Intel [5] is a good example for a highly optimized framework
that addresses latency. They apply ahead-of-time (AOT) com-
pilation and just-in-time (JIT) compilation for acceleration.
For AOT compilation, they included the previously separately
available nGraph compiler [3]. However, OpenVINO is limited
to Intel platforms. With similar limitations, CompiledNN [14]
also applies JIT compilation for Intel hardware to reduce the
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latency.
As this paper shows, existing popular compiler like LLVM/-

Clang and GCC perform poorly on finding parallelism to apply
SIMD instructions. The goal of the Multi-Level Intermediate
Representation (MLIR) [3] is to replace the LLVM IR to
overcome this and other limitations. The Intermediate Repre-
sentation Execution Environment1 (IREE) is a first approach
to apply MLIR for compiling machine learning models.

The second aspect is target platform deployability. Typically
the network is embedded in a framework that provides im-
ages and processes the results. Embedding machine learning
frameworks like TensorFlow [1] or Caffe [6] requires much
overhead for an inference of a pretrained network. As a con-
sequence, tools for generating object code for inference were
developed for those kind of frameworks where TensorFlow
XLA2 and Glow3 [10] are currently state-of-the-art. But their
applicability to generic target platforms is limited. TensorFlow
XLA generates object code that depends on TensorFlow code
limiting the cross compilation capabilities for target platforms,
whereas Glow’s capabilities are currently limited to x86-64
and ARM64. It does not offer switches for other platforms,
e.g. 32 bit targets, out of the box. TVM [2] is more flexible
but also relies on LLVM limiting the possible platforms.

B. Contribution

In this paper we propose a neural network code generator4

(NNCG) that generates C code from a trained CNN model. It
focuses on the two relevant goals motivated previously:

• Generic scope of applicability and cross compilation for
various target platforms

• Generation of fast executables allowing CNN inference
on resource constrained systems (small robots, embedded
microcontrollers etc.) on a CPU only

Generic Deployment

In contrast to common approaches which compile library
code (e.g. Eigen) for operations like matrix multiplication and
generate object code, we propose to generate plain ANSI
C code. Since specialized code for each atomic operation
(e.g. multiplication or addition) is generated and weights are
included as constants, no libraries or prewritten code are
needed except math.h and libmath. If desired target archi-
tecture dependent enhancements (e.g. SIMD instructions like
SSE) can be utilized as well. As a result, the code can easily
be compiled using a cross compiler or natively compiled on
any target platform.

Fast Executables

Utilizing a math library and compiling to object code relies
on a good optimization performance of the compiler as well
as on the efficiency of the library. However, both library and
optimizer are developed for any generic mathematical case.

1https://github.com/google/iree
2https://www.tensorflow.org/xla/
3https://facebook.ai/developers/tools/glow
4https://github.com/iml130/nncg/

Instead, we exploit our knowledge about CNN in general
and especially for the specific trained model to generate the
most optimal code. Additionally, we intentionally choose C
as output to fully benefit from the optimization capabilities of
the compiler by generating code that is easy to optimize.

We identified four design principles to achieve those ideas,
which we will discuss in detail in the following Sec. II:

• Loop unrolling and caching
• Conditional moves instead of branching
• Constants wherever possible
• Identification of applicable data structures for SIMD

instructions
Usually the compiler should be able to handle most of these

topics by itself. However, as the compiler has no background
information this frequently fails in the field.

It has to be noted that these design principles limit the
application of NNCG to small networks, as loop unrolling
and floats written in ASCII text lead to large code files.
E.g. MobileNetV2 [12] would require approx. 4 MB only for
printing all weights in ASCII which leads to C files difficult
to handle for a compiler.

In the evaluation in Sec. III we will show the advantage
of addressing these points in NNCG based on small CNN
adequate for our purpose. We compare the performance of
NNGC with both above mentioned tools (TF XLA and Glow),
wherever possible on a PC as well as a mobile robotic
platform. We are able to show speed-ups of factor 1.41 up
to 11.81 depending on network size and platform. We also
compare the latency of a system with and without GPU. We
can show that with small networks and a small number of
images to classify the latency of our executable is many times
smaller.

C. Structure

The following Sec. II describes the conceptual details of
the NNCG and its implementation. Afterwards the results of
NNCG are compared to the current state-of-the-art on various
target platforms, in Sec. III. This evaluation will focus on
mobile robotics as an application area, since in general it offers
a larger variety of pattforms with different computational
performance levels. The final Sec. IV concludes the paper and
provides an outlook to future research.

II. NEURAL NETWORK CODE GENERATOR (NNCG)

In this section we first describe the design principles (see
Sec. I-B) in detail and continue how the CNN layer are realized
fulfilling these principles.

The basic concept is the generation of C code from a
trained Keras5 model during an exemplary classification of
an image. We reimplemented various CNN layer (all layer
required for a custom YOLO [9] net) with focus on simplicity.
During the calculation of each layer C code is written for all
atomic operations, e.g. multiplication, addition, max operator
etc. including the involved values as constants.

5https://keras.io
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A. Design Principles
1) Loop unrolling and caching: In general, a loop consists

of code for checking if a condition is met to continue exe-
cuting the loop and a branch that repeats the loop. This has
(mainly) two disadvantages: (1) Code for condition checking
and branching and (2) negative effects on the pipeline of the
processor resulting in a pipeline filled with wrong instructions
if the processor cannot predict the condition correctly.

To mitigate this a compiler can unroll loops meaning the
body of the loop is executed multiple times and the condition
check and branch is thus executed less often. However, for
this to work efficiently the number of loop iterations must be
known, or further code is required to met the exact number of
iterations.

On the other hand, unrolling results in more instructions that
must be loaded from RAM which also affects the efficiency
of the CPU cache. If all loops are unrolled completely, all
instruction are only executed once and thus caching cannot
increase execution speed.

Thus, we organize loop unrolling in different levels so that
it can be chosen depending on the cache architecture of the
target platform and the structure of the CNN. At level 0 all
loops are unrolled. Level 1 does not unroll the outer most loop
and so forth.

2) Conditional Moves: A typical operation is to copy a
value into a register under some condition. In higher pro-
gramming languages this usually is realized by a conditionally
executed code block with a copy. It is skipped if the condition
is not met again resulting in the clearance of the pipeline.

Thus, common processors implement copy instructions that
are always executed but only actually copy the data if the
condition is met. In worst case the time for executing this
instruction is lost which is usually faster than refilling the
pipeline.

Modern compiler should be able to identify candidates for
a conditional move. However, as NNCG knows the semantics
it can help by using the ternary operator known in C.

3) Constants: In common frameworks a CNN model is
loaded into RAM during run-time and weights are passed to
the calculation. The inference then must access these arrays
using some addressing scheme. This may lead to unnecessary
overhead as we can write the known constants into the
corresponding line.

4) SIMD Instructions: Single Instruction Multiple Data
(SIMD) instructions perform the same operation on multiple
values and can thus speed-up the inference significantly.
Modern compiler support these instructions but must be able to
identify possible parallel calculations. To do so, the structure
of the network must be known at compile time.

During code generation the structure of the calculations
(matrix multiplications etc.) and the dimensions of vectors and
matrices are known. Thus, parallel structures can be identified
and SIMD instructions generated.

But, SIMD instructions are platform dependent. Currently
we support Intel’s SSSE3 and a general architecture without
platform dependent code. However, other platform specific

optimizations, such as for ARM’s Cortex-M [7], can be
integrated into the code generator as well.

B. Layer

We focus our work on layers required to implement a small
YOLO [9] net. The following layers are also sufficient for
other small networks that are suitable for embedded systems.

1) Convolution: Convolutional layers are the most com-
putational demanding layers and thus a focus of this work.
We support zero-padding and strides. Possible activations
functions are the softmax function and (leaky) ReLU which
we describe later.

To support padding we set all values to zero that are out of
bounds by defining

x̂ijk =

{
xijk, if 1 ≤ i ≤ hin ∧ 1 ≤ j ≤ win

0, otherwise,
(1)

where xijk is the input of the convolution layer as a scalar
at (i, j) and channel k, hin the height and win the width.
Applying this definition our implementation of the convolution
can be written as

yijk = yijk +

hk∑
n=1

wk∑
m=1

cin∑
o=1

ωnmokx̂i+n−pt,j+m−pw,k

i ∈ {1, 1 + hs, . . . , hin − hk + ph + 1}
j ∈ {1, 1 + ws, . . . , win − wk + pw + 1}
k ∈ {1, . . . , cout}, (2)

with yijk as the output at (i, j) in channel k, hk, wk height
and width of the kernel, cin and cout the number of input/out-
put channels, ωnmok the kernel weight at (n,m) for output
channel k and input channel o, ph, pw the height and width
of the padding, hs, ws the step height and width and hin, win

the dimensions of the input.
We see in Eq. 2 the calculation of a single value requires

three nested loops. Furthermore, to calculate all output values
three additional nested loops are required. The implementation
of the first design principle is thus a trade-off between loop un-
rolling and code size. For the reasons explained in Sec. II-A1
unrolling all loops infinitely is only adequate for small net-
works and thus we follow a configurable approach. Currently,
we support unrolling all loops with possible exceptions for the
first and second outer loop and no unrolling.

To further specialize our code for different channel and
spatial dimensions, we created multiple code versions of the
convolution with different tradeoffs between cache utilization
and register preassure. For each layer we independently bench-
mark every code version and select the one with the best
runtime performance.

Implementation of design principle 3 depends on unrolling.
If no loop is unrolled we generate an array containing all
weights as constants. If loops are unrolled, the constants can
be written into the corresponding code line.

For design principle 4 we identified the output channels
(loop over k in Eq. 2) as a proper dimension for SIMD
instructions. As can be seen, this loop does not affect the three
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inner loops and is thus simple to apply. For SSSE3 the number
of channels (in Eq. 2 denoted by cout) should be dividable by
4 such that the number of filters in convolutional layers should
be a multiple of 4.

2) Max-Pooling: The max-pooling layer searches for the
maximum of all values in a two-dimensional window,

yijk = max (xi·hs,j·ws,k, . . . , xi·hs+hk,j·ws+wk,k)

cout = cin

i ∈ {1, hin − hk + 1}
j ∈ {1, win − wk + 1}
k ∈ {1, . . . , cout}. (3)

This two-dimensional window requires (in a basic form) two
nested loops with additional three outer loops for each value
of the output feature maps. Comparable to the convolution
layer, we support no unrolling and full unrolling with possible
exceptions for the outermost and second outermost loop.
Furthermore, SIMD instructions are applied over channels if
the number of filters in the previous convolution layer is a
multiple of 4 (SSSE3).

3) (Leaky) ReLU: The ReLU layer consists of only three
nested loops. We apply the same rules for unrolling as for
max-pooling. The implementation of ReLU is simply,

yijk = max (xijk, 0) . (4)

A leaky ReLU layer can mathematically described as:

yijk =

{
xijk, if 0 < xijk

α · xijk, otherwise
, (5)

where α is a factor realizing the ”leaky” feature. The im-
plementation for SSSE3 is also a max function with additional
code for α. For a general architecture we utilize the conditional
operator of the C language to implement the second design
principle supporting the compiler utilizing conditional moves.

4) Batch Normalization: Batch Normalization was intro-
duced to improve the performance of CNNs, as well as to
stabilize the training process. The layer consists of a learnable
affine transformation of the input feature map,

yijk =
xijk − µ

σ
. (6)

The calculation can be incorporated into a preceeding con-
volutional layer by modifying the weights and bias as shown
below,

bn (conv (x)) =

∑
i xiwi − µ

σ

=

∑
i xiwi

σ
− µ

σ

=
∑
i

xi

(wi

σ

)
−
(µ
σ

)
.

TABLE I
BALL CLASSIFIER CNN.

Layer # Size Stride Padding
Input 1 16x16
Conv 8 5x5 2x2 same
ReLU
Max-Pool 2x2 2x2
Conv 12 3x3 valid
ReLU
Conv 2 2x2 valid
Soft-Max

TABLE II
PEDESTRIAN CLASSIFIER CNN.

Layer # Size Factor Padding
Input 1 18x36
Conv 12 3x3 same
ReLU
Max-Pool 2x2
Conv 32 3x3 same
Leaky-ReLU 0.1
Max-Pool 2x2
Conv 64 3x3 same
Leaky-ReLU 0.1
Max-Pool 2x2
Dropout 0.3
Conv 2 4x2 valid
Soft-Max

III. EVALUATION

This section evaluates the main goals of the this work
as mentioned in Sec. I-B: simple deployment and fast exe-
cutables. We compare NNCG with both tools mentioned in
the introduction that have comparable intentions: TensorFlow
XLA and Glow in versions available in December 2018, 1.12
and c27b61c respectively.

Common robotic platforms are based on CPUs at different
performance level. As an example for cognitive mobile robotic
applications the Robocup Standard Plattform League has been
chosen. Its robot Nao by SoftBank Robotics6 is a typical ex-
ample of a small and cheap mobile robot, which intentionally
lack a GPU to save energy. But if energy consumption, heat
dissipation and cost are relatively neglectable, also a GPU
can be integrated. We thus include various target platforms
in our evaluation. A desktop processor Intel i7 8650U with
Ubuntu 14.04, an energy efficient platform Intel Atom J1900
with Ubuntu 14.04, the Nao V5 by SoftBank Robotics (Intel
Atom Z530) with a custom 32 bit Linux and the NVIDIA
GPU GTX 1050 in a mobile system.

We evaluate both goals by presenting exemplary scenarios
in simple robotic example applications: a ball detector for
robot soccer, a pedestrian detector and a robot detector, all
inferred on the mentioned target platforms. The CNN utilized
for these purposes are described in Tab. I, Tab. II and Tab. III,
respectively. Our evaluation is based on custom CNN designed
to be small enough to lead to acceptable sizes of the C code file

6https://www.softbankrobotics.com/emea/en/nao
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TABLE III
ROBOT DETECTOR CNN.

Layer # Size Factor Padding
Input 3 80x60
Conv 8 3x3 same
Batch Norm.
Leaky ReLU 0.1
Max-Pool 2x2
Conv 12 3x3 same
Batch Norm.
Leaky-ReLU 0.1
Conv 8 3x3 same
Batch Norm.
Leaky ReLU 0.1
Max-Pool 2x2
Conv 16 3x3 same
Batch Norm.
Leaky ReLU 0.1
Conv 20 3x3 same
Batch Norm.
Leaky ReLU 0.1

which is also desirable in terms of inference speed on mobile
platforms. For example, a MobileNet V2 leads to an 78 MB
C code file. We are still able to compile and run this file.
However, we suggest smaller networks and thus we evaluate
utilizing the networks presented. The CNN structure is chosen
such that decent classification results can be achieved and the
networks are adequate for a simple application on embedded
devices.

To evaluate the first goal of this work, we give a subjective
and comparative overview about simplicity and applicability of
the tools to generate an executable of the mentioned pretrained
networks (ball and pedestrian detector). Afterwards, the second
goal is evaluated by comparing the time required to infer a
single image on CPU and GPU using NNCG, TensorFlow
XLA and Glow. Besides this we also show how single features
of NNCG can lower the latency. We are also interested in
how a GPU could perform if no overhead is present. We thus
additionally evaluate the throughput of the GPU by applying
a large set of images on the GPU and compare this speed per
image with the tools on other platforms.

A. Training

For each scenario we train the CNN presented above utiliz-
ing realistic datasets.

Fig. 1. Three positive examples (left) and three negative examples (right) of
the ball dataset.

Ball CNN: The CNN presented in Tab. I is utilized in
a pipeline for ball detection comparable to an R-CNN [4]
in robot soccer. As a first step possible ball regions are
extracted [13]. For this the image is first traversed along
scanlines and segmented. On the resulting ball segments,
multiple scanlines are created to find ball edge points. These
in turn are used for circle fitting leading to a ball candidate

for the presented CNN which is used for feature extraction
and verification. An average of 20 ball candidates is created
per image.

The size of the CNN can be very small for multiple reasons.
A ball is an object with high contrast (white with black spots)
and the appearance is invariant with respect to orientation.

The dataset consist of 455107 images with 125615 balls at
a resolution of 16x16, see Fig. 1 for some examples. With 5%
of the images for evaluation our trained CNN has an accuracy
of 99.975%.

Fig. 2. Three positive examples (left) and three negative examples (right) of
the Daimler pedestrian dataset.

Pedestrian CNN: In real world scenarios pedestrian or
human detection is an important application. Humans are
significantly harder to detect than a ball and we selected
this as an example application to compare NNCG utilizing
larger CNN, see Tab. II. For training we selected the Daimler
pedestrian dataset [8], which consist of 49000 images with
24000 images of humans at a resolution of 18x36 per image,
see Fig. 2 for example images. With 10% of the images for
validation we achieve an accuracy of 99.02%.

Fig. 3. Two robots (Nao by SoftBank Robotics) detected in a 80x60 pixel
image of a soccer field.

Robot detector: We present above our ball detection ap-
plication example, which is similar to the known R-CNN
approach. Instead, for a robot detector application we build
a pipeline based on the YOLO V2 approach [9] which is
our third application example. In this paper we limit our
presentation to the CNN utilized in the pipeline as described
in Tab. III.

B. Generic Deployment

In this section we present different application scenarios
and utilize NNCG, TensorFlow XLA and Glow to deploy ex-
ecutables including required steps to compile and link for the
target platform. We study if the utilized tool is applicable under
the circumstances of the scenario and show the simplicity by
collecting the steps required for deployment.
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Native Compilation for Host Platform: This is the most
simple scenario in this evaluation as all tools are able to
generate code and compile natively. Additionally, source code
and libraries for compilation of the tools are also available.
The host is an Ubuntu 18.04.1 LTS 64 Bit.

NNCG generates a C source code file that can be com-
piled to an object file. There are no dependencies for the
robot detection CNN except for SSSE3 intrinsics on Intel
platforms (emmintrin.h). The ball and robot classification
additionally depends on math.h and libmath caused by
exponentional functions in Softmax. Thus, all ANSI C com-
piler should be able to compile the C source file to an object
file for a general architecture. Alternatively, if can be included
in a project environment (CMake, Visual Studio etc.).

TensorFlow XLA includes the tool tfcompile to generate
object files from a trained and stored CNN. It thus includes
one more step than NNCG, the compilation of the code
utilizing clang. However, the object file depends on many
functions and the Eigen library shipped with TensorFlow.
Thus, it is advisable to link this file to an executable within
the TensorFlow environment providing all dependencies.

Glow’s tool image-classifier generates an object file
utilizing clang as well. It does not depend on libraries as Ten-
sorFlow XLA making the linking process as easy as NNCG on
this platform. However, as the output is an object, compilation
is limited to platforms supporting clang. Furthermore, Glow
does not support all layer required for a CNN based on the
YOLO approach, namely leaky ReLU.

Deployment on Atom (J1900) with similar OS: In this
scenario the host platform for compilation is the same as above
with a different target platform. Two limitations differ this
scenario. First, the target CPU only supports a limited subset
of SIMD instruction compared to the host (SSSE3). Second,
Ubuntu is installed in Version 14.04.5 LTS.

The C code file generated by NNCG can be compiled
natively on the target platform as it only requires a basic
C compiler installation. Alternatively, it can be compiled on
the host with static linkage and by specifying the target
architecture (bonnell here).

TensorFlow XLA also supports the specification of a target
platform. Static linkage is possible including the dependencies
to TensorFlow and Eigen. However, a native compilation
would require to install TensorFlow on the target platform and
is thus not considered here.

Glow’s image-classifier does not allow to specify
a different target platform. Thus, the generated object file
contains AVX commands as these are available on the host but
not on the target platform resulting in not working executables.
Installation of Glow on the target platform was not considered
here.

Deployment on Atom (Z530) with different OS: This is the
platform of the Nao robot with a preinstalled OS. The CPU
is more limited but supports the same SIMD extensions as
above. Main difference here is the custom Linux distribution
with 32 bit kernel. It does not provide a compiler, thus native
compilation is impossible.

C source generated by NNCG can be cross compiled by
specifying a 32 bit target and static linkage. In contrast, the
object generated by TensorFlow XLA depends on Eigen source
that cannot be compiled for 32 bit targets. Glow suffers the
same limitations as above and is not applicable here.

C. Fast Executables

The previous section demonstrates the applicability for
different platforms. In this section we continue the evaluation
by measuring the required time for the inference. We measure
the time required to classify a single image (ball or pedestrian)
and for detecting robots in an image. We ran small networks
100.000 times and larger networks like the robot detection
1000 times and use the mean value. For each application
example the results can be seen in Tab. IV, V and VI. As
described in the previous section, some approaches are not
applicable and thus no time measurement is available.

As can be seen, the speed-up factor of NNCG compared
to TensorFlow XLA is between 1.41 and 11.81, compared to
Glow 3.29. This also confirms the results of [10]. Additionally,
we evaluated the ball and pedestrian CNN on a GeForce GTX
1050 GPU by NVIDIA using an executable by TensorFlow
XLA. As can be seen, the overhead to utilize a GPU is
tremendous for small CNN and does not change significantly
for under 100 images classified at once.

As described in Sec. II-A, two features of NNCG are
configurable: the architecture dependent SIMD extensions and
loop unrolling. We can therefore evaluate the acceleration due
to these features by first using a general architecture without
SIMD extensions where both outer loops are not unrolled.
We do this for the ball classifier on the i7 platform. The
compiler (clang 6.0.0) is nevertheless enabled to use SIMD
extensions and perform loop unrolling. However, it can be
seen in Tab. VII that the speed-up factor of applying SIMD
instructions as described in Sec. II-A4 is 4.9. If NNCG unrolls
all loops there is an additional speed-up of 26%. This shows
that the compiler is not able to find the optimum automatically.

TABLE IV
EXECUTION TIME OF BALL CLASSIFIER.

Platform NNCG Glow TensorFlow XLA
Intel i7 (8650U) 2.10µs 7.53µs 24.81µs

Intel Atom (J1900) 17.51µs N/A 69.12µs
Intel Atom (Z530) 46.50µs N/A N/A

NVIDIA 1050 N/A N/A 5630µs

TABLE V
EXECUTION TIME OF PEDESTRIAN CLASSIFIER.

Platform NNCG Glow TensorFlow XLA
Intel i7 (8650U) 135.7µs N/A 191.8µs

Intel Atom (J1900) 1020.3µs N/A 1757.2µs
Intel Atom (Z530) 2938.6µs N/A N/A

NVIDIA 1050 N/A N/A 5762µs
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TABLE VI
EXECUTION TIME OF ROBOT DETECTOR.

Platform NNCG TensorFlow XLA
Intel i7 (8650U) 474µs 2457µs

Intel Atom (J1900) 1109µs 6797µs

TABLE VII
SPEED COMPARISON OF DIFFERENT FEATURES.

General SSSE3 SSSE3 and Full Unroll
12.94µs 2.64µs 2.10µs

IV. CONCLUSION AND OUTLOOK

This paper presents a neural network code generator NNCG
that writes ANSI C code for a trained CNN. We shown that
embedding this file or a compiled object is a simple task and
allows to deploy the CNN on all platforms that provide an
ANSI C compiler or that can be a target platform of a cross
compiler. Additionally, NNCG can exploit that the structure
and gains of the CNN are know at generation time resulting
in executables up to 11.81 times faster than previous well-
known approaches.

Future work will focus GPU kernel code and more layer
types to support modern widely known CNN structures.
Furthermore, currently only SSSE3 is a supported SIMD
instruction set. An extension of NNCG to other instruction
sets like AVX or NEON can be realized rapidly.
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ABSTRACT: This work reports the optical and electrical 
characteristics of n- Molybdenum disulfide (MoS2)/p-Si based 
heterojunction diodes. MoS2 quantum dots (QDs) based thin film 
synthesized on the p-Si substrate by facile-colloidal synthesis 
process followed by the spin coating. The optical properties of 
MoS2 thin film have investigated by excitation dependent 
photoluminescence (PL) spectra and UV–Vis absorption spectra. 
Absorption spectra show only one peak in the near-UV region 
with a wavelength of < 300 nm which is typical exciton 
characteristics of MoS2 QDs. The excitation dependent PL 
spectra show a redshift in peak wavelength with an increase in 
the excitation wavelength from 360 nm to 480 nm. The electrical 
characteristics are determined by room temperature current-
voltage (I-V) and capacitance-voltage (C-V) characteristics. The 
value of barrier height (࣐) and ideality factor (ࣁ) from I-V is 
calculated as 0.23 eV and 1.95 with a good current rectification 
ratio of 7480 at ±2 V. 

 
Index terms- Molybdenum disulfide, Quantum dots, heterojunction 
diode, Optical properties 

 
I. INTRODUCTION 

Transition-metal dichalcogenides (TMDCs) semiconductors 
(ex: MoS2, WS2, etc.) are considered as promising materials 
for future optoelectronic applications [1-5] due to their 
excellent physical [6], electrical [7] and optical [6, 8] 
properties. Among all the TMDCs, MoS2 is a promising 
material with a bandgap of ~1.29 eV (indirect) in the bulk 
whereas it becomes the direct bandgap of ~ 1.9 eV in 
monolayer form [6, 9]. To date, several researchers proposed 
various synthesis processes of MoS2 quantum dots (QDs). 
Mukherjee et. al. [10] reported the colloidal synthesis of 
MoS2  QDs on silicon platforms which exhibited excellent 
rectification behavior. In recent years, MoS2 QDs/Si-based 
electronic devices have received significant attention due to its 
low-cost synthesis method, and integration compatibility and 
size-dependent tunable optical properties [2, 11-13]. 

Here, in this work, we have synthesized MoS2 QDs based thin 
film on p-Si substrates through a two-step colloidal-synthesis 
process for multifunctional optoelectronics applications. The 
optical characteristics of MoS2 thin film are determined by 
excitation dependent PL spectra and UV–Vis absorption 
spectra. The electrical characteristics of n-MoS2/p-Si 
heterojunction diodes are analyzed by room temperature I-V 
and C-V characteristics. Finally, all the results are discussed in 
detail.  

II. EXPERIMENTAL SECTION 
A. Materials:  

Ammonium tetrathiomolybdate ((NH4)2MoS4), Oleic acid 
(OA), Oleylamine (OLA) were purchased from Sigma-
Aldrich, 1-octadecene (ODE) was purchased from Alfa Aesar 
and Acetone, Chloroform, Isopropyl alcohol was purchased 
from GR, Merck. The de-ionized (DI) water (ρ = 18 MΩ-cm) 
obtained from a Milli-Q water plant. The boron-doped p-Si 
wafer (100) of thickness ~380 μm was purchased from the 
TED PELLA, INC. used as a substrate. 
 
B.  Synthesis of MoS2 quantum dots (QDs):  

In this work, MoS2 quantum dots (QDs) were synthesized by a 
facile colloidal approach. In the typical process, a mixture of 
(NH4)2MoS4 (0.013 cc), Oleic acid (OA) (1 ml), Oleylamine 
(OLA) (3 ml), and 1-octadecene (ODE) (6 ml) heated up to 
120oC for 2.5 hours with stirring. The homogeneous solution 
was heated to 250 ᵒC slowly in a dry nitrogen atmosphere and 
upheld at this temperature for the next 2.5 hours. Further, the 
temperature of the solution was cool down at room 
temperature. The resulting MoS2 QDs were precipitated in 
acetone, rinsed with 2-propanol. Then stir the solution to mix 
well and then re-dispersed in 10 ml of chloroform. The 
schematic cartoon of the complete synthesis process has 
shown in Fig. 1(a). Further, as-synthesized MoS2 QDs coated 
on p-Si substrates by spin coating with 3000 RPM for 20 sec. 
Before spin coating, p-Si substrates were cleaned by a 
standard RCA process.  

 

C. Al/Ti/n-MoS2/p-Si/Ti/Al heterojunction diode:  

The ohmic metal contacts deposited on both sides of the n-
MoS2/p-Si heterojunction diodes. The aluminium (Al)/ 
titanium (Ti) (~40/70 nm) metal deposited on the front side of 
the n-MoS2 thin film using a shadow mass. The uniform Al/Ti 
(∼ 40/80 nm) thin film deposited on the back-side of p-Si 
substrates using physical vapour deposition technique (from 
Hind High Vacuum, India) at a vacuum level of ~ 4×10-6 
mbar. The diameter of the deposited metal dots is 2 mm. The 
schematic diagram of the n-MoS2/p-Si heterojunction in the 
forward bias operation is shown in Fig. 1(b). We note that the 
polarity of the source should be inverted for reverse bias 
operation. 
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Fig. 1 (a) Schematic illustration of the colloidal synthesis process for MoS2 
Quantum Dots (b) Schematic diagram of Al/Ti/p-Si/n-MoS2/Ti/Al 
hetrojunction diodes.  
 

III. RESULTS AND DISCUSSION 
 

A. Optical characteristics 

The PL spectra (Omni PL, λ ~ 532 nm) of MoS2 QDs are 
investigated under various excitation wavelengths as shown in Fig. 
2 (a). It shows that, by increasing the excitation wavelength from 
360 nm to 480 nm, a redshift in emission peak observed; the 
intensity also decreases rapidly with emission wavelengths varying 
from ~ 560 nm to 660 nm. The wavelength-dependent PL 
indicates polydispersity of the MoS2 QDs distributions 
consistent with previous reports [14]. Another reason for this 
excitation dependent PL behavior is the defect level formation 
after oxygen adsorbed to the particle edges [15]. In 
multicolour imaging applications, this wavelength-dependent 
PL behavior is found very useful [16]. Fig. 2(b) shows the 
exciton wavelength versus the PL peak position, the peak 
position of PL increases with the increase of excitation 
wavelength. The linearly dependent PL behavior in MoS2 QDs 
is also consistent with the previous results [14, 17]. As per 
literature, the size of QDs decreases with the increasing 
emission peak energy, in good agreement with the effect of 
quantum confinement [10].  
The bandgap (Eg) energy of MoS2 QDs based thin film has 
calculated as 3.88 eV as shown in Fig. 3. The absorption 
spectra of MoS2 QDs based thin film coated on glass 
substrates is shown in the inset of Fig. 3. The absorption 

spectra of as-prepared MoS2 QDs show only one peak in the 
near-UV region with a wavelength of < 300 nm which 
represents the typical exciton nature of MoS2-QDs [18]. 
 

 

Fig. 2 (a) Excitation wavelength-dependent PL spectra of MoS2 QDs based 
thin film on p-Si substrates. As excitation wavelength varies from 360 nm to 
480 nm, a redshift in the main emission peak is observed, indicates 
polydispersity of the MoS2 QDs (b) Monitored emission peak wavelength 
versus exciton wavelength. 

 

Fig. 3 Bandgap calculations of MoS2 QDs coated on glass substrates; inset 
shows absorption spectra of as-prepared MoS2 QDs coated on glass substrates. 
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B. Electrical Characteristics 

We used a semiconductor parameter analyzer (Agilent 
B1500A) to analyze the I-V characteristics, in the voltage 
range from -2 V to +2V. The C–V characteristics of diodes 
measured at 1 MHz with LCR meter (HP-4284 A).  
To understand the carrier transport across heterojunction, the 
energy band diagram of n-MoS2/p-Si heterojunction diode in 
the thermal equilibrium condition is shown in Fig. 4. Based on 
the Anderson model [19], the value of conduction band offset 
(ΔEc) and valence band offset (ΔEv) has calculated which is 
given as ΔEc = 0.15 eV, ΔEv = 2.90 eV. Since ΔEv > ΔEc, thus 
the current transport in the n-MoS2/p-Si heterojunction diode 
determined mostly by the flow of electrons from the n-MoS2 to 
the p-Si side of the heterojunction diode. 
 

 
 
Fig. 4 Energy band diagram of n-MoS2/p-Si heterojunction diode in thermal 
equilibrium condition  
 

1) Current-Voltage (I-V) characteristics: 

The I-V characteristics of the n-MoS2/p-Si heterojunction 
diodes shown in Fig. 5. By assuming a pure thermionic 
emission model, the forward current at the n-MoS2/p-Si 
heterojunction diodes can be expressed as [19] ܫ = ܫ ቄ݁ݔ ቀ(ିூோ௦)ఎ் ቁ − 1ቅ     (1) 

where q= 1.6×10-19 is the electronic charge , V is the bias 
voltage, ߟ  ~ ݍ) ݇ܶ⁄ )ሼܸ݀ ݀(݈݊ ⁄(ܫ ሽ  is the ideality factor, k 
(~1.38×10-23 J/K) is the Boltzmann constant, Rs is the series 
resistance, T= 300 K, and ܫ is the reverse saturation current 
defined as ܫ = ଶܶ∗ܣܣ ɸݍ−)ݔ݁ ݇ܶ⁄ )   with ∗ܣ is the 
Richardson constant of  MoS2 ~ 54 A.cm-2.K-2,  A is the 
contact area given as ∼3.14×10−2 cm2, and ɸ,ூ =(݇ܶ ⁄ݍ ) ଶܶ∗ܣܣ)݈݊ ⁄ܫ ) is the effective barrier height (in volt) 
at zero bias. As-fabricated heterojunction diode shows a good 
rectification ratio (Ion/Ioff) of 7480 at ± 2 V.  

Fig. 5 shows the plot of ln (I)-V for determination of ܫ	 , ɸ,ூ	 and ߟ . The value ܫ  can be calculated from the 

extrapolated intercept of ln	I  vs.ܸ  plot with the current axis ܸ = 0. The value of ɸ,ூ and ߟ from Fig. 5 are estimated as 

0.23 V and 1.95 respectively. 

 
Fig. 5 ln I-V characteristics of heterojunction diode under consideration, 
showing rectifying behavior with turn-on voltage = 0.83 V for the 
determination of I0, ɸ and	ߟ. 

 
2) Capacitance – Voltage (C-V) characteristics:  

The measured C-V characteristic of the n-MoS2/p-Si 
heterojunction diode is shown in Fig. 6(a). From Fig. 6(a), it is 
clear that n-MoS2/p-Si heterojunction can be represented by 
the one-sided p+-n abrupt junction. Thus the C–V 
characteristics of the heterojunction device are described by 
the following relation [19]: మమ = ଶቀ್ାିೖ ቁேವఌೞ ,                 (2) 

where ND is the donor concentration of n-MoS2, εs is the 
permittivity, V is the applied reverse bias voltage, and Vbi is 
the built-in potential. The plot of A2/C2 with applied bias V is 
shown in Fig. 6(b). Eq. (2) shows that the A2 /C2 versus V 
should be a linear whose intercept with the applied voltage 
bias gives the value of − (Vbi – kT/q) as -1.58 [From Fig. 
6(b)]. The slope (denoted as “m”) is used to estimate the 
doping concentration ND of MoS2 by using the given relation: ܰ = ଶఌೞ     (3) 

The value of Vbi calculated as 1.6 eV and the value of ND has 
been calculated as 8.326 × 1014 cm-3.  The ɸB, CV can be 
determined from the following relation:  ɸ, = ௗܸ + ܸ,                                                         (4) 

where ௗܸ  is the diffusion voltage ( ܸ + (ݍ/ܶ݇  and ܸ =ቀ் ቁ ln	(ேேವ)  is the depth of the Fermi level. The barrier 

height of n-MoS2/p-Si heterojunction diodes from C-V 
characteristics has been estimated as 1.87 eV.  
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Fig. 6 (a) The C–V characteristics of n-MoS2/p-Si heterojunction device; (b) 
The A2 /C2 vs. V plot for the determination Vbi and ND. 

 
IV. CONCLUSION 

The solution-based growth of MoS2 QDs on p-Si substrates 
has been successfully demonstrated by a cost-effective facile 
colloidal approach for n-MoS2/p-Si heterojunction devices 
applications. Excitation dependent PL spectra of MoS2 show 
polydispersity of QDs dispersions and this behavior is useful 
in multi-colour imaging applications. The barrier height and 
doping concentration of n-MoS2/p-Si heterojunction diode are 
found to be 1.87 eV and 8.326 × 1014 cm-3 calculated from the 
C–V measurement. The value of	ɸfrom I-V measurements is 
estimated to be 0.23 V. A large difference between barrier 
height value observed from C-V and I-V measurements is the 
due presence of large interface defects at the n-MoS2/p-Si 
junction. The results are found to be promising for various 
electronics and optoelectronics device applications.  
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Abstract— In this report, the spherical phase method using 
phase center determination of a dual-frequency rectangle 
loaded monopole patch antenna is presented. This rectangular 
tuning patch and dual individual wide bands can be achieved 
by further adjusting the dimensions and positions of this 
structure and phase center determination of a dual-frequency 
patch antenna and the distance between two-phase centers is 
calculated. 

Keywords— Phase Center, Dual Frequency Antenna, 
Monopole Patch Antenna, Rectangular Tuning Patch, Spherical 
Phase Method. 

I. INTRODUCTION

The electrical position of the mean phase center offset 
(PCO) of an antenna plays an important role in various 
modern antenna engineering efforts. The issue is important in 
utilizations such as telemetry, imaging (radio telescopes, 
imaging radars), antenna arrays, ultra-wideband (UWB) 
applications with signal correlation and group delay 
distortion which are primarily attributed to phase center 
variations (PCV).   

The phase center of a practical antenna differs in various 
azimuth and elevation angles. This is called phase center 
dispersion. The antenna phase center can only be kept 
comparatively stable for a definite range of directions. The 
concepts of average phase center, phase center offset and 
phase center variation are utilized to explain fully the 
characteristics of antenna phase response. The average phase 
center of an antenna is described as the mean location of the 
antenna phase center over a certain range of directions. The 
antenna reference point (ARP) is also defined as the 
geometric center of the antenna. The distinction between the 
average phase center and the antenna reference point is 
considered as the phase center offset (PCO). The offset 
between the phase center in a particular direction and the 
average phase center is described as phase center variation 
(PCV) in that direction. 

Two methods of calculations are available in the 
literature to calculate the phase center of an antenna. One is 
based on the measurements in an anechoic chamber [1] and 
the other is mathematical calculation [2-10].  

Several researchers have concentrated on the phase 
center determination techniques. In [3], the authors focused 
on the location of the phase centers for microwave 
antennas.The difficulty of traditional aperture techniques for 
the accurate description of phase centers using the second 
derivative method is discussed. In [4], two-point method is 
used to determining phase centers and its application to horn 
antennas is presented. An extension of the edge diffraction 
method to determine amplitude patterns is presented in [5] to 

predict the radiation phase center of pyramidal horn 
antennas. In [6], a novel differential phase method  is utilized 
to measure the phase center location and the phase pattern 
for a 110 GHz corrugated horn. Phase center measurements 
based on the three-antenna method was presented in [7]. In 
[8], the calculation of the impact of the virtual phase centre 
effect on position system accuracy is presented. Time of 
arrival (TOA) method is presented in [9], Spherical phase 
method in global navigation satellite system (GNSS) 
requiring the exact position of antenna phase center is 
presented in [10] and comparison of different methods for 
determining the antenna phase center experimentally using a 
planar acquisition system in [11]. 

In the literature, many authors reported the phase center 
calculation of a single frequency antenna. But many 
applications need the use of dual-frequency patch antennas 
for which not much information is available for phase center 
calculation in the pieces of literature. In this letter, phase 
center determination of a dual-frequency rectangle loaded 
monopole patch antenna [12 - 13] with a compact radiator 
(10 × 23 mm2) is presented using spherical phase method and 
the distance between two-phase centers is calculated. 

II. ANTENNA DESIGN

Layout of the proposed dual-band monopole antenna is 
shown in Figure 1. Substrate for the antenna is chosen as 
FR4 with a substrate thickness of 1.6 mm with a relative 
permittivity of 4.4 and a loss tangent of 0.02. A coplanar 
waveguide (CPW) based feeding mechanism is utilized.  

 

 

Figure 1: Configuration of dual frequency rectangle-loaded 
monopole patch antenna 
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A CPW line of characteristic impedance 50 Ω having a 
signal strip width of 3.5 mm and a gap of 0.5 mm between 
the signal strip and the coplanar ground is utilized. First, a 
straight monopole antenna is designed and simulated using 
CST Microwave Studio. Subsequently a rectangular tuning 
patch is added to the straight strip of antenna based on the 
modal technique [13]. This leads to the design of Fig. 1. By 
tuning the dimensions of the patch and its position along the 
straight strip, two resonant frequencies at about 2.9 and 5.2 
GHz, respectively, are obtained, as shown in Figure 2. 

III. DESCRIPTION OF THE METHOD 
In this work a simple method of calculating the phase 

center based on practical antenna is presented. The spherical 
phase method [10] is utilized starting with the spherical 
phase expansion from its origin located at point PCO (x, y, 
z).  A fixed constant “c” is added. Azimuth and elevation 
angles are represented as θ and φ, while wavelength is λ. 
Azimuth and elevation angles values are obtained from the 
simulation by CST software.  
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To find phase center P we use eq. (1b), hence:  
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Assembling a solution matrix with measurements 
obtained from samples of the phase pattern of the antenna, 
we obtain a mean value of PCO as. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

To obtain the mean PCO solution for all frequencies at 
one go using (3),more columns can be added to the right 
representing mathematical calculations made at different 
frequencies. After the mean PCO is determined, we can 
obtain an ideal spherical phase pattern anchored at mean 
PCO by multiplying back with the spherical phase expansion 
matrix. The difference residual between the ideal and 
calculated phase pattern will be the phase center variation 
(PCV). 

IV. RESULTS AND DISCUSSION 
With the dimensions as shown in figure 1, the simulated 

magnitude in dB of the reflection coefficient of the proposed 
antenna obtained from CST software is shown in figure 2. 
The proposed antenna, on simulation, gives two resonant 
modes at about 2.9 and 5.2 GHz, respectively, as shown in 
Figure 2. 

The CST simulated far-field radiation pattern at 2.9 GHz 
respectively, is plotted in figure 3. From figure 3, we find the 
phase center value (-0.391147, -1.33637, 0.0524673) at 2.9 
GHz. 

Similarly, the simulated phase center at 5.2233 GHz 
respectively, are plotted in Fig. 4.From Fig. 4 we find the 
phase center value (0.188681, -0.590922, -2.06147) at 5.2 
GHz. 

The distance between two phase centers is d 

( ) ( ) ( )2 2 2
2 1 2 1 2 1d x x y y z z= − + − + −   

2.3132228599943 mmd =                             (1) 

 
Figure 2. The magnitude in dB of reflection 

coefficient for proposed antenna. 
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Fig. 3. 3D radiation pattern of dual frequency patch 
antenna (at f = 2.9 GHz). 

Fig. 4. 3D radiation pattern of dual frequency patch 
antenna using (at f = 5.2 GHz). 

V. CONCLUSION 
This paper intends to present a simple method of 

computing phase center based on a real antenna, using the 
spherical phase method. For the taken dimensions of the 
antenna by CST simulation, two resonant frequencies are 
obtained at 2.9 GHz and 5.2 GHz. The far-field radiation 
patterns at 2.9 GHz and 5.2 GHz are shown in figure 3 & 4 
respectively. Obtained co-ordinates of their phase centers 
from far-field are (-0.391147, -1.33637, 0.0524673) and 
(0.188681, -0.590922, -2.06147), respectively. All these data 
are obtained on simulation of the proposed antenna on CST 
software. The distance between the two-phase centres is 
determined with the help of mathematical formula which 
comes out to be 2.3132228599943 mm. 
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Abstract— As we move towards lower nodes, device 

dimensions are changing and becoming more complex. With 

FinFet’s elevated channel, gate voltage is applied from all 3 

directions. The gate electric field is no longer unidirectional. 

These add complexity in the behavior of current through the 

channel. Traditional Shockley model which had square law 

dependency on the over drive voltage in saturation region will 

no longer hold good. To overcome this shortcoming of the 

model alpha power model was introduced by Sakurai- 

Newton [1]. This accurately modeled the transistor behavior 

in submicron device in saturation region. According to this 

model the device will not have square dependency in 

saturation region. But will have power reduced from two to 

one as node shrinks. As we were scaling the nodes, there 

wasn’t any significant scaling in the voltage. As the velocity 

saturation becomes more dominant alpha reaches one. 

Models designed for the planar devices and are not in sync 

with the FinFet. Proposed paper describes the behavior of the 

MOS in 7nm across different voltage condition and 

comparison of the current behavior predicted from the 

Shockley’s square law model and Sakurai-Newton’s alpha 

power model in FinFets.  

Keywords— Finfets, MOSFET (Metal Oxide 

Semiconductor Field Effect Transistors), Ids (Drain to Source 

current), Vds (Drain to Source Voltage), Vgs (Gate to Source 

Voltage), Shockley & Sakurai Models, Velocity Saturation, 

Alpha-Power Law Model, GDTC (Gate Direct Tunneling 

Current), GIDL (Gate-Induced Drain Leakage), DIBL (Drain-

Induced Barrier Lowering), NBTI (Negative Bias Temperature 

Instability) 

I. INTRODUCTION  

As the technology scales to more advanced nodes there 
are many second order effects which was ignored in long 
channel length becomes more prominent. Constant voltage 
scaling reached its limit because of high degree of velocity 
saturation and other effects such hot carrier related 
problems. With adoption of constant field scaling with 
technology, the voltage was decreased accordingly. Now 
this too reaching its limit. Voltage scaling is not happening 
as aggressively as it was earlier. As MOS dimensions are 
scaled, device performance deviates from the simple models 
of large devices traditionally used by circuit designers [2].  
In making rough calculations during initial stages of design, 
most second-order effects can be neglected in properly 
scaled technology. As the feature size of MOSFET continue 
to decrease (<100nm), many new physical effects are being 
observed due to the limitation of technologies [3]. Different 
effects like Gate Direct Tunneling Current (GDTC), Gate-
Induced Drain Leakage (GIDL), Drain-Induced Barrier 
Lowering (DIBL), Negative Bias Temperature Instability 
(NBTI) etc. affects the operation of MOSFETs [4]. 
However, the effects of the increased normal (gate) and 
tangential (drain) electric field  cannot be neglected without 
considerable error  when dealing with modern device sizes 

[5]. With high electric field at smaller dimensions, increases 
velocity saturation effect in the device. In FinFet era the 
device has become more complex with elevated channel 
makes the device behavior complex [6]. This paper 
discusses about the conventional Shockley modeling and its 
shortcoming. Later the alpha power model described by 
Sakurai and application of the model in the FinFets. 

II. MOS MODEL  

A. Shockley & Sakurai-Newton models 

Following shows the Shockley’s model for the current 
in the MOSFET [1].  

 

 

Fig.1 

 

Fig. 1 shows the square law [8] model for the MOS and 
as per the equations in saturation region the current is 
increasing in square of over drive voltage. But at sub-micron 
channel length because of high electric field at the gate 
velocity saturation becomes more dominant. As a result the 
current doesn’t increase quadratically with overdrive 
voltage in saturation region. This was captured by Sakurai 
in alpha power model. The Alpha-Power Law MOSFET 
Model is the most widely utilized compact drain current 
model due to its simple mathematical form and high degree 
of accuracy[7]. As per the model current won’t have any 
square law dependencies. Because of velocity saturation 
caused due to the high electric field in the channel. The 
increase in current can be varied between 1 and 2 based on 
the  severity of the velocity saturation. This means, bigger 
the channel length greater the alpha value. Alpha value 
cannot go back to the square as we move towards the lower 
nodes. And it is described as follows [1]. 

 

Fig. 2 
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Alpha-Power Law proposed by Sakurai and Newton [1] 
includes the carrier velocity saturation effect comparable 
with the SPICE MOS level-3 model [9]. 

 

Fig. 3 

The Sakurai model [1] described in the Fig. 2 & Fig. 3 
have following parameters. Vth (Threshold voltage), α 
(velocity saturation index), Vdo (Drain saturation voltage at 
Vgs =Vdd), Ido (Drain current at Vgs =Vdd). This model 
was targeted for the behavior in saturation region and hence 
this is not modeled for linear region or subthreshold region 
analysis. 

Analysis includes how well we can predict the current 
behavior of FinFet using Shockley and Sakurai-Newton 
model. And the behavior of the current in FinFets, as it is 
having complex structure compared to planar MOSFETs. 

III. FINFET BEHAVIOR  

FinFets have three dimensiona1 structure which has a 
thin si1icon body perpendicu1ar to the p1ane of the wafer. 
The channe1 of the FinFet is wrapped by the gate in three 
directions by the three dimensiona1 structure of the FinFet 
device [10]. And the channel is completely depleted. 
Current will flow in three ways since the channel formed is 
due to elevated gate. Following fig. 4 [11] shows physical 
comparison between the FinFet and planar MOSFET. With 
FinFets the threshold voltage can be changed by more 
tapering the elevated channel and also can be controlled by 
costly work function modification which we use in more 
conventional devices. The two main working modes for 
FinFets are Shorted-Gate (SG) mode and Independent-Gate 
(IG) mode [12]. For our analysis we are using shorted gate 
FinFets. 

 

Fig. 4 

 

FinFets have added more variables into the behavior of 
the transistors in comparison to the planar MOSFET [13]. 
And saturation phenomenon in FinFets are not like that of 
the planar devices [14]. In the following section we will first 
observe the behavior of FinFet in different Gate and Drain 

voltage scenarios. We will check the response of the FinFet 
by probing the current through it. 

A. Modeling current and voltage behavior in FinFet 

  Modeling current in MOSFET is very useful for 
designer to do a quick calculation. With actual models used 
in spice are having large number of variables and more 
complicated equation to predict the behavior of the 
MOSFET. But using such equations by designer to design 
any circuits is not feasible. To model a device, we need to 
check its behavior under different circumstances. The 
reduced mobility at high electric field cause significant 
reduction in Idsat (Saturation current) and transconductance 
gm [15]. In following section, we will see how well the 
traditional Shockley’s square law model and Sakurai’s 
alpha power model predicts the behavior of FinFets. 

 

Fig. 5 

Fig. 5 is the Ids Vs Vds characteristics of 7nm FinFet 
device. Vgs is chosen between 650mv to 950mv and Vds is 
varied from 0 to 950mv. As it is evident from above figure 
5 is that we don’t see any square increase in current with 
respect to over drive voltage. 

 

Fig. 6 

In Fig. 6 we have combined the Shockley’s square law 
model result with the FinFet Ids vs Vds characteristics. 
Black color line is calculated using Square law model and 
the colored one is the FinFet behavior.  It is very clear that 
the current predicted by the Square law model is nearly 40% 
higher as compared to the actual one. And we can also see 
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the square law model deviates as the over drive voltage 
increases. And at the high over drive voltage model predicts 
more current than the actual. This is because the square law 
model did not account for the effect of velocity saturation. 

 

Fig. 7 

Fig. 7 shows the Shockley’s square law model in red 
color and Sakurai-Newton’s alpha power model in black 
color. And we can see the difference in the current profile. 
As the Shockley square law model failed to consider the 
impact of the velocity saturation which produces early 
saturation of current. And the increment in current per over 
drive voltage in saturation region is not increasing 
quadratically. Sakurai have considered the velocity 
saturation effect and the same has been modeled. 

 

Fig. 8 

In Fig. 8 black color line shows the alpha power model-
based prediction and the colored is the measured. Current is 
modeled more closely to measured value compared to the 
Shockley’s square law model. But as the Vgs increases, 
difference in the prediction and measured value deviates 
more. 

To understand the behavior of the FinFet in saturation 
region. Let’s consider the Ids Vs Vgs plot. Vds is 
maintained at 950mv and Vgs is varied from 0 to 950mv. 
Threshold voltage of the transistor under test is ~300mv.  In 
this setup the FinFet is always in saturation region. 

 

Fig. 9 

Fig. 9 Is Ids Vs Vgs plot. But upon taking Log10 of both 
the axis gives the rate at which the current is changing per 
increase in voltage. If the current is increasing at same rate, 
then the curve should be ideally same throughout the 
voltage. 

 

Fig. 10 

Fig.10 shows the Fig. 9 plot with Log10 taken on both 
the axis. Here the gate to source voltage varies from 400mv 
to 950mv. And same is plotted in Log scale.   

 As seen in above Fig. 10 that the line is not linear 
and tend to taper at higher voltages. This means that rate at 
which current increases for constant increase in voltage is 
not same. Conventional way of calculating the alpha is to 
take the slope of the Fig. 10 that would give us the rate at 
which current increases. 

 y             =   f(x)   –  (1) 

 f(x) =   x2   –  (2) 

 y1  =   x1
2   – (3) 

 y2           =   x2
2   – (4) 

 

Taking log on both side of 3 and 4. Taking slope at y1, 
y2 and x1, x2 will yield 2. And this is the rate at which the y 
is changing with respect to x. Applying same to Fig. 10 as 
shown in Fig. 11 [1]. 
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Fig. 11 

Fig. 11 yields different alpha value for different Id1, Id2, 
Vg1, Vg2 values. In Fig. 8 the alpha value in the model is 
iteratively changed to have a close match with the measured 
values. And the value of alpha for which the model is close 
to measured results is 1.25. 

IV. CONCLUSIONS  

The Sakurai model is well aligned with the FinFet as 

compared to Shockley’s square law model. But because of 

alpha value not constant even when the device in saturation 

extracting the accurate alpha value with few sample points 

is difficult.   Alpha power model can be enhanced to cover 

the channel length modulation in sub 45nm and FinFet 

devices. At higher gate voltages the rate of change of 

current deceases which can be modeled in the alpha power 

model. With technology scaling becoming aggressive and 

with new device structures it becomes important to model 

the MOS behavior in simple terms for designer. This will 

help designers to get the initial designs more accurate with 

simplified models. 
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Abstract—This paper presents a comparative analysis 
of Ripple Correlation Control (RCC) with conventional 
Maximum Power Point Tracking (MPPT) methods such 
as Perturb & Observe (P&O) and Incremental 
Conductance (IC). Photovoltaic (PV) array along with the 
buck converter and its MPPT control have been 
simulated for all three MPPT methods at different solar 
radiation levels. From the simulation results, it can be 
observed that P&O is much affected with slow tracking 
and oscillations, and IC MPPT performs better than 
P&O in terms of tracking, but not for ripples. Simulation 
results verifies that RCC MPPT is capable of solving both 
these problems effectively and RCC performance is better 
than both P&O and IC MPPT methods. 

 
Keywords—PV, MPPT, RCC, HC, P&O, IC. 

I. INTRODUCTION  

   Sustainable energy resources are always in high demand 
due of the fast and continuous depletion of fossil fuels and oil 
resources. Among the available green energy resources, solar 
energy has emerged as one of the most impactful renewable 
energy resource which has the potential to replace 
conventional energy sources. Solar energy is a free and 
constant source of renewable energy which is harvested using 
environment-friendly photovoltaic systems. However, it also 
suffers from some drawbacks e.g. during the day time, level 
of solar insolation is non uniform, moreover, increase in the 
environmental temperature degrades the power transfer to the 
load. Therefore, the power generated by solar panel is not 
same all the time and due to this each and every time the 
Maximum Power Point (MPP) of photovoltaic system gets 
changed [1]. Solar panel can deliver maximum power to the 
load for a certain value of voltage VMP and current IMP. This 
point is known as Maximum Power Point (MPP) as shown in 
Figure 2. 

DC/DC convertor

MPPT Controller

Battery

Ipv

Vpv

PV Panel

Other loads

 

Fig. 1.   Single stage battery operated PV system. 

  Since, the output power generated per watt by solar panel is 
too high, it is reasonable to improve its performance via 

power converters. These converters have many advantages in 
solar PV system like it can provide isolation between PV 
panel and load, extract maximum power. Moreover, 
converters are effective means for implementing MPPT 
technology [19]. MPPT algorithms are integrated with power 
electronic converter which can deliver maximum power by 
controlling its duty cycle. There are two types of available 
charge controllers; (i) Pulse Width Modulation (PWM) and 
(ii) Maximum Power Point Tracking (MPPT) [3]. In 
Photovoltaic systems MPPT based charge controller is 
preferred over PWM as a typical PWM charge controller 
can only be able to regulate the output voltage of a 
Photovoltaic (PV) array, not the current, but in MPPT 
controller both the  voltage and current can be regulated. The 
block diagram of a battery operated PV system is shown in 
Figure 1. 
    Many research works have been done on MPPT in the last 
few decades such as conventional methods like Perturb and 
Observe [1-10], Incremental Conductance [11-16], Hill 
Climbing [17-19] have been deployed and a large number of 
modifications for these techniques has been proposed in the 
literature. The main shortcomings of P&O, HC & IC is that 
these methods can only track the maximum power when the 
irradiation conditions are uniform and it fails to track MPP 
when there is a partial shading or cloudy environmental 
condition. Further, these methods suffer from poor 
convergence, slow tracking speed, and high steady state 
oscillations (ripples). Therefore, to track the MPP under 
partial shading conditions conventional methods need to be 
modified. Due to which different modified versions of P&O 
have been proposed in the literature such as Adaptive P&O 
with fixed step size, variable step size, etc. [2-3]. 
Additionally, Soft Computing/Evolutionary algorithms [19] 
based approaches have also been emerged along with the 
conventional MPPT methods such as particle swarm 
optimization based MPPT algorithm [20] which is useful in 
finding the global MPP when there are multiple PV array 
with large area. These methods have numerous advantages 
like (i) ability to handle non linearity (ii) wide exploration in 
search space and (iii) coherent skill to reach global optimal 
regions these methods is considered to be a prime choice for 
non-linear optimization. Even-though the above alterations 
have enhanced the performance of MPPT charge controllers 
however, it is not sufficient enough for all the environmental 
conditions [6, 12]. This gives a motivation to the researchers 
to find some alternative ways to improve the performance of 
MPPT charge controllers under partial shading conditions.  

  On the other hand, new era of MPPT algorithms in PV 
system have emerged when evolutionary algorithm was first 
applied for MPP tracking [21-22]. Due to its ability of handle 
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nonlinear problems it has opened up new scopes of 
opportunities. Among these Ripple Correlation Control 
(RCC) [22] method has been well received by the research 
community because of its simplicity, robustness and ripple 
removal characteristics. Ripple Correlation Control (RCC) 
[21-26] provides a solution to the steady state oscillations, 
which is mainly caused by the internal ripples present in the 
system due to the presence of power electronic circuitry. 
Since, P&O, IC, and HC methods do not consider these 
ripples as internal perturbations, due to which the algorithm 
consider them as external perturbations. As a result the output 
voltage and current oscillates around MPP, in turn power also 
oscillates. These oscillations are harmful for the battery, as it 
reduces its operating life span.  

 

Fig. 2.  Current and power of the PV panels versus voltage. 

In this work, RCC MPPT with buck converter for battery 
connected load has been implemented and its simulation 
results have been compared with P&O and IC MPPT 
methods. The organization of the paper is as follows; Section 
I gives introduction of MPPT and various existing methods 
available in literature. Section II provides mathematical 
formulation of P&O, IC and RCC method, along with 
formulation of buck converter used in the simulation. In 
section III, parameters specifications are given along with 
photovoltaic system diagram. Section IV is simulation results 
and discussion, followed by conclusion in section V. 

II. BACK GROUND OF THE CONVENTIONAL MPPT METHODS  

In this section, a brief overview of the conventional MPPT 
methods along with detailed explanation of RCC control 
algorithm has been discussed. 

A. Perturb & Observe (P & O) 

The P&O Method [1-10] utilizes additional perturbations 
of current or voltage array to check if the system has 
achieved the nominal value of voltage or current. If the 
power output increases when voltage is changed in a 
particular direction of perturbation then it means that MPP 
will be obtained in that particular direction of perturbation 
and if the power output decreases for the same voltage 
perturbation then the MPP can be found by reversing the 
direction of perturbation. Although this method is easy to 
implement and is cost effective the overall system is never 
able to attain stability because apart from adding external 
perturbation to it the perturbation due to the environmental 
changes and the inherent generated perturbation affects its 
stability.  
  This method works on concept of continuous observations 
of PV array output power for the input perturbations, due to 

changing current or voltage of PV array. The algorithm 
continuously modifies the reference voltage or current based 
on the previous value of power until reaches the MPP [6, 7]. 
When dP/dV > 0 and the operating voltage of PV array is 
perturbed in a specific direction, it known that perturbation 
moves the operating point of PV array to the MPP. P&O 
method will then continue to perturb the PV voltage in the 
same direction. When dP/dV <0, the perturbation moves the 
operating point of PV array away from the MPP and the P&O 
method reverses the direction of the perturbation [8, 9]. 

B. Incremental Conductance (IC) 

Another algorithm to locate the MPP is Incremental 
Conductance (INC) [11-16]. In this algorithm a relationship 
between power and voltage is established where ideally the 
derivative of power with voltage is zero. This algorithm has 
both hardware and software complexity and is also 
expensive. The main drawback of this algorithm is that it 
increases the computation time of MPPT ௗௗ = ௗ(ூ)ௗ = ܫ ௗூௗ + ܸ ௗூௗ = ܫ + ܸ ௗூௗ  .             (1) 

Equation 1 represents the derivative of PV output power with 
voltage, the PV system will operate at MPP when this 
equation is equal to zero i.e. 

 
ௗௗ = 0 ⇒ ܫ + ܸ ௗூௗ = 0 ⇒ − ூ = ௗூௗ .             (2) 

Comparing the instantaneous change in conductance, ݀ܫ ܸ݀⁄ and instantaneous conductance of PV array I/V in 
equation 2, the position of operating point in relation to 
maximum power point can be revealed. Equation 3 shows the 
position of operating point at different values of ݀ܲ ܸ݀⁄  

۔ۖەۖ
ௗௗۓ > 0, ܸ	ݎ݂ < ெܸ	ௗௗ = 0, ܸ	ݎ݂ = ெܸௗௗ < 0, ܸ	ݎ݂ > ெܸ

  .         (3)                  

C.  Ripple Correlation Control (RCC) 

Ripple correlation control is a nonlinear control approach 
applicable to power electronic circuits. It makes use of 
voltage, current, or power ripple and correlates this with 
switching functions to affect control [22]. The RCC solves 
major problems through less complex implementation. The 
most important factors and advantages of the RCC are the 
simple circuit implementation, fast computation/simulation 
time, there is no need for external perturbation like in P&O 
and IC, to generate ripple contents, converges asymptotically 
to the object and its converging rate can be tuned by the 
controller gain [21]. RCC is a method that is used to calculate 
the duty cycle which provides maximum power, which will 
be supplied to the gate of switching circuits to maintain MPP. 
The main advantage of RCC is that it uses inherent ripples 
that occur due to the power electronic elements i.e., the DC-
DC convertor used in the PV system. Through the correlation 
of the time based derivative of voltage and power the RCC 
tries to identify whether this correlation is greater than zero 
i.e., to the left of the MPP, or less than zero i.e., to the right 
of the MPP, or exactly zero” i.e., equal to MPP. 

  	ௗುೇௗ௧ ௗ௩ುೇௗ௧   > 	ℎ݁݊ݓ	0 ܸ < ெܸ,                              (4) 	ௗುೇௗ௧ ௗ௩ುೇௗ௧  < 	ℎ݁݊ݓ	0 ܸ > ெܸ,                               (5) 
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	ௗುೇௗ௧ ௗ௩ುೇௗ௧  = 	ℎ݁݊ݓ	0 ܸ = ெܸ.                                   (6) 

The general equation used to find the ripple content is as: 	ݔ(ݐ) = (ݐ)ݔ −  is the general quantity that can be array current, voltage (ݐ)ݔ (7)                                            (ݐ)ݔ̅
or power which contains both the ripple as well as moving 
average component.  ݔ(ݐ) is the ripple content whereas ̅(ݐ)ݔ 
is the average component. From equation (7) we can easily 
find out the ripple content of voltage, current and power.  

Figure 3 represents the RCC that has been implemented to 
find out the duty cycle. This RCC is different from [21-22], 
as it has low pass filter instead of high pass filters as in [21- 
22]. In this work RCC mentioned in [25] is implemented for 
battery operated systems for output power of 95 watts. The 
work differs from [25], in terms of load which is battery in 
this work and converter type, which is buck converter, 
instead of boost converter used in for grid connected load as 
in [25]. From the Figure 3 error is equal to the product of the 
ripple content of both the power and voltage.  

 
Fig. 3.  RCC block of the MPPT Controller 
 
To obtain the error ݁(ݐ) of power we will use the following 
mathematical equations; (ݐ) = (ݐ)ݒ ×  (8)                                                     (ݐ)݅
Expressing i(t) and v(t) in terms of their ripple content as in 
(7) and using them in (8) we get,  (ݐ) = (ݐ)ݒ̅ × ଓ(̅ݐ) + ଓ(̅ݐ) × (ݐ)ݒ + (ݐ)ݒ̅ × ଓ̃(ݐ) + (ݐ)ݒ ×ଓ̃(ݐ)               (9) 
Therefore, power ripple can be expressed as; (ݐ) = ଓ(̅ݐ) × (ݐ)ݒ + (ݐ)ݒ̅ × ଓ̃(ݐ) + (ݐ)ݒ × ଓ̃(ݐ)  (10)               
We can further express the product of (ݐ)	 and ݒ(ݐ)  as 
follows;  

(ݐ)  × (ݐ)ݒ = (ݐ)ଶݒ ቂଓ(̅ݐ) + (ݐ)ݒ̅ ప̃(௧)௩(௧)ቃ +       (11)    (ݐ̃)ଓ(ݐ)ଶݒ

Upon taking the derivative of (ݐ)in equation (21) w.r.t. (ݐ)ݒ 
we get;” ௗ(௧)ௗ௩(௧) = (ݐ)݅ + (ݐ)ݒ ௗ(௧)ௗ௩(௧)                                          (12) 

Linearizing, Figure 2 at point ݒ,݅,we get; ቀௗ(௧)ௗ௩(௧)ቁ௩బ = ప̃(௧)௩(௧)                                                            (13) 

Using equation (12) and (13) error can be expressed as; (ݐ) × (ݐ)ݒ = (ݐ)ଶݒ ቂௗ(௧)ௗ௩(௧)ቃ +  (14)                    (ݐ)ଓ̃(ݐ)ଶݒ

Error is directly proportional to the magnitude of ݀ ⁄ݒ݀  as 
the average value ݒଶ(ݐ)ଓ̃(ݐ)  is zero over a cycle, ݁(ݐ) 
represents the distance from the MPP. When the output is on 
the left of MPP the average value of error is positive. When 
output is on the right of MPP the average value of error is 
negative.  When the output is at the MPP the average value of 
error is zero. From Figure 3, it can be inferred that when the 
error signal passes through the first PI controller it generated 
the reference signal, and the difference of this reference 
signal & PV array voltage (ݐ)ݒ	 , acts as an input for the 
second PI controller that gives us the load angle δ, which is 

used to generate the PWM signal to control the switching of 
buck convertor. 

The DC-DC converter is used to convert one level of DC 
voltage into another level. According to the requirements one 
can opt Boost, Buck or Buck-boost converter. In this work a 
DC-DC buck converter has been used [26]. The primary 
function of the buck converter is to decrease the voltage 
according to battery charging requirements with increase in 
the current for fast charging of battery.  

 
Fig. 4.   Electrical Model of DC-DC Buck Converter. 

III. SIMULINK MODEL OF PV SYSTEM WITH RCC MPPT 

The Simulink model schematic of the PV system that is 
used for simulations is depicted in Figure 4, and represents a 
PV solar panel connected to a resistive load through a dc-dc 
buck converter with a variant subsystem of MPPT controller 
that allow to choose between these three MPPT algorithms.  
P&O, incremental conductance and RCC. 

 
Fig. 5.  Simulink Model of PV System. 

 

Fig. 6.  MPPT variant blocks and Simulink implementation 
of RCC MPPT controller [25]. 

The PV parameters used in Simulink simulation model of 
this work are given in Table I. The components parameters of 
the buck converter used in Simulink are given in Table II. 
The components parameters of RCC block are given in Table 
III. 

TABLE I 
PV ARRAY SPECIFICATIONS 

S.No. Parameter Name Value 
1 Number of cells in series n-cells = 36 
2 Open circuit voltage ܸ= 21.6 V 
3 Short circuit current  ௦= 7.34 Aܫ
4 Series resistance of PV model ܴ௦= 0 Ω 
5 Parallel resistance of PV model ܴ= ∞ Ω 
6 Diode quality factor of PV model N=1.5 
7 DC link capacitor ܥௗ= 100 µF 
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TABLE II 
BUCK CONVERTER COMPONENTS PARAMETERS 

S.No. Parameter Name Value 
1 Inductance L = 23 µH 
2 Capacitance C = 120 µF 
3 Switching Frequency ௦݂௪=2*106 

4 Sample Time 0.0001 SEC 
5 Diode Resistance ܴைே = 0.001Ω 

 
TABLE III 

RCC COMPONENTS PARAMETERS 
S.No. Parameter Name Value 

1 Time constant of LPF’s 1.5 ms 

2 PI controller (inside MPPT block) 5.5 =ࡵࡷ 200 =ࡷ 

3 PI controller (outside MPPT block) 2 =ࡷe-9 0.009- =ࡵࡷ  
 

Simulation has been performed for three different types of 
variations, fist one is at 1000 W/m2 at 25oC, second at 800 
W/m2 at 25oC and third is for step variation [5] as shown in 
Figure 7. 

 
Fig. 7.  Step Variation of irradiance [5]. 

IV. RESULTS AND DISCUSSIONS 

All the simulations have been performed in 
MATLAB/SIMULINK 2018. First the irradiation level is 
fixed at 1000 W/m2 at 25oC, and results of voltage, current 
and power for all three methods i.e. perturb & observe, 
incremental conductance and ripple correlation control have 
been captured using measurement scopes. Then same process 
is performed for 800 W/m2 irradiance level at 25oC. After this 
simulation is performed for Step variation of irradiance as 
shown in Figure 7, and graph were captured. There are many 
research papers available of P&O and IC methods in which 
simulation results have been given. In this work PV model 
parameters have been selected as in [5], since it was also a 
battery connected system. 

 
Figures 8, 9, and 10 shows the simulation output of P&O 

MPPT obtained by the simulation using the setup mentioned 
in figure 5. The simulation results shows that conventional 
P&O MPPT is very much affected from being slow tracking 
and oscillations both. This is because of internal ripples, 
which are generated due to the use of power electronics 
components. Actually, the system in P&O case, never 
achieved stability, and it always oscillate around MPP point. 
It is due to the internally generated ripples, which are 
considered as perturbations in P&O MPPT. Hence, the 
performance of conventional P&O MPPT is not up to the 
mark in terms of stability, ripples and tracking. 

 
Fig 8.  Voltage, Current and Power output of P&O MPPT for 
1000 W/m2 irradiance level at 25oC. 
 

 
Fig 9.  Voltage, Current and Power output of P&O MPPT for  
800 W/m2 irradiance level at 25oC. 
 

 
Fig 10.  Voltage, Current and Power output of P&O MPPT 
for Step irradiance at 25oC. 
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Fig 11.  Voltage, Current and Power output of IC MPPT for 
1000 W/m2 irradiance level at 25oC. 

 
Fig 12.  Voltage, Current and Power output of IC MPPT for 
800 W/m2 irradiance level at 25oC. 
 

 
Fig 13.  Voltage, Current and Power output of IC MPPT for 
Step irradiance at 25oC. 
 

Figures 11, 12 and 13 shows the simulation output of IC 
MPPT, from these Figures it can be clearly seen that, IC 
tracking is better than P&O MPPT, but output still consists of 
oscillations in all three cases of irradiance.  

 

 
Fig 14.  Voltage, Current and Power output of RCC MPPT 
for 1000 W/m2 irradiance level at 25oC. 

 
Fig 15.  Voltage, Current and Power output of RCC MPPT 
for 800 W/m2 irradiance level at 25oC. 

 
Fig 16.  Voltage, Current and Power output of RCC MPPT 
for Step irradiance at 25oC. 
 

From the Figures 14-16, it can be clearly seen that the 
problem of slow tracking and ripples (oscillations) has been 
solved by RCC MPPT.  Simulation results verify that RCC 
MPPT is capable of solving both these problems effectively. 
Basically these ripples were internal, generated due to use of 
power electronic converters, and RCC utilizes these internal 
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ripples as perturbations, and is able to eliminate them. Ripple 
problem is completely solved by RCC MPPT, but for 
tracking problem can be further improved by some adaptive 
control strategies. 

V. CONCLUSION 

This paper presents a comparative study between perturb & 
observe, incremental conductance and ripple correlation 
control MPPT. The PV system model used for simulation 
consists of the PV panel, the variant subsystem of irradiance, 
the buck converter and the variant subsystem of MPPT 
controller. This comparative analysis aims to show the 
improved performance of RCC method over conventional 
MPPT methods like P&O and IC. The simulation results 
show that both the methods perturb & observe and 
incremental conductance have oscillations in current output 
and hence power output in all three case i.e. 1000 w/m2, 800 
w/m2 and step irradiance levels; whereas, RCC MPPT does 
not has any sort of ripples neither in current output, nor in 
power output, which is a good sign for longer battery life.  
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Abstract—The temperature difference in the cross section
of a tree trunk, measured radially, generates voltage. This is
leveraged to power thermoelectric devices for the purpose of
environmental monitoring. The authors present a numerical
model for the temperature differential within a tree stem. This
model contributes to a proof of concept for the feasibility of using
trees as an ambient power source for wireless devices.

The University of Washington Tacoma is in ongoing research
cooperation with the University of Paraiba, Brazil and the
University of the Azores, Portugal in the areas of Wireless Sensor
Networks, Energy Harvesting, and Environmental Monitoring.
This paper is part of these collaborative efforts and is related to
the specific goal of deploying a network of wireless environmental
sensors in the Island of Sao Miguel, Archipelago of the Azores,
to monitor both the natural (volcanic) and industrial pollution,
as well as monitoring the traffic of tourists on the island.

Index Terms—Heat Equation, Thermoelectric Generator
(TEG), Computational Solutions, Numerical Model, Trees, En-
ergy Harvesting

I. INTRODUCTION

UNESCO, as part of its Geopark program, protects the
Archipelago of the Azores, where the constant influx of
tourists in recent years endangers the ecosystem through the
pollution of the environment and the damage of protected
areas. Numerical data is needed to inform policy makers
about the severity of the environmental impact of tourism.
Hence, the authors and collaborators at the University of
the Azores (whose campus is located on the Island of Sao
Miguel in the Archipelago of the Azores) propose a wireless
sensor network to perform environmental monitoring in Sao
Miguel. In the current phase of the project, we built a similar
experiment in the Pierce County area in Washington State. The
considerations are fundamentally the same, but the latitude in
Washington requires us to investigate temperature distribution
in tree trunks along difference directions, whereas directions
can be treated as the same in the equatorial Azores.

Fig. 1: Tree Stem Cross Section. Source: [2]

The deployment of sensor networks in remote natural areas
is a challenge regarding the energy requirements of the sensors
themselves and the transmission systems. Since the use of
batteries is both inconvenient and environmentally unfriendly,
alternative processes have been considered. In particular, en-
ergy harvesting from trees is a potential candidate.

Healthy trees maintain a temperature of approximately 21.4
degrees Celcius in the leaves as a precondition for photosyn-
thesis [1]. In order to thermoregulate, the tree stores a sub-
stantial amount of heat in its stem or trunk. The annual rings
in a tree trunk (Fig. 1) can thus be treated as isothermal sub-
volumes. Reference [2] asserts that the temperature gradient
between any annual ring and the external temperature is either
approximately constant or varies with some time-delay as the
external temperature varies.

In order to utilize the small amount of energy obtained from
the trees, it is important to know the heat distribution inside
the trees as a function of the nature of the trees, the solar
radiation, and the specific characteristics of the environment
in which the harvesting takes place. That is the purpose of this
paper, which uses mathematical modeling and simulation of
the conversion of heat into electricity via the Seebeck effect.978-1-7281-9615-2/20/$31.00 ©2020 IEEE

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

226



Fig. 2: TEG devices installed on tree trunks in Washington
State

To harvest the energy, we use a thermoelectric generator
attached to a metal rod, which is driven laterally through the
tree stem. Although they are less efficient than heat engines,
thermoelectric generators (TEGs) are preferred in remote
applications that only require low power, which suits the
relatively low output expected from natural heat sources such
as trees [2]. The use of tree stems as a heat source for TEGs is
promising because it is a long-lasting, maintenance-free energy
source, suitable for powering local wireless devices, such as
environmental sensors. Our group hypothesizes that the most
crucial element of the TEG system is the way in which the
temperature of the interior of the tree is brought into contact
with the TEG.

In this work, we present mathematical models simulating the
temperature distribution in tree trunks with partial differential
equations (PDEs) and their numerical solutions, with the pur-
pose of examining the efficacy of trees for energy harvesting.
[3] presented an earlier 2D model to simulate tree tempera-
ture distributions, driven by the influences of solar radiation,
infrared emission and absorption, convection, and conduction.
Their numerical solutions were obtained by a Finite Difference
(FD) scheme, with centered differencing in space, and leapfrog
in time. Another 2D temperature distribution model for tree
trunks, FireStem2D, has been created by [4]. FireStem2D has
parameters for studying the effects of forest fires on tree stem
injury, whereas the present paper examines the temperature of
trees in ambient conditions.

The present work focuses on a simplified 1D PDE model
that retains the needed sensitivity for the energy harvesting
task. In the next section, we justify the simplification obtained
by reducing the dimensions from 3D to 2D, then to 1D).
We follow the source terms used in Potter and Andresen
model [3]. In handling heat source, we treat the heat flux as
the only source and solve a boundary value problem from
the converted temperature condition. We apply a homogenous
Neumann condition at the center of the tree trunk [4], and a
nonhomogenous Dirichlet condition at the bark surface. We

solve the differential equation in one dimension numerically
using the Crank-Nicolson method, which is superior to explicit
methods in its stability, thereby reducing the computation cost.

This project is a work in progress; we present PDE models
and their numerical solutions based on example data from cur-
rent literature [3], since the COVID-19 pandemic has impacted
our plans to collect field data in Washington State. Our result
should provide reference for hardware analysis, particularly,
giving insight to the magnitude of voltage possible for the
thermoelectric devices. First we describe the PDE, including
the justification for dimension reduction, source terms, and
example input data. We describe the implementation of the FD
scheme in polar coordinates with the Crank-Nicolson method,
and boundary conditions for the core and bark surface of the
tree stem. Finally, we discuss the results of our numerical
experiments and limitations of our current model, and describe
ongoing and future steps.

II. PDE MODELING FOR TEMPERATURE DISTRIBUTION IN
TREE TRUNKS

Heat transfers within the tree trunk vertically, radially, and
tree temperature might differ at different azimuth angle. To
fully model the temperature distribution within a tree trunk,
we need to study the heat equation in three dimensions.
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Here T represents temperature (K), ρ density (kg/m3), c
specific heat (J/(kgK)), t time (s), k thermal conductivity
(W/(mK)), r distance from center of the tree (m), and φ
azimuth angle, measured clockwise with south being φ = 0
(radian/degree), we assume ∂k/∂φ = 0 [3]. For our case we
use the following values of thermal conductivity k and heat
capacity ρc that were found in [5]:

• Thermal Conductivity: k = 0.12 W
mK

• Heat Capacity: ρc = 1.7 J
KgK

For our application however, we can greatly simplify the
equation with reasonable assumptions. As our devices would
be installed in forests with trees of similar age and growth,
it is reasonable to assume that we install all devices at the
same height - this eliminates the dependence on the height (z-
variable).

Therefore we consider a two dimensional simplification to
the above model.

A. Simplification of temperature distribution model

We eliminate the dependence on height z and obtain the
following standard heat equation for temperature distribution
in two dimensional cylindrical coordinates:
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Fig. 3: Aluminum rod, to be inserted in tree trunk horizontally
along a radius.

In the above simplified model, heat distribution depends
on r, as well as φ. For our application, we primarily care
about the temperature differences during different time of the
day along one direction (see Fig. 3), and install all devices
in the direction where such differences occur at the largest
magnitude. Hence, we seek to model heat distribution only in
the directions of largest temperature difference.

As seen in Fig. 2 of [3], in the northern hemisphere,
the largest temperature differences occur in south and west
directions. However, due to the limited access to data, we
can only investigate the south and north aspect in this work.
This further reduces the heat equation to a one dimensional
problem and eliminates the φ dependence. Finally, we obtain
a one-dimensional temperature PDE model.
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III. BOUNDARY CONDITIONS, SOURCE TERM AND DATA

The inner boundary condition is a no-flux condition

∂T

∂r

∣∣∣∣
r=0

= 0, (4)

as justified by [4]. We use a Dirichlet condition at the
outer boundary, and approximate the surface temperature by
recorded ambient temperature from Tacoma during a 12 hour
cycle starting at 7 am.

The source term is made up from several types of sources,
including convective heat loss/gain when the tree surface temp
is different from the ambient temp (both free and forced),
direct and diffusion solar radiation, and wave radiation from
and to the tree as black bodies.

A. Convective heat loss/gain

We denote the heat loss/gain by H [3], and

H = h(Tsfc − Tair), (5)

with h (W/(m2K)) being the convective heat transfer coeffi-
cient. Here

h = hfree − hforced, (6)
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Fig. 4: Linear combination of the source terms, H + (1 −
α)(Sdir + Sdif ) + (IRin − IRout) on the north and south
sides of the tree. Source: [3]

B. Solar radiation

Sdir + Sdif represent direct solar radiation, plus diffusion
solar radiation.

Sdir = S0(τ)sec(Z) cos(i) (7)

and

Sdif =
S0 cos(Z)

3
(1 + cos(Z))(η − τ sec(Z)) (8)

Where Z is the solar zenith angle (angle between the sunlight
and the normal of the flat ground), and i is the angle of
incidence (angle between the direction of the sunlight and the
normal of the tree surface), S0 = 1368 W

m2 τ is 0.76 to 0.81,
and η is 0.80 to 0.84 [3].

The amount of solar radiation the tree receives also depends
on the albedo, α, which is the amount of solar radiation
reflected off the surface of the tree. In the end, the term we
see as a source term is

(1− α)(Sdif + Sdir) (9)

C. Net Infrared

The net infrared IRin− IRout is the final source term and
represents the difference between the radiation going to and
the radiation coming from the tree.

The net infrared depends on σ, the Stefan-Boltzmann con-
stant 5.67 × 10−8 W

m2K2 as well as the temperature of the
surface of the tree and the temperature of the surrounding
air. The exact relationship is as follows

IRout = σT 4
sfc (10)

and

IRin = σT 4
air (11)
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D. Explanation of example data

Figure 4 shows the linear combination of the source terms
H + (1 − α)(Sdir + Sdif ) + (IRin − IRout) on the north
and south sides of the tree from [3]. Due to the COVID-19
pandemic, our hardware team was not able to collect these data
in the local forest. We therefore use the aspen simulations data
found in [3]. One of the future aspect of this work is to collect
experimental data locally, and run our numerical simulation
again.

IV. FINITE DIFFERENCE (FD) SCHEMES FOR THE HEAT
EQUATIONS

We compute the temperature distribution in tree trunks
numerically with the Finite difference method, as it is simple
to implement, and robust [6]. Here in particular, we discretize
the continuous equation in one dimension using the Crank-
Nicolson scheme, due to its advantage in stability, and higher
accuracy in time [7]. The radius of the tree stem is approxi-
mately 12 inches between the exterior and core in moderately
sized trees we target for our study. The aluminum rod (Fig.3)
in our TEG hardware system is about 12 inches in length
with a 0.5 inch radius, embedded in the trunk of a tree at
approximately breast height. Due to the size comparisons of
our devices and the tree trunk, it is more appropriate to model
the heat equation in polar form (3) than the standard Cartesian
form. Let Tni ≈ T (ri, tn) denote the numerical solution at the
point (ri, tn), ∆t the time step, and ∆r grid size. With second
order central difference in space

∂T

∂r
≈ Ti+1 − Ti−1

2∆r
(12)

∂2T

∂r2
≈ Ti−1 − 2Ti + Ti+1

(∆r)2
(13)

and first order forward in time

∂T

∂t
≈ T 1 − T 0

∆t
, (14)

we obtain the Crank-Nicolson method by averaging the above
spatial differences in time:

(Tn+1
i − Tni )/∆t = 1/(4ari∆r)(T

n
i+1 − Tni−1 + Tn+1

i+1 − T
n+1
i−1 )

+ 1/(2a(∆r)2)(Tni−1 − 2Tni + Tni+1 + Tn+1
i−1 − 2Tn+1

i + Tn+1
i+1 ),

(15)

where a = ρc
k .

We implement boundary conditions in the numerical
scheme. For the boundary at the center of the tree, we follow
the same no-flux Neumann condition in [4]. We use the second
order central difference approximation at r = 0:

∂T

∂r

∣∣∣∣
r=0

≈ T2 − T0

2∆r
= 0. (16)

Equation (15) gives a representation for the ghost cell value
T0 in terms of T2, which is implemented in the first row of
the matrix below.

For the outer boundary condition at the surface of the tree,
we implement the Dirichlet condition with ambient tempera-
ture g1(t)

T (r, t)

∣∣∣∣
surface

= g1(t), (17)

in the last row of the following matrix equation. The source
term is also present in the last row of the following matrix
equation.

Together, we solve the following system to compute the heat
distribution in the tree trunk:

1 + β −β 0
α2 1 + β −γ2

. . . . . . . . .
αm−1 1 + β −γm−1

0 αm 1 + β




T 1

1

T 1
2
...

T 1
m−1

T 1
m

 =


(1− β)T 0

1 + βT 0
2

−α2T
0
1 + (1− β)T 0

2 + γ2T
0
3

...
−αm−1T

0
m−2 + (1− β)T 0

m−1 + γm−1T
0
m

−αmT 0
m−1 + (1− β)T 0

m + γm(g1(t) + g1(t+ ∆t)) + source

 ,

(18)
where αi = ∆t

4ari∆t
− ∆t

2a(∆r)2 , β = ∆t
a(∆r)2 , and γi = ∆t

4ari∆t
+

∆t
2a(∆r)2 .

V. NUMERICAL EXPERIMENTS AND DISCUSSION OF
RESULTS

With the above FD scheme, combined example source term,
and a constant temperature at 7 am as initial condition, we
obtain the following figures of temperature distributions.

From Fig.5, Fig.6, and Fig.7, we conclude that the south
aspects uniformly have a larger temperature range throughout
the day; therefore it is preferable to install all TEG devices
in the south. We also see that, the further away we are from
the tree center, the trend of temperature is more consistent
with heat flux. From our simulations, temperature distributions
with medium depth don’t differ significantly, for example,
temperature measured at depth 7 to 9 inches have similar
temperature ranges. We expected fairly constant temperature
near the center of the trunk, but our simulation does not reflect
that, and this is another issue we expect to address in our future
work. With measurements of the tree surface temperature,
our hardware team can adjust the length of the rod for
optimal voltage generated from the temperature differences.
The highest temperatures uniformly occur roughly 8 or 9 hours
after we start the measurements, with lowest temperature in
the beginning and end of the measurement cycle.

The simulation appears to be excessively warm overall for
the north aspect; this is due to the limitation of the example
data as described in [3], and our interpretation of the example
data.
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(b) Temperature distribution throughout the day, south aspect

Fig. 5: For a tree with 12 inch radius, temperature distribution
in the north and south aspects, with depth of about 9 inches.

VI. CONCLUSION AND ON-GOING WORK

In this work, we modeled the temperature distribution in a
tree trunk with the one dimensional heat equation in cylindrical
coordinates, with various heat sources. We simplified the
model to fit our purpose of studying the temperature distri-
bution for applying TEG devices efficiently [8]. We applied
a Crank-Nicolson FD scheme for numerical simulation, with
example data, and analyzed the optimal aspect for installation
of devices, as well as depth of installation.

We are working on higher dimension simulations for the
temperature distribution for tree trunks, to gain more insight
for other potential installation aspects. We will also be running
these simulations locally once we have access to more data
specific to tree species in western Washington State, as well
as data from our collaborators in Brazil in Azores.
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(a) Temperature distribution throughout the day, north aspect
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(b) Temperature distribution throughout the day, south aspect

Fig. 6: For a tree with 12 inch radius, temperature distribution
in the north and south aspects, with depth about 7 inches.
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Abstract— Growing energy cost and demand has motivated 
many organizations to achieve smart ways to monitor, control, 
and save energy. Smart automation can reduce costs while still 
satisfying energy demand. The residential, commercial, and 
industrial sectors can utilize the technologies of the Internet of 
Things (IoT) to manage energy consumption better. This paper 
presents a low-cost, open-source, and reliable Supervisory 
Control and Data Acquisition (SCADA) system for home 
monitoring and control system. The presented SCADA system 
consists of analog sensors, ESP32, Node-RED, and Message 
Queuing Telemetry Transport (MQTT) through local Wi-Fi to 
remotely access and control appliances. This system helps the 
users to monitor various conditions in the home, such as 
temperature, humidity, pressure, and light intensity. Thus, 
users can remotely monitor various devices such as lights, fans, 
heating/cooling systems, make decisions based on the feedback 
of sensors. 

Index Terms—ESP32, Internet of Things (IoT), Wi-Fi 
network, MQTT, Node-RED, Sensors 

I.  INTRODUCTION AND LITERATURE REVIEW 
Nowadays, the fraction of automation systems in the 

residential sector is rising rapidly because of numerous life 
improvements such as comfort, convenience, centralized 
control of appliances, cost reduction, energy-saving, security, 
and safety. As a home automation system enhances the life 
quality for users, especially for the elderly, differently abled 
persons, and people who want to monitor and manage their 
home devices' operation, it is quietly important to have a 
proper control system. SCADA technologies implement a 
unique platform that senses and monitors remote devices, 
acquires data from them, and sends limited control 
instructions. Besides that, this system allows users to 
discover the status of devices and their residence conditions 
remotely. 

Home automation systems using SCADA consists of four 
major parts. The first part is the sensing devices placed at 
several locations throughout the home to measure the desired 
variables. The second part is Remote Terminal Units (RTUs) 
for acquiring remote data from sensors. The third one is 
Master Terminal Units (MTUs) to process the received data 
and deal with Human Machine Interfaces (HMI) [1]. The last 
part of SCADA is the communication channel to connect the 
RTUs to the MTUs [ 2 ,3]. 

SCADA technology has been developed over the past 
years to remotely monitor and control processes. In this 
work, an open-source and low-cost SCADA system based on 
the Internet of Things is introduced. This SCADA system 

utilizes reliable and commonly available components to 
fulfill the four main functions of a SCADA system: Data 
collection, network data communication, data presentation, 
and remote monitoring and supervisory control [4]. 

Several researchers around the world have designed 
SCADA systems based on IoT architecture in the past. Lekic 
et al. [5] performed an IoT-based SCADA system with the 
Raspberry Pi3. Temperature and humidity sensors acquired 
the desired data, and the IBM Bluemix cloud platform was 
utilized to receive, visualize, and manage the collected 
sensor data via the web while using the Node-Red and Web 
Socket protocols for data exchange and communication 
between the cloud platform and sensors connected to the 
Raspberry Pi. 

In [6], Rai et al., Using IoT, implemented a system to 
provide the end-users with a cost-effective and portable 
intelligent monitoring system and enable devices remotely. 
The proposed system required a low-resolution video camera 
module interfaced with the Arducam ESP32 UNO board. 
The resulting video was streamed using ESP32 integrated 
Wi-Fi to display on the 1.8-inches SPI TFT Adafruit display 
module. 

M. Al-Kuwari et al. [7] demonstrated sensing and 
monitoring platform on smart and IoT-based home 
automation system, where the authors presented a basic 
concept of how home automation can be deployed using IoT. 

Pravalika et al. [8] implemented a home automation 
system through the Wi-Fi module, Massachusetts Institute of 
Technology (MIT) app, and a web page server using ESP32 
to monitor home devices.   

 In [9], the MQTT-based home automation system using 
ESP8266 Node MCU was established for remote monitoring 
and controlling through a standard gateway. This system was 
designed utilizing the GSM (Global System for Mobile 
Communications) network. 

In [10], Kodali demonstrated IoT-based smart 
environment monitoring using Arduino and C embedded 
programming devices, which were remotely controlled with 
the Internet. Temperature, humidity, light level, vibration, 
and air quality sensors connected to the controller for 
measurement and ESP8266 Node MCU for the Wi-Fi 
network.  

Pujari et al. [11] demonstrated a smart home system that 
uses Wi-Fi to connect to the Internet, remotely monitor and 
control the appliances, and surveillance. Sensors were 
connected to ESP32 to collect data. All acquired data was 
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uploaded to Firebase via the ESP32's built-in Wi-Fi, making 
it possible to control the home environment using the 
developed applications. 

In [12], the IoT-based SCADA system proposed which the 
Raspberry Pi3 and Intel Edison board used for acquiring 
sensor inputs. Collected sensor data are transmitted to 
Amazon Web Services (AWS) through MQTT brokers in 
Node-Red. On the AWS IoT platform, several monitoring 
and control schemes inducted using Amazon's Voice Service 
named Alexa. 

In this work, a low-cost and open-source SCADA system 
is developed that uses Wi-Fi, the MQTT protocol, and Node-
Red. The proposed system can provide detailed 
measurements of temperature, pressure, humidity, and light 
density. Besides that, the states of the devices at home are 
being traced. Therefore, users can understand the status of 
their home devices such as lights, fans, air conditioners, or 
heating/cooling systems then remotely control them.  

II. SYSTEM DESIGN 
The proposed SCADA system block diagram is presented 

in fig.1. It is implemented using ESP32 as the sensor 
gateway and RTU and Raspberry Pi2 as a local server. 
SparkFun Atmospheric Breakout Sensor-BME280 sensor 
and an LDR are connected to ESP32 to acquire the desired 
data and the dashboard to receive, visualize and manage the 
acquired sensors data over the web while using Node-Red 
and MQTT protocol for data exchange and communication 
between the MQTT clients such as end-users and the ESP32 
connected sensors while the acquired data are being stored in 
SQLite as a web server. Each component is described in 
detail as following: 

 

 
  
Fig. 1.  The proposed SCADA system block diagram. 

 
A. MQTT Communication Protocol 

As shown in Fig. 2, MQTT is a publish/subscribe protocol. 
It is a lightweight and straightforward messaging tool 
designed for unreliable networks and constrained devices 
and low bandwidth. It is a suitable solution for this design 
since it provides simple communication between the server 
(MQTT broker) and clients (ESP32 microcontroller and 
computers and mobile devices) [9-10, 13]. Clients can 
subscribe to the topics or publish the data to topics of any 
kind of data. The broker then distributes the data to any 
client that has subscribed to that topic. Eclipse Mosquitto 
software is being run as a broker on the local server 
(Raspberry Pi2). 

In this project, the ESP32 microcontroller publishes the 

sensors data with specific topics to the MQTT broker 
(Mosquitto broker), while personal computers and mobile 
devices subscribe to the topics to visualize the published data 
on the server. MQTT protocol makes the supervisory control 
possible in this project.  

 
 

 
Fig. 2.  MQTT Architecture. 
 

B. Raspberry Pi  
The Raspberry Pi2 model B is used as the local server at a 

local network, including MQTT broker, Node-Red, SQLite. 

C. ESP32 Thing 
The ESP32 Thing is developed by SparkFun Electronics. 

It is one of the most low-cost, low-power, and small 
microcontrollers included Wi-Fi and Bluetooth modules. Fig. 
3 shows a picture of the SparkFun ESP32 board.  

 

 
 
Fig.3. Pin description of ESP32. 

 
The board operating signal voltage range is 2.2 V to 3.6 V, 

and it can be supplied with either a 5 V USB power supply 
or with a battery. The microcontroller is programmed with 
the Arduino software integrated development environment 
(IDE). The Arduino IDE allows experts to write the desired 
programs and upload them to the board via a USB cable. In 
this work, the ESP32 microcontroller is programmed as an 
MQTT client using the Arduino IDE software. The MQTT 
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Client Library called PubSubClient. The program is such that 
the board collects the measured real-time values of desired 
variables, displays the values on the Arduino IDE Serial 
Monitor, and continuously publishes real-time data to the 
MQTT broker. 

D. SparkFun Atmospheric Sensor Breakout BME280 
The SparkFun BME280 Atmospheric Sensor Breakout is 

used to measure pressure, humidity, and temperature 
readings, all with a tiny breakout. It is shown in Fig. 4. The 
BME280 Breakout is designed to be deployed in 
indoor/outdoor navigation, home automation, etc. The on-
board BME280 sensor measures atmospheric pressure, 
humidity, and temperature. The breakout presents a 5V 
tolerant I2C interface (with a pull-up resistor to 3.3V to be 
cooperative with ESP32). 

 
Fig.4. SparkFun Atmospheric Sensor Breakout BME280. 

E.  Light Dependent Resistor (LDR) 
The LDR is a variable resistor. Fig. 5 presents LDR and its 

step-down resistor connection. The resistance of the LDR 
inversely proportionates to the light intensity. It shows 
maximum resistance in the absence of light and minimum 
resistance in the presence of light. Considering this 
characteristic, in this project, during the nighttime, LDR 
turns the LED ON and reversely makes the LED OFF during 
the daytime. 

 

 
 

 
Fig.5. LDR and its step-down resistor connection. 

 
The relationship between the resistance RL and light 

intensity Lux for a typical LDR is [14]: 
 

RL = 500/Lux                                       (1) 
                                                 

With the LDR connected to 3.3V through a 10K resistor, 
the output voltage of the LDR is: 

 
VO = (10*RL)/(RL+10)                             (2) 

 
From equation (1) and (2), light intensity obtained as 

follows: 
 

Lux= (500/VO)-50                                 (3) 
 
The obtained Lux value is being used for controlling the 

LED.  
 

F. Node-Red 
Node-RED is an open-source programming tool used for 

wiring together hardware devices, APIs, and online services 
smartly [5]. It can be installed on a Linux-based platform, 
and it provides a browser-based editor that makes it easy to 
wire together flows using various nodes in the palette that 
can be deployed to its runtime. 

G. Database and dashboard 
An SQLite database using the litedb node on the Node-

RED platform is installed to create database tables and store 
data.  As a very lightweight relational database, SQLite does 
not need complex setup procedures, making it an ideal 
database management system to use for embedded systems 
and rapid prototyping. In this work, SQLite is set up to 
generate database, then stored data an easy to use dashboard 
(Node-Red dashboard) is used to read the acquired data 
from the data base. 

Since the sensor data are constructed data type as MQTT 
messages that will be published to an MQTT broker, 
Arduino IDE sketch and Node-Red flow are used to transfer 
those MQTT messages and then stores them in the database. 
Node-Red dashboard is a web-based data monitoring tool 
that can be combined to SQLite. 

III. SYSTEM TESTING AND RESULTS 
The home automation system's proposed design is used to 

monitor and control the house appliances while maintaining 
the minimum expected comfortable living conditions.  

The flow chart of the proposed system is shown in Fig. 6. 
Accordingly, a prototype is shown in Fig. 5 is made to 
measure the desired variables. This prototype can be located 
in each room of the house. The sensors acquired data is 
being processed and used to control smart appliances such 
as smart LEDs, air conditioners, fans, etc.  

 
 

 
 
 

Fig. 5. Proposed SCADA system prototype. 
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Fig. 6. The flow chart of the proposed SCADA system. 
 

In this project a yellow LED is used to test the automatic 
control ability of the system and a Red LED is implemented 
to evaluate the supervisory control capability of the proposed 
SCADA system. 

This system monitors light intensity, temperature, 
humidity, and pressure values. If the recorded light intensity 
value goes beyond the set high or low value of the threshold 
level, the controller will generate the signal to turn the LED 
OFF/ON. Then the user will be notified by the LED status 
on the dashboard, this feature is presented in Fig. 7 and 8. 

As shown in Fig. 7, the LDR is darken using a piece of 
paper to change the state of the LED which is presented in 
Fig. 8. 
 

 
 

Fig. 7. The LED is turned on automatically based on the threshold value. 
 

 
 

Fig. 8. The status of LED in Node-Red dashboard. 
 
As mentioned earlier, the ESP32 controller subscribes to 

the published command, created by the end-user through the 
web interface, and transmitted by the Node-Red. Based on 
the received message, ESP32 sends a command to the LED 
to turn it ON/OFF  

The implemented system is tested to evaluate its 
capability. Results provided in Fig. 9, 10 show the recorded 
values of temperature, humidity, and light density, and 
pressure, which are acquired and displayed over time 
through a data-viewing dashboard. 

 

 
 

Fig. 9. The Red LED is controlled remotely by using Node-Red dashboard. 
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Fig. 10. The user remotely turned the Red LED on. 

IV. CONCLUSION 
The design of a low-cost and flexible and reliable IoT 

home automation system is presented. This proposed 
SCADA system is suitable for monitoring and controlling 
multi devices at home automatically and remotely. The 
system works in three phases. In the first one, the system 
monitors the temperature, pressure, humidity, and light 
intensity and uploads the data to database storage (SQLite) 
by using MQTT protocol and Node-Red installed on 
Raspberry Pi, then to the database connected dashboard. In 
the next phase, the system automatically controls the LED 
when the light intensity level exceeds the high or low 
predefined value of light intensity using a microcontroller 
(ESP32). In the last one, the supervisory control is achieved; 
the end-user can monitor and control the home devices 
through the web interface or mobile application. Once the 
message is sent through Node-Red along with the MQTT 
protocol to the microcontroller, it will be executed by ESP32 
and turns the devices ON/OFF. The developed system cost is 
low, simple to operate, and is simply embedded with home 
devices.  
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Abstract— Flip-flops (FFs) and memory (including Block 

RAM and Configuration RAM) are the key elements in Field 

Programmable Gate Arrays (FPGA). A single radiation event 

can flip the storage node of the sequential elements. FPGAs 

are widely used in radiation environments such as space, the 

mitigation of single event upset (SEU) in SRAM based FPGAs 

is increasingly important. Generally, the SRAM macros 

implement well optimized in-built Error Correction Codes 

(ECC). For SEU tolerance, traditional FFs are replaced by 

SEU hardened FFs. SEU FFs have higher setup and clock-to-

out delays and degrades the performance of SRAMs in 

FPGAs.  

High performance SRAMs in FPGAs are implemented 

using Hybrid approach of custom and PNR (Place and Route).  

FPGA applications demanding more features such as ability 

to form deeper memories, and the programmable word size 

etc. This leads to increase in the logic and wirelengths, which 

further introduces higher delays in designs and impacts 

performance.  

So, the optimal clock-distribution network in high density 

memories along with SEU tolerance features, is one of the key 

aspects of high-speed SoC designs. This paper demonstrates 

methods to implement high quality clock tree to mitigate delay 

penalties introduced by the SEU hardened FFs and higher 

wirelengths. Experimental results demonstrate that the 

proposed approach significantly improves clock tree 

performance.  

Keywords— SEU (Single Event Upset), PNR (Place and Route), 

ECC (Error Correction Code), SRAM (Static Random-Access 

Memory), CTS (Clock Tree Synthesis), FF (Flipflop), FPGA 

(Field Programmable Gate Array), ECC (Error Correction 

Code) 

I. INTRODUCTION  

In deep submicron technologies, circuit node 
capacitance and supply voltage decrease considerably. SEU 
impact is quite high on nodes with very small capacitances, 
and small charge storing capabilities. SEU [1]- [5] might be 
triggered by multiple reasons but the main source is cosmic 
rays, or Į-particles originated by the decay of uranium and 
thorium impurities presented within packages [6]-[8]. These 
charges get collected by drain/source diffusions, which can 
alter the logical value of storage devices. 

The SEU sensitivity of SRAMs in FPGA depends on in-
built ECC [9] [10], RAM bitcells, and FFs. In-built ECC [9] 
[10] improves the SEU tolerance of the SRAMs in FPGA. 
The circuit reliability is greatly improved by replacing the 
traditional FFs by SEU hardened FFs. SEU hardened FF 
designs [11] [12], use techniques of strengthening latch 
designs to increase SEU tolerant capabilities. SEU hardened 
FF designs [11] [12] usually employ additional locking 
loops to restore the original state for a TF (Transient Fault) 

impacted nodes (Fig. 1). With the additional loop, along 
with the existing Q & Qb nodes, SEU FF has an extra pair 
of QQ & QQb nodes as shown in Fig.1. These nodes are 
placed in layout in this sequence: Q, Qb, QQ, QQb. The 
concept is to replicate the Q and Qb nodes spaced apart in 
the layout. Even if one of the nodes gets corrupted due to 
SEU, then the other three nodes restore the corrupted nodes. 
SEU FFs have a larger area compared to the traditional FFs 
and the capacitance of internal nodes is high. Hence clock-
to-out, setup delays of the SEU FFs are higher. The design 
goal is to mitigate these higher clock-to-out and setup delays 
by reducing the clock insertion delays of clock trees, 
without degrading the clock skews. 

Delays are highly impacted by the big wirelengths in 
deep submicron technologies. The delay due to the 
wirelength (RC impact) of the clock tree network can be 
reduced by placing the FFs close to each other. Previous 
work has been proposed to reduce the RC delay register 
placements [14]. These placement methods are applied 
before the clock tree synthesis (CTS), and the CTS tool may 
not be aware of the clusters. This will cause registers inside 
one cluster to be driven by different buffers. One significant 
work to handle this issue is from Jianchao Lu et al. [15]. It 
involves incremental register placement into the CTS stage 
so that the CTS tool is aware of the clusters. The skew 
requirement of the clock tree can be strictly maintained as 
the limited register placement. This solution is easy to plug 
into the mainstream PNR flow. So, the benefits obtained 
from industrial physical synthesis tools are preserved and 
clock tree timing is still guaranteed. 

This paper implements the above solution to achieve the 
careful clustering of the SEU hardened FFs. We further 
introduce a new approach to visualize the results using 
python 3D plots. With this approach, we can quickly 
analyze the results for FFs placement and corresponding 
clock sink delays. It makes a comparison of results among 
the various experiments very effective and more conclusive. 

II. DESIGN CHALLENGES 

A. Data  & clock paths delays 

System-level frequency requirements for complex 
memories along with multiple functional modes are tricky 
to meet. Each functional mode has various flavors of data 
path delays. Access time is the time needed to access the 
data from the memory and perform some operation on the 
data. Functions possessing the bigger delays in timing paths, 
are of the primary concern to meet the overall system 
performance.  

With the introduction of hardened flops, system-level 
clock-to-out, setup times, and access times are degraded. 
SEU hardened flops, with extra RC delays in internal nodes, 
have higher clock-to-output delays. Various experiments 
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[13] show that hardened latches have 40% extra delay 
penalty compared to un-hardened latches. 

To reduce the access time of memories, faster clock-to-
out is the key performance factor. Both data and clock path 
delays need to be minimized without impacting setup and 
hold requirements. Hence, clock tree implementation with 
accurate placement of hardened flops to achieve optimum 
clock routing delays is very critical in terms of keeping 
minimum and identical insertion delays across various 
FPGA functional modes inside memories.  

B. Prioritizing the critical functional modes for timing 

closure 

Analysis of the different functional modules and their 
interaction plays an important role in budgeting the clock 
tree timings. Larger skews between various flops of 
different functional blocks can result in delay penalty. So, 
all the functions in memory need to be assessed to evaluate 
any dependencies on each other as shown in Fig. 2. This 
analysis is very important to restrict the registers inside one 
cluster to be driven by different buffers. 

For example, memories to have faster access times, read 
paths need to be further optimized. Having features like 
cascading option to connect multiple memories to form a 
deeper single memory, will increase the overall access time 
of the memory. To handle this, various pipeline stages are 
added between these features and the SRAM block, and to 
reduce the combinational logic delay between them. 
Reduction in combinational logic delay will reduce the total 
time-period required, hence increasing the operating 
frequency. Pipelining involves the insertion of FFs between 
combinational logic blocks, this reduces glitch propagation 
effectively [17]. These pipelining flops are also 
implemented with SEU hardened FFs.  

Similarly, write path with data input being not in critical 
path, enables to have more delay without impacting 
performance. But functions, which fall under the critical 
timing paths such as read paths, impacting system 
frequency, are desired to have optimum clock delays. 
Memory access time is the dominating performance factor. 
So, the read path being critical for the timing, we can further 
partition the read paths based on various functions in the 
design. For simplicity, we will refer to this partitioning as 
different modules like ‘Read_path1’, ‘Read_path2’, ‘write 
path’ etc. in the upcoming sections. 

 
Fig. 1 (a) Standard FF                                (b) Hardened SEU FF 

 
Fig. 2 Conceptual memory with programmable features, SEU hardened 

flops and SRAM array macro 

III. REVIEW OF STANDARD CTS METHODS 

Manual synthesis of a synchronous clock tree [16] is a 
very complex and labor-intensive process, which is 
obviously not applicable in modern designs if we take into 
consideration the volume of modern projects and the 
complexity.  

For automatic CTS  [16], the clock tree buffer is built 
according to the frequency specifications and slew 
requirements. CTS generates the clock tree topology, and 
balance the clock phase delay with appropriately sized 
inserted clock buffers. Fig. 3 represents the automatic CTS 
mode. 

Regardless of what kind of methodology is used for the 
synthesis of a CTS, the main goal is to minimize the access 
time of memories, and hence faster clock-to-out is the key 
performance factor. Clock-to-out has two main 
components: Clock insertion delay (Dcin), hardened SEU 
flop delay (DSEUFF). Hardened flop delay cannot be 
optimized by CTS. So, during clock tree implementation, 
the additional 40% delay penalty of hardened flops need to 
be compensated. With the accurate placement of the 
hardened flops, both data and clock path delays will be 
optimized without impacting setup and hold requirements.  

 

 
Fig. 3 Representations of Automatic CTS Mode 

IV. PROPOSED CUSTOM APPROACH 

The memory Macro and periphery are implemented in 
7nm FinFET technology, using an automatic PNR tool. The 
block consists of about 15000 gates, including 750 hardened 
SEU FFs and a couple of hard Macros. Before our proposed 
method is introduced, let's consider a series of CTS 
experiments for ‘Read_path1’ as targeted module discussed 
in section II/C. 

Method 1 

In the initial experiment, we synthesize the clock tree in 
automatic CTS mode discussed in section III. The slowest 
clock-to-out delay within the targeted module was 274ps 
and the overall slowest clock to out was 302ps. The 
maximum skew reported was 85ps. 

Method 2 

This experiment includes clock balancing using early 
delay option available in automatic CTS mode. This option 
applies the exception for early/shortest path calculations for 
the targeted clock sinks. The targeted module was 
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constrained to have an early delay of 80ps. With this 
approach, the slowest clock-to-out in the targeted module 
improved (w.r.t. Method 1) to 218ps. But it degrades the 
overall worst clock-to-out delay (w.r.t. Method 1)  to 330ps. 
Also, the skew degraded significantly to 130ps. 

Method 3 

In this experiment, we used the Clock Grouping 
technology available in automatic CTS mode as shown in 
Fig. 4. The targeted module’s clock sinks were kept in a 
separate clock balancing group. With this approach, the 
slowest clock-to-out delay improved to 245ps (w.r.t. 
Method 1). There is no significant improvement in the 
overall worst clock-to-out delay and clock skew (w.r.t. 
Method 1). 

 

Fig. 4 Graphical Representation of clock grouping in Auto CTS 

Method 4 

This experiment is the extension of Method 3, where we 
not only used the Clock Grouping but also use the placement 
bounds to cluster all the hardened SEU FFs of one targeted 
module to be physically placed together. 

Using placement bound constraints, we physically 
clustered the placement of all hardened flops of the targeted 
feature. This ensures minimizing RC delays of clock and 
data routing. The cells placed in these bounds are not 
disrupted for placement by other features/logics. 

With this approach, the worst clock-to-out delay 
significantly improved and reduced to 200ps, while overall 
worst clock delay also reduced to 250ps. The maximum 
skew is also reduced to 70ps. (w.r.t. Method 3). 

Method 5  

This final experiment is further fine-tuning of Method 4, 
with the following additional options: 

A. Concurrently generate clock network and incrementally 
perform register clustering to reduce the clock tree 
wirelength, i.e., incremental placement legalization of 
clustered flops. 

B. Perform register clustering to reduce the clock tree 
wirelength. 

C. Targeted both read path modules (‘Read_path1’ & 
‘Read_path2’) and write path features to be clustered in 
three separate placement bounds. The clock sink pins for 
these modules are kept in separate clock grouping as 
shown in Fig. 5. 

D. Three separate placement bounds were defined:  

Placement bound 1 for ‘Read_path1’ included 150 SEU 
FFs. Placement bound 2 for ‘Read_path2’ included 150 

SEU FFs. Placement bound 3 for ‘write path’ included 
148 SEU FFs.  

E. Both ‘Read_path1’ & ‘Read_Path2’ were given the 
flexibility to choose the buffers from faster libraries as 
well. Hence adding the hybrid flavors of CTS buffers.  

F. All other clock sinks were left for automatic CTS to 
place and optimize automatically. 

This approach significantly improves the worst clock-
to-out delay to 174ps for both targeted Read path Features. 
The overall worst-case clock delay improved to 209ps and 
the maximum skew also further reduced at 54ps.  

Overall comparison of the results across the various 
methods is captured in TABLE I.  

TABLE I.  STATISTICS OF CTS RESULTS ACROSS 

EXPERIMENTS 

Method 
Worst Dcin + DSEUFF 

Targeted Feature (ps) 

Worst Dcin + DSEUFF 

Overall (ps) 

Maximum 

Skew (ps) 

1 274 302 85 

2 218 330 130 

3 245 290 79 

4 200 250 70 

5 174 209 54 

 

 

Fig. 5 Graphical Representation of clock grouping with placement 
bounds across the different features. 

 

V. RESULT VISUALIZATION  

Data visualization provides us with a quick, clear 
understanding of the results. We can visualize large 
volumes of data understandably and coherently, which in 
turn helps us comprehend the information and draw 
conclusions and insights. Standard PNR tools dump 
multiple report files. With the iterative approach, every 
experiment has a lot of samples of results, comparison of 
these results becomes very tedious.  

We further introduce a new approach to visualize the 
results using python 3D plots. Automation of results to be 
processed into python script was used to get samples with 
every iteration. With this approach, analysis of the results 
for SEU FFs placement and corresponding clock sink delays 
were very quick. It made a comparison of results among the 
various experiments very effective and more conclusive. 

Fig. 6 & Fig. 7 represents such 3D plots of physical FF 
locations in the die along with clock insertion delay (Dcin), 
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hardened SEU flop delay (DSEUFF) associated with each FFs. 
X & Y represent the physical locations, while Z-axis 
represents the clock insertion delay Dcin+ DSEUFF. 

 

Fig. 6 ‘Read_path1’ all SEU FF physical location Vs Clock insertion Delay 
representation before proposed implementation (Method 1) 

 

Fig. 7 All FF physical location Vs Clock insertion Delay representation 
after proposed implementation (Method 5) 

From Fig. 6, we can visualize the Method 1 results, all 
the ‘Read path1’ related SEU FFs were not only scattered 
along with the die but also had a higher insertion delay. We 
can also confirm from the plots that more than 50% of the 
SEU FFs had (Dcin+ DSEUFF) number higher than 240ps.   

From Fig. 7, we can visualize the Method 5 results, 
which include the related FFs of all the features. We can 
observe that with our approach, SEU FFs from targeted 
features are clustered together. This kind of FFs placement 
ensures to minimize local skew within a specific functional 
module. From the plot, we can conclude that both 
wirelengths along with insertion delays to sink pins are 
reduced. This also helped improve (Dcin+ DSEUFF) delay of 
all the other clock paths as well.  

VI. CONCLUSIONS 

The in-built ECC [18] and the SEU FFs considerably 
increase the reliability of the SRAMs in FPGAs. The 
proposed method performs simultaneous CTS and 
incremental register placement to minimize the total clock 
wirelengths. The method has the advantage of not 
significantly changing the existing placement, which has 
been optimized for multiple factors, such as network 
congestion and manufacturability. Designing high-density 
custom memories with multiple functions have longer 
turnaround design times. The proposed experiments 
significantly reduce the effort needed for timing fixes, hence 

faster turnaround times. This solution is easy to plug into the 
standard automated PNR flows. 
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Abstract - In this era of rapid advancement 

in IC technology, multi-valued logic is 

playing a bigger role in incorporating 

multiple functions within single block. 

Threshold logic gate using Capacitor 

coupling logic is one of the most effective 

methods which has given fruitful results. 

This research paper presents one capacitor 

coupling logic (C3L) circuit with one clock 

pulse to implement the CMOS based 

threshold logic gates .All the simulations are 

carried out in TANNER software(T spice) 

using 250nm technology. Here 

NOR,NAND,AND,OR and majority gate have 

been designed using this CCLG(Capacitor 

Coupling Logic Gate) by changing the value 

of a reference voltage.  

Keywords: Threshold Logic, Capacitor 

coupling logic (CCL), Majority gate 

 

1. INTRODUCTION 

Threshold Logic gate normally compares 

the sum of weighted inputs with a reference 

voltage to provide digital output [1]. It had 

been designed in many static and dynamic 

design style [2,3]. One of these dynamic 

design of TLG is  Capacitor coupling logic. 

In capacitor coupling threshold logic (CCTL) 

family all the input signals are coupled to one 

common transistor gate of a differential 

transistor pair through coupling capacitors. A 

reference signal is coupled to the other 

transistor gate of the transistor pair. The 

voltage difference between these two gates is 

sensed by a sense amplifier to generate two 

complementary logic outputs [5]. For CCTL 

gates with a large number of inputs, the 

transistor count, interconnections and parasitic 

capacitances along the signal path are 

significantly reduced, which results in high 

switching speed and small chip area. 

Furthermore, the DC power dissipation in 

CCTL gates is almost nil. We have modified 

the existing circuit by giving only one clock 

pulse and also input capacitors are removed 

for reference voltage to minimize the circuit 

complexity. 

A majority gate is a logical gate which is used 

in many complex Boolean circuits. A majority 

gate gives 1 if and only if more than 50% of its 

inputs are true. We have designed majority 

gate using proposed CCTL which is further 

used for Full Adder [6, 7] circuit. As the basic 

CCTL circuit is providing Cout and its 

complement (Cout’) which is further used in 

Sum Circuit. 
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2. CAPACITOR COUPLING LOGIC  
 

 

In capacitor coupling logic [7,8,9,10,11] both 

P-MOS and N-MOS are used. They are 

used in two ways-as CMOS switching circuit 

and as differential pair circuit. A single clock 

pulse is used which synchronizes the entire 

circuit. Two outputs are available from the 

circuit (Out1 & Out2) which are in 

complemented form. The basic circuit is 

shown in Figure1. 

 When the circuit is in initial stage i.e 
clk=0 both the outputs become Vdd 

momentarily. The Gate-source voltage of N-
MOS (N3 &N4) becomes high. As a result, 
both the output becomes 1. Then the 
differential circuit comes into play. The 
differential circuit compares the Gate 
voltages of N1 & N2 N-MOS. At N1 the 
input binary combinations are applied 
through capacitors and at the gate of N2 
reference voltage is directly applied. If Vgate 

N1 >VgateN2 then N1 will be on and N2 will be 
off. If the reverse scenario happens then the 
case will be vice versa. 
 Now if 𝑉𝑔𝑎𝑡𝑒𝑁1 − 𝑉𝑔𝑎𝑡𝑒𝑁2 = +∆𝑉 > 0 

then Out1 is evaluated to low and Out2 
becomes high. If 𝑉𝑔𝑎𝑡𝑒𝑁1 − 𝑉𝑔𝑎𝑡𝑒𝑁2 = −∆𝑉 <

0   then Out1 becomes high and Out2 
becomes low.  ∆𝑉  can be evaluated very 

easily with the help of voltage divider rule 
and superposition theorem.  

 

 

 

 

𝑉𝑔𝑎𝑡𝑒𝑁1 and ∆𝑉𝑔𝑎𝑡𝑒𝑁2 is given in eqn 

1 and 2. Here, Cp is the total parasitic 

capacitance of N1 N-MOS gate junction 

node.Parasitic capacitance is an 

unavoidable and unwanted capacitance 

which basically exists between the metal 

contacts and source or drain junction. 

During fabrication process due to high 

temperature the metal contacts in gate 

region expand and reaches at the vicinity of 

source and drain region. As a result, a non-

negligible parasitic capacitance arises. As 

more than one input has been provided in 

the N1 gate terminal so a considerable 

amount of parasitic capacitance comes into 

play. For other terminals it is not so 

significant as only one voltage input terminal 

is present there. 

 

 

 

 

 

 

 

 

 

 

 

 

∆𝑉𝑔𝑎𝑡𝑒𝑁1 =
𝐶𝐴

𝐶𝐴 +𝐶𝑃
𝑉𝐴 +

𝐶𝐵

𝐶𝐵+𝐶𝑃
𝑉𝐵  ------- [1] 

∆𝑉𝑔𝑎𝑡𝑒𝑁2 = 𝑉𝑟𝑒𝑓 --------------------- ------- [2] 

∆𝑉 = ∆𝑉𝑔𝑎𝑡𝑒𝑁1 − ∆𝑉𝑔𝑎𝑡𝑒𝑁2-------- -------[3] 

Fig.1. Modified CCCL based NAND gate 
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3. ONE CLOCK 3 INPUTS CCCL 

One clock 3 input CCCL logic circuit is 

shown in figure 2. 

In this circuit more than two inputs are used 

(three inputs). The circuit works in similar 

fashion as that of two inputs. The equivalent 

voltage from three input serves as input 

voltage in gate terminal of N1 MOSET and 

then it is compared with the provided 

reference voltage. The voltage comparison 

logic is same for three or more inputs as 

well which is shown in equations 1, 2 and 3. 

 In similar fashion n-input NAND/AND 

gate or NOR/OR gate can be designed just 

by connecting them with n number of 

capacitors to gate terminal of N1 NMOS and 

by selecting appropriate reference voltages. 

For example, if three input logic is to be 

constructed, depending on the input 

combination   the node voltage of N1 will 

change. On setting appropriate reference 

voltage or the threshold value of threshold 

gate the desired output and complement of 

that can be obtained. 

 This is particularly a big advantage 

of using capacitor coupling dynamic logic 

over static logic. It also provides high speed 

and less static power.  

 

 

 

 

 

Fig.2. Modified  CCCL  Based Majority/Majority NOT Gate 

 

 

 

3. OUTPUT&SIMULATION 

RESULTS: 

We have designed one clock pulse 

based CCL and then implemented 

NAND,NOR,AND,OR,MAJ and MAJ 

NOT gate using 250nm technology in 

LTSG hjjhjFig.1.Modified CCCL based 

NAND Fig. 2. Three input CCCL gate 

GGHHhPCE. 

All the outputs shown in figures,4. Similar 

outputs can be seen in case of n inputs by 

selecting appropriate reference voltages. 

One three input majority NOT gate output is 

shown for reference. 
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4. SIMULATION   RESULTS 

4.1 OR/NOR Gate 

 

Fig.3. Output for OR/NOR gate  

Figure3 shows the output of  OR/NOR logic, 

When clk=1 and VREF=0.75V and  CA and CB 

are taken as 89.71fF. 

 

By analyzing any point in the graph of out1, 

it satisfies OR output logic with respect to 

two inputs when clock is 1. Similarly it 

satisfies NOR output logic with respect to 

two inputs in the out2 graph.

4.2 AND/NAND Gate 

 

 

                                    Fig.4.Output for AND/NAND 
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Fig.4. Output for AND/NAND 
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Figure 4 shows the outputs of AND/NAND 

logic, in out1 and out 2, when clk=1, VREF 

=2.5V and  CA and CB are taken as 89.71fF. 

 

 

 

4.3 Majority/Majority NOT Gate 

 

 

 

 

 

 

 

 

 

 

 

Fig  5. Output  for Majority/Majority NOT Gate. 

Figure 5 shows the outputs of   Majority and 

majority NOT Gate logic where Vref  is 

1.25V. Hence, from the simulation studies, it 

is clearly observed that just by changing 

Vref set  at  

various levels  OR/NOR, AND/NAND & 

Majority/Majority NOT Gate operation can 

be easily obtained. 

 

5. CONCLUSION 

The multiple-input C3L based NOR, NAND, 
AND, OR, MAJORITY gate and MAJORITY 
NOT have been designed here using one 
capacitor coupling logic circuit. The 
simulation studies have been carried out 
using TANNER (T spice) software at 250nm 
technology node. Here, only one clock is 
used (instead of two clocks) as the 
reference voltage is directly applied without 
using any extra dummy and coupling 
capacitor.  Less number of PMOS are used 
in this design. 
 

The smaller number of clock input 
substantially reduced the power 
consumption to 6.24*10-5 W for 20ns clock 
time period. The circuit proposed and tested 
here, is quite simpler with respect to the 
previously known design configurations. 
The unique technique, reported here, helps 
us to achieve low power and high-speed 
Threshold logic gates. The majority gate 
designed here has various applications in 
complex combinational circuits like Full 
adders. The work may be extended further 
to use single DC voltage source by 
generating a precisely variable reference 
voltage.
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Abstract—Wireless body area networks have become closely 
associated with the ever-evolving field of telemedicine. This paper 
provides a comprehensive review of the current applications of 
wireless body area networks (WBANs) in telemedicine, as well as 
the existing security measures in place to protect the sensitive 
patient data being stored and shared via potentially unsecured 
networks. Various types of proposed solutions will be reviewed, 
based on which a recommendation of the most effective solution 
will be.  

Keywords— WBANs, telemedicine, remote monitoring, data 
privacy, security, threats  

I. INTRODUCTION  

With the rapid growth of telemedicine over the last decade, 
there have been quite a few emerging technologies adapted for 
use in the field of medicine. One of these is the “the wearable”. 
Sensor technology – through use of wearable biosensors (in 
devices such as the FitBit and Apple Watch) have been 
providing useful wellness and physical activity data to users 
directly, but in order to store and transfer this data to an alternate 
location, there needs to be a specialized network and 
communication architecture in place to do so.  

Wireless body area networks (WBAN’s), otherwise known 
as body sensor networks, are wireless sensor networks which are 
specifically designed to assist in connecting various types of 
health sensors and medical appliances through a series of nodes 
and actuators - to the internet. They consist of WBAN’s, 
together with biosensor technology, have become an integral 
tool in remotely assessing, diagnosing, and monitoring a 
patient’s health, especially in elderly populations and/or rural 
locations where there exists a known barrier to healthcare 
access. The implications of telemedicine on lowering the cost of 
healthcare for patients is certainly another driver for utilization. 
While there exist many non-medical applications for WBAN’s 
and biosensors, this paper will focus on telemedicine and the 
protection of private health information (PHI) in the use of 
WBAN’s. A number of research [1-9] have conducted surveys 
on WBAN’s challenges and applications. Ensuring that the data 
transmitted via WBAN’s is done so accurately is crucial for 
effective monitoring and response, however, protecting the 
integrity of a patient’s private health information is equally as 
important. The rest of the paper is organized as follows: section 
II presents some WBAN sensor application, section III discusses 
WBAN architecture, section IV presents security/privacy 

requirements, section V presents existing solutions, and section 
VI is the conclusion. 

II. WBAN SENSOR APPLICATIONS 

A. Sensor Classification 

There are three types of sensors nodes. Each of these is 
defined based on the way it is implemented. Below are the 
classifications: 

1) Wearable: Sensor that is either placed on the surface of 
the skin or placed up to 2cm away from the body. Most medical 
applications of WBAN sensors utilize the body surface node. 
Examples are: EKG, EEG, blood pressure, heart rate, pulse 
oximetry, motion, sleep, and many others. 

2) Implant: This type of sensor is planted either underneath 
the skin or inside the tissue of the body. Today, these types of 
sensors are most commonly used in diabetic patients for 
glucose monitoring, as well as in cardiovascular patients for 
purposes of monitoring for signs of myocardial infarction. 

3) External: This type of sensor does not come in contact 
with the skin. Distance for implementation can range from 
several centimeters to five meters away from the human body. 
Mostly, these nodes are used for remote monitoring of a 
patient’s vitals, or with the help of internet connectivity – for 
sending patient vitals and health status data directly to 
providers. This then, allows providers to provide remote 
assistance by video or phone call, for example.  

The applications of WBAN sensors can vary greatly based 
on the medical specialty, purpose, and specific patient needs. 
Each application requires a different data rate, frequency, and 
consumption of energy. Table 1 [1] shows an example of some 
common WBAN sensor applications, and their individual 
specifications. 

B. Types of Nodes 

The different nodes in a WBAN network are categorized into 
three different types, based on their role within the network. 

1) Coordinator: Acts as a gateway to a different WBAN, a 
trust center, or an access coordinator. 

2) End: Does not have ability for data transmission to other 
nodes. It’s restricted to perform a specific set of functions. 
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TABLE I.  COMMON APPLICATIONS OF WBAN SENSORS [1] 

Application Type Sensor Node 
 

Data rate 
Power 

Consumption 
QoS (Sensitivity 

to Latency) 
Privacy 

 
In-body Applications 

Glucose Sensor Few Kbps Extremely Low Yes High 

Pacemaker Endoscope 
Few Kbps 

Low Yes High 

Capsule >2 Mbps Low Yes Medium 

 
On-body medical 

Applications 

ECG 
3 Kbps 

Low Yes High 

SpO2 32 bps Low Yes High 

Blood Pressure <10bps High Yes High 

 
On-body non-medical 

Application 

Music for Headset 1.4 Mbps Relatively High Yes Low 

Forgotten Things Monitor 256 Kbps Low No Low 

Social Networking <200 Kbps Low Low High 

Off-body Applications Motion Sensor 35 Kbps - - Low 

3) Relay: Represents intermediate nodes, Consists of a 
parent node, child node, and relay messages. These nodes can 
sense data from other nodes.  

Depending on the type and purpose of sensor, there may be 
an actuator capability present. Each of the above types of nodes 
provides information to the actuator mechanisms within a 
WBAN. The actuator is responsible for responding 
appropriately to the provided information (based on pre-written 
instructions). Actuator mechanisms can be the sole responding 
capability within a system, or one of many.  

For example, in an implanted insulin pump – sensors within 
the tissue obtain a glucose reading, send the information to the 
actuator, which responds by administering supporting and 
appropriate amounts of insulin to a diabetic patient. 

III. WBAN ARCHITECTURE 

The basic architecture of most WBAN’s will be discussed in 
this section. Along with describing the communication structure, 
the process of data transmission will be discussed here. 

A. Communication Structure 

1) Tier-1Intra-WBAN: At this level, the sensors are 
confined to communication within the body. The signals utilize 
a Personnel Server (PS) as a gateway to send the data to an 
access point (in Tier 2). 

2) Tier-2 Inter-WBAN: It is on this level that access points 
are used to connect the information in a WBAN with other 
outside networks. There are two types: Infrastructure based and 
Ad-hoc based. The most commonly used architecture in 
WBAN’s is infrastructure-based. This model allows for greater 
control over security, and more central management. In 
comparison, the ad-hoc based approach is larger and is able to 
extend coverage from two to 100m (allowing for movement 
through larger spaces). 

3) Tier-3 Beyond-WBAN: This level is most suitable for 
medical databases, as it is here that the specific user information 
and medical history of each patient is stored. This level acts as 
a “gateway”, connecting the specific WBAN to a larger metro 
area. 

Tier 1 is where raw data is generated from the patient’s 
wearable sensors, and from where this data is then distributed 
and stored. Tier 2 is where the data goes to be processed and 
aggregated before being stored again. The jump from Tier 2 to 
Tier 3 is done via Access Point, and at Tier 3 the data is sent to 
a much larger database/server for storage and access by 
authorized personnel (i.e: medical providers, insurance 
companies, scientists). Ensuring that this information goes from 
Tier 1 to Tier 3 and remains secure not only in route, but also 
for duration of storage in the central database is one of the 
greatest challenges of WBAN implementation [2]. 

B. Data Transmission 

Data can be transmitted either from the device to the 
coordinator, or from the coordinator to the device. Specifically, 
in star technology, there are two methods of communication: 
beacon and non-beacon mode. Beacon mode is when the 
network coordinator is responsible for all communication by 
sending periodic ‘beacons’ to identify the start/end of a super-
frame (which is set by the WBAN standard and the user).  

In non-beacon mode, the opposite is true. A node is able to 
send data to the coordinator, but only when the coordinator is 
invited to participate in a communication. That is when they 
power up and ask the coordinator to receive data [2]. It’s also 
very important to consider the utilized methods of data 
communication and transmission in evaluating the possibility of 
a data breach. Without understanding the existing architecture, 
it would not be possible to ascertain the limitations and/or 
address the problems.  

For example, in the event of a node failure during 
transmission, it is crucial that the data remains unable to be 
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maliciously modified and its integrity/dependability remain 
intact. However, in order to protect this data, one needs to be 
aware of the involved components and flow of data/storage to 
implement safeguards at the appropriate places. 

IV. CURRENT SECURITY/PRIVACY REQUIREMENTS 

After toolbar Data security refers to the safe transmission of 
patient data, while privacy refers to use exclusively by those 
intended to have access. The CIA triad (confidentiality, 
integrity, and availability) is quite relevant in the discussion of 
WBAN data security. One of the greatest challenges of data 
security and privacy in WBAN is achieving an optimal balance 
between availability, efficiency, and security.  

The National Institute of Standards and Technology (NIST), 
is the federal agency which oversees the development of 
information security guidelines. To further support the work 
being done by NIST, there are several existing federal laws 
mandating adherence to the set forward guidelines.  

The Health Insurance Portability and Accountability Act 
(HIPAA) was passed by Congress in 1996. Prior to enactment 
of HIPAA in 1996, there were no generally accepted guidelines 
for protecting health information in existence. In 2003, HIPAA 
came out with the Privacy Rule and the Security Rule. Each of 
these rules outlines very specific standards for privacy and 
security of a patient’s sensitive health information, accordingly. 
Failure to adhere to these standards can result in fines and 
penalties for non-compliance. The Health Information 
Technology for Economic and Clinical Health (HITECH) Act 
of 2009, which was enacted as a part of the American Recovery 
and Reinvestment Act, expanded the responsibilities of medical 
personnel and business associates to strengthen their protections 
of the privacy and security of patient health information.  

With the increasing prevalence of e-health, telemedicine, 
and tele-monitoring – WBAN infrastructure has also evolved. 
And while the availability of complex biosensor nodes, wireless 
monitoring systems, and databases has grown, the availability of 
protection from malfunction or breach has not grown nearly as 
much as necessary. The first part of this section will address the 
most prevalent and common security threats to a WBAN system 
that exist today. The second part of this section will talk about 
the security measures currently in place to counteract such 
threats.  

Table 2 provides an overview of common WBAN data 
security threats, as well as the associated security requirements. 
In addition, this table provides some of their proposed security 
solutions (which will be discussed in greater detail in the next 
section) 

A. Existing Security Threats 

According to Xu et al [10], the attack model can help to 
categorize various types of security threats, according to the 
location of the attacker and type of attack in question. The 
authors define the external and internal attacks. External attacks 
refer to an attacker that sits among the nodes and gains sensitive 
data through the link layer. They state that the way to deal with 
these types of attacks is to employ cryptography and data 
disturbance technologies. Internal attacks refer to an attacker 
that obtains information and/or configuration parameters by  

TABLE II.  COMMON WBAN THREATS, REQUIREMENTS, AND 
SOLUTIONS [2] 

Security 
threats 

Security requirements 
Possible security 

solutions 

 
Unauthorized 

access 
Key establishment and 

trust setup 

Random key 
distribution and Public 

key cryptography 

Message 
disclosure 

Confidentiality and 
privacy 

Link/network layer 
encryption and Access 

control 

Message 
modification 

Integrity and authenticity 
Link/network layer 

encryption and Access 
control 

Denial of 
Service 

Availability 
Intrusion detection 

systems and redundancy 

Compromised 
node 

Resilience to node 
compromise 

Inconsistency detection 
and node revocation and 

Tamper 

Routing 
attacks 

Secure routing Secure routing protocols 

Intrusions and 
malicious 
activities 

Secure group 
management, Intrusion 
detection Systems and 
secure data aggregation 

Secure group 
communication, 

Intrusion detection 
systems 

 

specifically attacking a node, after which more private data can 
be obtained. According to the authors, the way to deal with this 
sort of attack is to use data anonymization and fuzzy techniques. 
Xu et al. also discuss attacking of eavesdropping private data 
versus attacking of tampering and forging private data. The 
former attack model infers data through analysis and monitoring 
of network traffic (which destroys the privacy and 
confidentiality of data in question), while the latter attacks nodes 
by means of tampering, forging, or deleting sensitive health 
information (which destroys privacy, authenticity, integrity, 
reliability, and availability of WBAN data) [10].  

After reviewing several other papers and articles outlining 
the biggest security threats to the data in WBAN’s, below are 
some of the most commonly discussed threats, in order of 
greatest frequency of mention [2, 10, 11]: 

1) Node compromise/vulnerability: If a node is 
compromised, then it can no longer be trusted. Generally, this 
occurs once an attacker has found a node, and directly 
connected it to their computer. Once this happens, the attacker 
can proceed to utilize the node for their benefit and/or to harm 
others. A vulnerable node refers to a node that is not sufficiently 
protected from a data breach, therefore, posing a significant risk 
with each utilization for data collection/transmission. 

2) Unauthorized access: Entry to (or use by) an unintended 
party of all of the nodes in the WBAN by pretending to be an 
authentic remote user. This can be a result of irresponsible 
behavior by intended users (eg: password sharing, etc) with no 
intention of malicious activity by the original intended user. 
This can also be a result of lacking network security. Regardless 
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of intent, this can lead to compromise of the nodes (eg: port 
scanning), the network (eg: installation of malware), along with 
breached integrity of all the data contained. 

3) Denial of service (DOS)attacks: By utilizing a DoS 
attack on a WBAN, the network becomes unable to provide the 
necessary services. It is highly likely that any prolonged 
disruption of service will either lead to packet loss, failed 
transmission of vital patient data, or even a delay in appropriate 
and necessary life-saving intervention. 

4) Jamming/tapering: Jamming is a specific subset of DoS 
attacks, in which radio frequency interference is utilized on 
several of the nodes to block the entire network. Jamming does 
not work on large networks, but works very efficiently on 
smaller networks. Since the current state of wireless links/nodes 
is generally highly exposed, jamming attacks are a high threat 
to WBAN networks, and can also lead to packet loss. 
Tampering refers to electronic interference, damage, or 
replacement of original information by an attacker. This could 
be done on a WBAN to obtain a patient’s health information.  

5) Intrusion/malicious activity: Refers to any number of 
types of attacks that a WBAN can be a subject of, which are of 
a malicious intent. Any activity that results in the inappropriate 
use or sharing of a patient’s private health information would 
fall under this category.  

B. Current Security Requirement 

Most of the available literature differentiated between the 
most basic concepts (CIA triad and several others) that are 
required of a WBAN to keep data secure, and those advanced 
measures that are ensuring to maintain security levels above the 
current standard (even still with some limitations and lack of 
certainty). Below are listed some of the basic measure concepts: 

1) Data confidentiality: Ensuring that data remains 
unexposed and protected from unauthorized access. 

2) Data integrity: Refers to measures taken to ensure the 
accuracy and consistency of content; this applies both to 
singular data as well as data packets. 

3) Availability of network: Crucial aspect of WBAN; the 
network should be available at all times to the patient, and in 
case of loss of availability – the network should be able to 
seamlessly change operations to an alternate WBAN. 

4) Data authentication: Allows nodes within the WBAN to 
be verified as originating from a known trust center or 
trustworthy node, by accurate calculation of a Message 
Authentication Code (MAC). 

5) Secure management: Coordinator should have secure 
control, in order to deliver key distributions via 
decryption/encryption techniques. 

6) Dependability: Failure in retrieving correct patient data, 
and in a timely manner, can be life-threatening. 

7) Locating abilities: Ability of a WBAN to be able to 
correctly identify a patient’s location in order to prevent an 
attacker from being able to send fake location signals during an 
attack, for example. 

8) Accountability/flexibility: This refers to both the 
necessity of authorized providers to be held responsible for 
upholding their duty in keeping sensitive PHI secure, as well as 
to the patient’s right to have ability to change access controls of 
their WBAN in case of emergency or change of provider. 

9) Privacy rules/compliance requirements: HIPAA, 
HITECH (discussed in more detail at the beginning of this 
section). 

Following are some of the most commonly mentioned 
advanced security methods being employed today, with 
discussion of their limitations [1,2, 12]. 

1) TinySec: Came about as a solution to gain link layer 
encryption and authentication of data. The process of the 
system is to employ a group key between sensor nodes, while 
encrypted data packets and a MAC are calculated for the entire 
packet. Limitation: relies on a single, shared key – which 
provides minimal security against physical node capture. 

2) Biometrics: The intrinsic characteristics of a patient’s 
body are used to manage cryptographic keys for sensors 
attached to the body. In other words, two of the specific sensors 
need to measure an equal value so that a symmetric key can be 
securely generated and distributed. Limitation: complex in 
nature, and difficult to maintain when mobile patients 
connected to one WBAN reach the proximity of another 
WBAN. 

3) IEEE 802.15.6 security protocol: The most updated 
2012 version of the standard, which strives to provide an 
international norm for short-range wireless communication 
around a human body, which utilizes reliable low power, can 
range anywhere from narrow to ultra-wide band (75.9Kbps to 
15.6Mbps). Includes two layers of specifications:Physical and 
MAC layer. Physical  layer deals with Narrowband (NB), Ultra 
Wideband (UWB), and Human Body Communications (HBC). 
This layer defines the electrical and physical specifications. 
MAC (Media Access Control) layer deals with control of the 
hardware responsible for interaction with the wireless 
transmission medium. 

4) ZigBee security services/IEEE802.15.4: In addition to 
the outdated IEEE protocol, ZigBee provides supplementary 
security protocol/standard. It does this by identifying a trust 
center, through which coordinator nodes become responsible 
for allowing other nodes to join the network and to 
appropriately distribute keys. It addresses the unique needs of 
low-power, wireless IoT networks, precisely like the WBAN. 
Limitation: Low complexity and low data speed of the ZigBee 
protocol, as well as its high cost of maintenance surely place 
Zigbee (and the outdated IEEE 802.15.4 protocol) at a 
disadvantage when considering future solutions. 

5) Bluetooth/Bluetooth Low Energy(BLE): Bluetooth is 
designed for short range communications with high data rates. 
Operates in 2.4GHz frequency and works similarly to a star 
topology. But it has some limitations such as it consumes high 
energy and is not suitable with a WBAN application, as they 
are already low-energy networks. On the other hand, Bluetooth 
Low Energy (BLE), also known as Bluetooth 4.0, was designed 

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

250



to operate on lower-power and in shorter range. In WBAN 
applications, BLE can pair devices and synchronize in 
milliseconds. The limitations of BLE are similar to those of 
traditional Bluetooth technology, however, some mobility 
support for WBAN applications exists. 

6) Wireless security protocols: Wi-Fi Protected Access 
(WPA) ad Wi-Fi Protected Access version 2 (WPA-2) are two 
of the protocols being used for wireless network security. WPA 
uses temporal key integrity protocol (TKIP) for encryptions, 
while the newest WPA-2 version uses AES, which is much 
more secure and reliable. Limitation: Not able to cover all 
traffic, and not able to protect the nodes. 

7) Encryption technologies: Hardware; Elliptic curve 
cryptography; Symmetric Key Encryption: Algorithm that 
utilizes the same key for encryption of plain text and decryption 
of cipher-text; Conventional Public Key Encryption: Technique 
that utilizes a paired public and private key algorithm to secure 
data communication; Identity-based Encryption: One of the 
most primitive types of cryptography. It uses some unique 
information about the identity of the user, as the user’s public 
key. 

V.  SOLUTIONS 

The following are some of the most commonly proposed 
solutions for minimizing the potential of a data breach at any 
point in the WBAN, as per the literature review. Each of these 
are either only theoretical concepts just yet or are still in the early 
stages of implementation for WBAN systems. Consequently, 
there are pros and cons to each of these solutions, as well as 
some impacts that are as of yet unknown. 

A. Software Defined Networking (SDN) 

Offers a technological approach to network management 
that could improve performance. It would centralize network 
intelligence by separating the control plane from the data plane. 
It is expected to reduce the complexity of network management 
by enabling dynamic and efficient network configuration. In 
WBAN implementation, this would render the network more 
like that of a cloud-based system than the current and traditional 
methods. Also, it has the potential for a great reduction in the 
node’s energy consumption, but not enough research has been 
done on this yet to ensure this outcome. Fig. 1 depicts the 
architecture of an SDN.  

Limitation: It is not yet known how SDN will function with 
heterogeneous (and other) data aggregation, which may either 
become a pro or con of SDN utilization. Many of the other 
theorized benefits have yet to be explored and finalized, which 
makes the effective implementation of SDN a limitation for the 
time being [1, 13]. 

B. Blockchain 

Emerging blockchain management systems can offer 
increased security of the highly sensitive obtained information 
by creating an effective and secured data-sharing platform. 
Blockchain is essentially a decentralized and distributed ledger 
which stores digital information in a public database.  

 

Fig. 1. SDN system architecture 

Limitation: Modification of data in blockchain is made 
impossible by its immutability property. This leaves the 
potential for erroneous data to be entered into a patient’s 
electronic health record (EHR) if a dysfunction occurs in the 
network. 

C. Intrusion Detection and Prevention Systems (IDPS) 

Can be directly used for WBAN network protection, but 
more so discussed in terms of a digital forensics tool for 
potential discovery of malicious activities, and to aid in 
development of improved security/privacy policies for WBAN 
servers (as well as other m-health applications and databases. 

D. Energy Harvesting (EH) 

Energy harvesting is the ‘harvesting’ of energy from external 
sources. This energy is then captured, stored, and utilized. EH 
provides a small amount of power to low-energy electronics. 
Mostly used for small, wireless networks precisely like the 
WBAN, it becomes a self-sustainable energy source for the 
network.  

Limitation: Does not generate sufficient energy quickly 
enough for most applications, and the modules required tend to 
be bulky. 

E. Multi-biometric scheme  

Multi-level approach to security, which essentially utilizes a 
specific part of the body/node sensor to authenticate the identity 
of an authorized/intended user and provides a ‘key’. When this 
is utilized in conjunction with other authentication and 
biometric-based methods, it becomes a multi-biometric scheme. 
Khan et. Al. [14], proposed a cloud-based framework for 
improved data security, and while this may very well be a viable 
option for the future of mobile healthcare applications, it is more 
interesting that their approach also utilized a multi-biometric 
system in order to generate a common key.  

Limitation: Can at times be dependent on the environment 
of the biosensors. For example, proper functioning may not 
occur at a certain room temperature or light exposure. 

F. Advanced Encryption Standard (AES) 

While there are already some cryptographic methods being 
utilized in WBAN to ensure the integrity and confidentiality of  
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Fig. 2. WBAN security and privacy [2] 

data transmission by encrypting the bio-signals, employing a 
256-bit AES will decrease the likelihood of a data breach even 
further. Established by the NIST, the original encryption 
standards were created in order to provide specifications and 
requirements for the encryption of electronic data [15].  Figure 
2 depicts a typical example of security and privacy in a WBAN 
[2]. An appropriate location for most of the above-mentioned 
solutions could be identified according to this scheme as it is, 
but some of the solutions would require an altered scheme in 
which they could be included.  

VI. CONCLUSION 

When it comes to WBAN technology and telemedicine 
applications, data security and patient privacy are directly 
correlated. If the collected information is not able to be 
confidentially and securely transmitted to the intended provider 
and/or healthcare facility, then it is no longer reliable. In a worst-
case scenario, if such a breach results in interrupted transmission 
or falsified data, then the result could prove to be life-threatening 
or fatal for the patient involved.  

After conducting a literature review, a pattern began to 
emerge regarding potential methods of enhancing the security of 
patient data in WBAN transmission and storage. Based on 
existing evidence and theories, the research recommends for 
increasing the breadth and depth of data security in WBAN 
would be a hybrid approach of existing solutions. The 
combination of SDN and a multi-biometric scheme would 
provide greater security both for the physical and software sides 
of the network. It would increase security of patient monitoring, 
ensure efficient and secure delivery of collected data, support 
energy efficiency of the nodes, and provide a higher percentage 
of secure keys available on the network. This hybrid approach 
to solving the issue of data security in WBAN’s is likely to yield 
the highest increase in data security/privacy of the network, 
while requiring the least amount of initial investment.  

In the future, however, much more resource needs to be done 
on the SDN in order to be able to fully understand its capabilities 
and implications for WBAN implementation, as well as to 
improve on its current limitations and unknown factors. Also, 
more resources should be invested into further improving the 
multi-biometric security approach. While overall the method is 
straight-forward, the specifics of WBAN implementation still 
need to be fine-tuned in order to be easily applicable to all types 
of WBAN networks and biosensor nodes uniformly. 
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Abstract—Technology and methods on cyberattack and 
strategy on cybersecurity always develop simultaneously. Once a 
knotty method of cyberattack has been created, information 
security specialists always react immediately and come up with a 
new security system that can prevent and eliminate the attack. 
Then, the hacker will try to find bugs from the system and perform 
alternative attacks. The war on security just never ends. The 
article tries to conclude our current information security 
environment and frontier battleground. The article is focused on 
some specific techniques such as machine learning and neural 
networks along with their applications on both the cyberattack 
side and cybersecurity side. The future predictions are made on 
how A.I. technology may change the current situation on 
information security. How attackers may use these technologies to 
steal user privacy and how a current security system should adapt 
to the evolution of cyberattack. Google has announced the 
realization of quantum supremacy on a quantum computer. As 
known, a quantum computer can solve problems required years 
with a current computer in seconds. This can be catastrophic to 
modern cryptology. The article discusses the problem and 
introduces potential reconstruction solutions on encryption. The 
ultimate goal of the article is to discuss the potentials with modern 
technology on information security and alarm people to be aware 
of these risks, also making predictions on how the future of 
information security will be like.  

Keywords— Cyber Security, Cyberattack, User’s Privacy, 
Security System, Information technology, Machine Learning, 
Neural Networks, Artificial Intelligence, Quantum Supremacy  

I. INTRODUCTION  

Information security is one of the most heavily invested 
areas by the government and corporations nowadays. This is due 
to the number of massively increased crimes on cyberattacks. In 
the first six months of 2017, the recorded number of data stolen 
cases exceeded two billion, which is already double the number 
reported of the whole year 2016. Two billion dollars’ 
ransomware payments were also announced, making the 
situation more severe than ever [1]. 

A. History of Information Security 

Ever since the early days of communication, the war 
between message keepers and message breakers never ends. In 
the ancient era, due to lack of highly efficient communication 
methods, important military instructions were usually sent by 
messengers or ravens. However, without cryptography, such 

delivery can easily be stopped, and the messages were known 
ahead by the enemy. Around 50 B.C., the great commander 
Julius Caesar created probably the first encryption methodology 
called “Caesar Cipher”. Since then, the main focus on 
information security is on how to create a more complex 
encryption system. However, for more than a thousand years, 
the method of procedural handling controls remained the same. 
Messages were kept transported by trusted persons, guarded and 
stored in a secure environment or sturdy boxes. 

In the 19th century, the invention of telegrams changed the 
total gaming rule in information security. Now people have a 
method to exchange messages without physical letters. In 1861 
to 1865, the American Civil War was the first warfare that used 
telegrams as a method of transport messages. Warring parties 
use this technology to manage military deployment and give 
commands. Telegram used radio as a medium of transportation. 
This gives the opposite party a chance to spy the message. Soon, 
the method of monitoring the enemy message became realized; 
the telegram was no longer a safe choice for message 
communications. 

Entering the 21st century, the popularity of the 
interconnected network on computers makes another way of 
exchanging private messages possible. The Internet uses the 
internet protocol suite (TCP/IP) to connect the computer device, 
creating a convenient communication system throughout the 
world. People who use a computer can use the internet to send 
messages to another computer all around the world as long as 
the device is connected to the internet as well. The delivery of 
an important message has never been this easy before, however, 
the disclosure of messages has never been this easier as well. 

B. Current Status of Information Security 

In ancient times, the transportation of secret messages relies 
on couriers. When telegram was invented, you needed to be near 
the receiving center to spy incoming mails or to enter the 
information center to steal the hardcopy message. As a result, 
physical security always attracted more attention back then. 
CCTV and levelled authorization systems were created to keep 
the suspicious away from the information center; however, with 
the creation of the internet, there now exists the possibility of 
hacking into the data center while the hacker is thousands of 
miles away. In 2013, a couple of American Banks including 
Chase, Citi Bank, JPMorgan suffered DDoS attacks 
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simultaneously after investigation, the attackers were located in 
Iran which is over 10,000 kilometers from the States [2].   

On the other hand, the variety of different cyberattack 
methods make it more challenging to perform protection as well. 
DDoS, phishing, SQL injection and even social engineering are 
all potential methods used by hackers. These make the current 
information security situation more severe than ever. 

C. Current and Potential Methods to Eliminate Cyberattacks 

Thankfully, our modern technology used by information 
security specialists is always one step ahead of the hackers’. 
Researches and data have shown more than 92% of cyberattacks 
can be prevented by a well-designed security system, reliable 
operational performance and timely incident handling. In fact, 
around 86% of cybercrimes were finally uncovered, and the 
criminals are punished. 

What’s more, while more and more investments are running 
into the information security area, it already becomes the test 
field of new technology. Machine Learning has already been 
proven extremely efficient when dealing with DDoS attacks; 
neural networks and other A.I. methods start to be widely used 
on security structure and system implementation. Hopefully one 
of the first application areas of quantum computers will be on 
information security as well. We will discuss each of the above 
new solutions and their perspective below.  

II. MACHINE LEARNING 

A. Introduction to Machine Learning 

Machine Learning is a statistical method as well as a 
computational algorithm firstly announced by American 
computer scientist and statistician Arthur Samuel in 1959. With 
more than half-century of development, machine learning has 
developed to a complete theory of data analysis and 
classification methodology. 

According to Mitchell [3], the underlying ideology of 
machine learning is to let the computer program acquire 
knowledge from observation with respect to some class of tasks. 
In order to achieve the goal, the program will firstly separate 
existing data sets into two separate groups. One is called the 
training set; the other is called the testing set.  

The software will first operate on the training dataset. It 
performs universal modification and injects each data point onto 
the hyperplane, then draws the best fit separation line on that 
hyperplane to perform clustering or to forecast potential patterns 
shown in figure 1. 

Fig. 1. Best fit separation line [3] 

After the clustering is finished, the software uses the testing 
dataset to re-test the pre-established model. The reason for these 
steps is that in real-life, outliers and extreme cases may occur 
randomly. These cases may profoundly influence the final 
model; therefore, cause inaccuracy. On the other hand, the 
procedure is also used to delete irrelevant factors from the 
dataset to create a more realistic model. The software uses the 
testing dataset to test the accuracy of the model and perform 
minor changes to prevent over-fitting. 

Typically, machine learning is separate into three 
approaches to conquer different queries of problems.  

1. Supervised learning has input value and returns cost 
function to measure the validity of the model. The 
algorithm has clearly target output returns. Successfully 
implemented supervised machine learning models can 
make close output estimations or correct classifications. 

2. Unsupervised learning has no desired output. It usually 
deals with examples with unknown patterns and without 
pre-existing labels. The software requires to figure out the 
rule all by itself. Clustering problems are usually solved 
by this method. The software finds similarities and 
dissimilarities between each example and gives the 
optimal clustering group to separate data. 

3. Reinforcement learning exists somewhere in between, 
instead of a clear output target. The algorithm only has a 
vague reward mechanism that gives reward on some 
specific behaviors. The software’s target is to find the 
optimal strategies to maximize the reward. 
Reinforcement learning is widely used in a lot of game 
simulations and puzzle-solving. 

B. Machine Learning in Cyberattack 

Machine learning is a very efficient tool to manipulate. 
Tasks that take for hours or days can be easily shortened to 
seconds with the application of machine learning software. The 
situation is also true when performing cyberattacks. 

Phishing is the most common way of cyberattacks. The 
attacker disguises himself as a trustworthy entity in electronic 
communication and then verbally deceives critical personal data 
such as credit card information or implements worms or viruses 
on the victim’s computer via suspicious files. Within the first 
three months of 2017, more than 100,000 cases of phishing 
crime were reported in the United States. Some of the infamous 
enterprise and political scandals such as Target data breach and 
Hillary Clinton email controversy. Phishing is so prevalent 
among hackers because it is an extremely low cost and 
unbelievable easy way of attack. Viruses and worms are very 
simple to code or can easily be downloaded from the internet. 
The only mission attackers required to do is to spread the 
message out to as many people as possible and expect some of 
them to open the file. As a result, the most difficult part of 
performing a phishing attack is to trick the victim into believing 
the hacker’s fake identity. 

As mentioned above, Hackers usually pretend to be some 
official entity or close friends. In order to gain beliefs from the 
victim, the hacker will try to gather some personal information 
prior to the attack to increase the success rate. Machine learning, 

 

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

254



as a wonderful data analytics tool, has a spectacular performance 
on public personal information collection and analysis. In the 
current information era, everyone has some personal 
information exposed to the public on social media. Machine 
learning can be used to collect this information and with only 
the victim’s name as a key word. The model can self-select and 
clustering all information that is actually related to you can 
eliminate the others. Machine learning techniques can be used 
to classify all your information such as your closest friend, home 
address, telecom vendor and family relationship. After that, it 
can further analyze your characteristics. The model can predict 
your future movement, potential requirements and even 
personalities. Be aware, all these collections, classification, and 
analysis all happened in seconds with the help of machine 
learning algorithms. By far, the hacker has already controlled 
your detailed profile which significantly increases the possibility 
to trick you. In fact, hackers usually use machine learning for 
characterization even before the victim selection. Hackers, after 
having collected thousands of emails, will send malware only to 
those who would click on the link. The name-list of who is easy 
to get tricked by is all provided by machine learning analysis. 

C. Machine Learning in Cyber Security 

Machine learning itself is not a bad technology that only 
brings negatives. Actually, it brings more positives than 
negatives to the cybersecurity area. Machine learning 
performing surprisingly well on prevent and handling DDoS 
attacks which is one of the most troublesome cyberattacks that 
bothered security specialists for years [4-5].  

DDoS stands for Distributed Denial of Service shown in 
figure 2 is a cyberattack that the hacker floods the target machine 
or server with superfluous requests in an attempt to overload the 
system. The most challenging part of dealing with DDoS attacks 
is that in distributed denial of service attacks, the incoming 
traffic flooding originates from different sources. Some of the IP 
addresses are real IPs that are controlled and stolen by the 
attacker, and some of the IPs are simply just fake; However, it 
is impossible to monitor which of these requests come from the 
attacker and which of them actually come from real clients since 
every request has different IP addresses. Before the invention of 
machine learning, the most common way to deal with DDoS 
attacks is simply shut down the server entirely so that no request 
at all will be processed [6].  

Fig. 2. Example of a Distributed Denial of Service [8] 

 Recent researches have shown that machine learning has 
incredible behavior while solving DDoS attacks. Even though 
the IP addresses may seem like a series of random numbers to 
us, it is full of logic and patterns for computers. With machine 
learning algorithms, it is actually possible to find common 
patterns in network packets that carry out the attack and 
therefore eliminate most of the attacker’s fake IP addresses all 
at once. The Catholic University of Korea’s professionals, Noh 
et al. [8], has run tests on their security program with supervised 
machine learning algorithms. It turns out that the software has 
the ability to recognize 87% of the fake addresses with the 
correct rate of 90%. What was more surprising was, after 
detailed analysis, the software can actually recognize a hacker’s 
potential real IP address and therefore, locate the hacker’s 
physical position, which makes arresting possible. Besides, 
some IP address patterns are often used by hackers to perform 
DDoS attacks. The result can be simply calculated by the 
software, and put those addresses on the blacklist. As a result, 
every time those addresses submit some request, the system will 
be alarmed or the system can simply refuse to receive requests 
from the address any more. 

The result is phenomenal. DDoS is definitely the most 
troublesome cyberattack. The cost and inconvenience of servers 
shut down brings colossal damage to real clients and 
corporations every year. With this application of machine 
learning, enterprises no longer need to be afraid of DDoS attacks 
in the future. The method of preventing flooding of hacker’s 
requests while still keeping the server functional is possible. 

III. APPLICATIONS OF NEURAL NETWORKS IN CYBER SECURITY 

A. Introduction to Neural Networks 

The idea of using electronic circuits to imitate the human 
brain’s functionality was long proposed by Scottish psychologist 
Alexander Bain. However, the ideology failed to come true until 
Canadian computer scientist Geoffrey Hinton came up with his 
updated methodology and application called backpropagation a 
hundred years later in 1985. 

Backpropagation used a mathematical optimization method 
called gradient descent as a support. Gradient descent is based 
on the observation on general multivariable functions that if the 
function (F(x)) is defined and differentiable in a neighborhood 
of a point α, then F (α) decreases the fastest in the direction of 
the negative gradient of F. Therefore, we can have the equation: 

 ୬ାଵ ൌ ୬ െ γ ⋅  .ሺ ୬ሻ (1)  γ is a suitable step sizeܨ

Backpropagation used this ideology to create multilayer 
web-like networks to simulate the function of neutrons. The first 
layer is called a input layer, where it stores every data collected. 
The last layer is called the output layer where it returns the final 
output. The middle ground is called hidden layer, where 
calculation and modification are performed. The model has a 
loss function which can be used to calculate the accuracy of the 
final output. Basically, the algorithm starts with the random 
arrangement, then compares the final result with the actual value 
to calculate differences. After that, gradient descent is used to 
backwardly distribute and revaluate changes and functions in the  
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Fig. 3. Neural Network with 2 hidden layer [8] 

hidden layer. The process keeps on iterating until the result 
calculated is exceptionally close to reality. Consequently, we 
achieved our final model of the problem. The process is shown 
in figure 3 [8, 9]. 

B. Neural Networks in Cyberattacks 

Compared to standard machine learning models, neural 
networks models do not show superiority in accuracy. In fact, 
compared to traditional machine learning, the accuracy of the 
neural network actually decreases. The purpose of neural 
networks is trying to let computers think as humans. Humans 
make mistakes, as neural networks. As a result, the model by 
neural networks may not be extremely accurate; however, it is 
definitely the most human-like. 

Hackers can use this quality to perform low-cost 
cyberattacks. Hackers often use neural networks to create 
communication robots to reply messages. Reports have shown 
that the modern phishing and ransomware crimes no longer rely 
on single mailing communication. Since people nowadays are 
familiar with the crime, internet users are careful when receiving 
suspicious emails. Consequently, instead of sending out the 
viruses and worms immediately, these hackers use auto-reply 
robots to pretend as the receiver’s friends or family members, so 
that they relax email receivers in the first place. As the 
conversation goes further, the hacker then sends out the viruses 
which gigantically increase the success rate. These robots can 
analyze the receiver’s personal relationship on social platforms, 
then choose a fake identity from the receiver’s contact list and 
start the lively conversation with the victim. This new form of 
attack is proved 5 times more effective than traditional methods. 
Even some information security professionals fall into the trap. 
Sometimes, the hacker is not even required to inject viruses or 
worms. Simply pretending to be the victim’s friends and asking 
for a money transfer can also succeed. What’s more threatening 
is that a single computer performs all these procedures. What’s 
more, this computer can reply and analyze hundreds of victims 
at the same time, create unbelievable efficiency on frauds. 

C. Neural Networks in Cyber Security 

However, computers are still computers, with careful 
operations, it is still easy to prevent becoming the victim. Neural 
networks bring more contribution to the information security 
area than damages. The modern information security system 

architecture is very dependent on the technology. Neural 
networks are instrumental in prevention and defending new 
malware invasion. 

Malware is a type of harmful software designed to cause 
damage to the injected computer. Common types of malware 
including viruses, worms and Trojan horses. A computer virus 
is a piece of code that modifies another computer program to 
cause dysfunctionality when activated. A worm is a type of 
software that when executed, will continuously replicate itself 
until the server is full and crashes. Trojan horse is a combination 
of both virus and worms as well as a backdoor software that 
provides unauthorized access to the controller. 

The structure of these malwares is surprisingly simple. Some 
of them may only contain less than 100 rows of codes and 
compare to the malware twenty years ago. The coding ideology 
hardly changed. However, computers nowadays can still easily 
get infected by these viruses because even though the security 
system is familiar with every pre-established malware, tiny 
minor modification is all required to build a new kind of virus. 
Therefore, even though the functions are the same, the system is 
unable to recognize and identify the software and have no 
prepared solution for the attack as well. 

Neural networks, since simulate real human brains 
processes, can deal with unfamiliar attacks. While foreign new 
malware is injected, the neural network model can quickly 
analyze the danger level of the software to determine whether 
the incoming software is malware or not. Even if the software 
fails to detect the danger of the software, After the software 
starts to function. The model is possible to create suitable anti-
virus software to stop the attack on time. In addition, the 
software actually can perform self-testing practice. Developing 
itself by first creating a new kind of malware and then trying to 
eliminate the malware to progress its functionality. In the near 
future, neural networks will be the best malware defending 
protector as well as the best malware creator. 

D. Other Artificial Intelligence Applications 

Both machine learning and neural networks are actually 
different approaches for artificial intelligence in solving 
different categories of problems. Of course, there are lots of 
other approaches which are very useful in information security 
as well.  

Symbolic artificial intelligence is one of the oldest ideologist 
of A.I. Symbolic A.I. solves problems with logic and 
mathematical computation. Symbolic A.I. machines start with 
basic rules and information (data), then use logical thinking and 
statistical analysis to revert the thinking process and draw 
conclusions according to the calculation. The method remains 
high accuracy on solving mathematical and logical problems 
which in the information security area, to create or decipher 
passwords. People tend to create passwords that are hard for 
other to guess but easy for themselves to remember. The brutal 
method of guessing passwords is trying every possible 
combination of the letters which may take years to finish. 
However, with the help of A.I. technology, the machine can 
analyze a user’s public information and simulate the user’s 
original logical thinking process, then come up with a group of 
possible passwords based only on public information. This may 
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sound horrible; however, the same methodology can also be 
used to create passwords. The machine can help in creating the 
least likely password but at the same time, easy to remember 
[10]. 

 Evolutionary algorithms are another different approach to 
artificial intelligence. Instead of simulating the human brain, the 
algorithm chooses to imitate the evolution processes. The 
algorithm first creates several potential solutions, then chooses 
the best fit for reproduction, and breeds new individuals through 
crossover and mutation operations. After generations of 
reproduction, the final model is created. As a result, the method 
is very handy to create lethal malware, as well as impenetrable 
firewalls [11]. 

IV. QUANTUM COMPUTER AND QUANTUM SUPREMACY 

In 1941, the creation of Atanasoff-berry Computer 
announced the first automatic electronic digital computer. Since 
then, people have been using electronic signals and binary 
systems to operate computers. In the 1980s, along with the 
development of quantum physics, physicist Paul Benioff 
suggested using quantum particles, instead of electronic 
particles, to create a computer. This is the first recorded 
annunciation of quantum computers. Paul Benioff suggested 
using quantum particles instead of electrons to create the 
computer due to the theory of superposition principle. 

We choose binary coding in computer science because there 
exist only two states of electrons, positive and negative. 
However, in quantum physics, the state is more complicated. 
Quantum superposition states that any two quantum states can 
be added together, and conversely, any quantum state can be 
represented by the addition of two quantum states. As a result, 
in quantum physics, the signal can be positive, negative, as well 
as positive and negative at the same time. Imagine a 4-bit 
memory traditional computer meaning that the computer can 
only state four-bit data (example of data includes 1001, 1100, 
1111, 0000); as a result, in order for all combinations to be 
present, 16 of this kind computer is required. However, with a 
4-bit memory quantum computer, since the state in a quantum 
computer is very vague, assuming all quantum bits are in 
superposition, only one computer is required to present all 
combinations. So, as in extreme cases, one quantum computer 
has the ability to compete for 16 traditional computers if the size 
of memory is restricted to 4-bit [12].  

Fig. 4. Example of Caesar cipher [13] 

In fact, assuming the traditional computer has the memory 
of size n, the potential of same size memory quantum computer 
equals 2 of traditional computers all combined The power of 
processing and ability to solve problems increases exponentially 
as the memory increases. This potential that quantum computers 
can ultimately exceed the power of traditional computers and 
even solve problems that are impossible for electronic 
computers is called quantum supremacy. With the processing 
and calculation power of the quantum computer, even solving 
the question in the most brutal way, a quantum computer can 
still defeat the electronic computer in speed. Problems that used 
to require years to solve can be shorted to seconds. This is 
catastrophic to modern cryptography. 

A. History of Cryptography 

The first encryption techniques were created by Julius 
Caesar around 50 B.C. to prevent leakage of important military 
messages. Caesar cipher is an elementary type of substitution 
cipher shown in fig. 4. The methodology is merely replacing 
each letter of the message with some fixed number of positions 
down the alphabet. For example, with one number of positions 
down the alphabet, the word “apple” can be encrypted to 
“bqqmf”.  As time passes, the complexity of encryption becomes 
higher and higher. During world war II, German created a 
special encryption machine called “Enigma” to be responsible 
for encryption of important telegram messages. Special 
decryption team full of mathematicians and cryptography 
professionals were formed by the Allies to solve this mystery. It 
took these genius years to come up with the solution finally. The 
successful decryption was announced one of the vital factors of 
the victory in World War II. In 1977, with the popularity of 
computers. American cryptographer Ronald Rivest and his 
teammates created the best known and popularly used numerical 
encryption method called RSA [13, 14]. 

RSA (Rivest-Shamir-Adleman) named after its inventors, is 
a public-key cryptosystem used in the modern information 
security area. The ideology is based on the mathematical theory 
that the level of difficulty of factorization increase as the number 
increases. In other words, it is literally impossible to factorize a 
large number that is the product of two substantial prime 
number. Assume Tom want to send and receive messages from 
his friends via an untrustworthy tunnel. In order to prevent 
spying. Tom firstly find two different large prime number, p and 
q, let ܰ ൌ  ⋅  ,be the product of these two prime number. Then ݍ
let ݎ ൌ ሺ െ 1ሻሺݍ െ 1ሻ. Choose an integer ݁ ൏ ݎ  such that e 
and r are relatively prime. Then they can easily achieve d where ݁ ⋅ ݀ ≡ 1 ሺ݉ݎ ݀ሻ. Finally, the combination (N, e) is called to 
be the public key that can show to everyone who wants to send 
message to Tom, and (N, d) is called private key that needs to 
keep in private and use only on decryption. Assume Tom’s 
friend, Jerry, receives Tom’s public key and want to send 
message to Tom, he first tries to change his message into a series 
of number that both he and Tom can understand. Then, he 
decrypts the message by calculating ܿ ≡ ݊ ሺ݉݀ ܰሻwhere n is 
the message and e, N are Tom’s public key. Jerry will send only 
the number c to Tom. After receiving Jerry’s message, Tom can 
decrypt the message by calculating ݊ ≡ ܿௗ ሺ݉݀ ܰሻ where n is 
the message and d is the private key. Apparently, with the above 
procedure, the outcome source can't decrypt the message unless 
he knows the private key d; however, to acquire the private key, 
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the hacker needs to solve the factorization problem on giant 
number N which is the product of two large prime numbers. In 
fact, when the number is large enough, the process may take 
hundreds of years to solve with our current computer’s 
processing power. As a result, RSA is the most used encryption 
method in current society, especially in finance area. Almost 
every bank in the world uses RSA to performing currency 
exchanges between customers. However, even though the brutal 
force is proved impossible to break RSA, with Quantum 
Computer, it is another story. 

B. Cryptography and Quantum Computing 

The processing power of quantum computers is proved to be 
supremacy. Factorization of large numbers may be unsolvable 
for current computers, but not for quantum computers for sure. 
Modern encryption methods like RSA, will be extremely fragile. 
However, it is stupid to worry about our privacy’s safety. 
Quantum computing will bring a more secure encryption 
method that keeps our information safer than ever. Quantum 
cryptography is the science of exploiting quantum mechanical 
properties to perform cryptographic tasks. It solves the crisis and 
chaos quantum computing may bring to cryptography and 
creates a new system of encryption. There exist many theories 
on how to use quantum computing to encrypt and secure our 
system. One of the potential methods is called quantum key 
distribution which uses similar ideology to RSA [15]. 

Assume Tom wants to communicate with his friends while 
preventing being spied by the third party. They will create a pair 
of shared random secret keys used for both encryption and 
decryption. Since the secret key is in a quantum state, any 
measurement by the third party will introduce detectable 
anomalies and change the outcome of the key. As a result, both 
the receiver and sender will sense the spying immediately. The 
method is actually more secure than RSA, since it not only 
perfectly keeps the message in private, but also has the alarming 
system that monitor any incoming suspicious and when spying 
occurs, it reminds both sides immediately. Important advantage 
of this quantum key distribution (QKD) method is that instead 
of using unsolved mathematical theory, QKD uses physical 
reality to create the system which makes the system more 
reliable. 

V. CONCLUSION 

 People need to be aware of the new technologies. 
Sometimes, these technologies may bring trouble to our daily 
lives. The machine learning algorithm can be used to collect our 
personal information; neural networks can be used to perform 
social engineering; artificial intelligence can calculate your 
passwords and create the most potent malware; with the 
application of quantum computers, all current encryption 
methods will become meaningless. On the other hand, Machine 
learning is proved to be super effective on DDoS attacks; neural 
networks can be used to create the most powerful firewall; 
quantum computer, while making all current encryption 
methods functionless, also established a new, more secure 
cryptography system. 

The rivalry between cyberattack hackers and cybersecurity 
protectors will never end. In some ways, this rivalry is healthy 

to the entire society. Technologies that are created and used in 
this massive attack and protect war are gradually promoting the 
whole human society as well. Machine Learning is also trained 
to help operating high accuracy surgeries and save thousands of 
lives every year. Neural Networks is the primary method used 
on autopilot vehicles. Quantum computers have the potential 
and ability to let our human find solutions to the unsolvable and 
reach the area we never touched before. 

Overall, technology is neutral. No technology is meant to 
harm. Only when technology fails to be controlled by the right 
hand will the tragedy come true. We need to be aware and 
caution with the development of technology. We need to get 
familiar with how these technologies may affect us in negative 
ways and be prepared ahead for them. At the same time, embrace 
the positive and live happier than yesterday.  
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Abstract— Background: Brain function assessments based on 

event-related potentials (ERPs) derived from 
electroencephalography (EEG) are increasingly being conducted 
in realistic out-of-the-laboratory settings for clinical and non-
clinical uses. For rapid testing and practical limitations, such 
applications require the use of low-density electrode arrays. A 
major impediment to their use in these applications is the lack of 
denoising techniques capable of removing artefactual 
contamination and isolating the ERPs features of interest within 
low-density arrays. Methods: A novel denoising technique 
combining empirical mode decomposition (EMD) with template 
matching procedure is developed and applied to individual-
channel data, and the results of this new approach are compared 
to the results of a conventional (independent component analysis) 
denoising approach. Both whole-epoch morphological 
comparisons and specific ERP feature amplitude comparisons 
were undertaken at the group and individual level for a variety of 
ERPs indexing sensory (N100), attention (P300) and language 
processing (N400) using data from 31 healthy adults. Results: The 
new denoising technique successfully enables the capture of ERPs 
ranging from low-level sensation to attention to language 
processing (all p<0.05). Intra-class correlation analysis reveals 
high degree of similarity in the time series waveforms derived 
from the new and the conventional denoising approaches for all 
ERPs (highest r=0.89, all p<0.001). Analysis of specific ERP 
features of interest reveals no significant differences between the 
ERP amplitudes of the waveforms generated using the two 
techniques, and Pearson correlation suggests a high degree of 
similarity at the individual level (0.88 for N100, 0.78 for P300, and 
0.80 for N400, all p<0.05). Conclusion: The new denoising 

technique is capable of operating on individual-channel EEG data, 
and produces results that are similar to those produced by 
conventional denoising techniques that use data from large whole-
head electrode arrays. This new approach may thus enable more 
widespread use of ERP techniques in real world settings with low-
density electrode arrays.    

Keywords— biomedical signal processing, neurotechnology, 
electroencephalography (EEG), neural signal processing, empirical 
mode decomposition (EMD), artifact removal 

I. INTRODUCTION  
Electroencephalography (EEG) is a non-invasive technique 

for capturing the the electrical activity of the brain through the 
use of scalp electrodes [1]. EEG-derived event-related potentials 
(ERPs) index a variety of cognitive processes, and have shown 
promise in both diagnostic and prognostic applications for 
various brain disorders [2], [3]. Cumbersome equipment and 
long testing times have traditionally confined ERP techniques to 
specialized research laboratories [4]. However, in recent years, 
the emergence of portable EEG hardware has led to increasing 
interest in applying ERP-based techniques in more realistic 
environments (e.g. patient bedside). Recently developed rapid 
automated assessment protocols, such as brain vital signs and 
Halifax Consciousness Scanner (HCS), have solved the 
challenge of rapid testing compared to the hours traditionally 
needed for ERP assessments [2], [5]. Similarly, the emergence 
of miniaturized and portable EEG hardware with low-density 
EEG sensor arrays has provided the requisite technology 
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platforms to rapidly collect EEG data. However, a key hindrance 
to the actual use of low-density EEG sensor arrays paired with 
rapid assessment protocols is the lack of techniques for 
denoising the EEG data for extraction of ERP signals. 

ERPs are often embedded among larger (usually orders of 
magnitude) unrelated noise from background EEG and other 
physiological (e.g. ocular), instrumental, and environmental 
(e.g. mains power) sources [6]. While several techniques for 
denoising EEG data and extracting ERP signals of interest 
currently exist, these techniques are largely ill-suited for use 
with low-density EEG systems. As an example, the brain vital 
signs and HCS systems mentioned above utilize data from three 
EEG electrodes located at the top of the head. However, in order 
to reliably denoise the data using conventional EEG denoising 
approaches and isolate the ERP signals, they require two 
additional electrodes around the eyes - representing a 67% 
increase in the number of sensors/electrodes used. The need for 
such increased electrode set necessitates additional set up time 
which is an obstacle for use in clinical environments and also 
increases the resourcing requirements and cost of the hardware 
itself, hindering the use of truly low-density electrode arrays. A 
technique that is capable of operating in low-density electrode 
arrays – with the extreme case being 1 electrode – is thus needed.       

Presently, many EEG data are commonly denoised using 
independent component analysis (ICA), a blind source 
separation based technique that enables the identification and 
removal of physiological and other noise through decomposition 
of multichannel EEG data into distinct component sources [7]. 
ICA is popular due to the technique requiring no prior 
knowledge of EEG and noise sources, but requires large 
electrode arrays for proper decomposition as the number of 
identified sources is limited by the number of electrodes. Recent 
extensions of the ICA technique have proposed using time-
shifted segments of data to denoise individual electrode time 
series using multidimensional ICA [8]. However, a key 
requirement of this technique is that the underlying sources not 
have overlapping frequency content between desired signals and 
undesired noise [8]. Unfortunately, this criterion is not met in 
cases of most ERP studies (e.g. contamination from ocular 
sources has frequency content in the overlapping range as the 
neural signals of interest). Thus, both the traditional ICA 
approach (requiring large electrode arrays) and the newer 
individual electrode ICA extensions (requiring non-overlapping 
frequency content) are unsuitable for denoising ERP data in low-
density electrode arrays. 

Other approaches commonly used for removing noise and 
artefact from EEG data includes regression and adaptive-
filtering based techniques. Examples of such approaches include 
the longstanding Gratton and Coles technique, which is a 
regression based approach, utilizing data from additional 
electroocculogram (EOG) electrodes around the eyes along with 
the EEG channels, whereby the relative attenuation of the ocular 
artefact from the anterior to the posterior sections of the head is 
used to calculate factors to estimate and remove ocular 
contamination for each electrode [9]. Adaptive filtering 
techniques, on the other hand, utilize the EOG channel data as a 
reference to iteratively calculate filter weights necessary for the 
removal of the ocular artefact from the EEG channel data [10]. 
Since both of these techniques rely on using reference electrodes 

in the form of EOG to provide sufficient information about 
signals of ocular origin, they are ill suited for use within low-
density electrode arrays as they necessitate the use of additional 
electrodes to capture the ocular artefact faithfully.  

Similarly, other common approaches include the use of 
wavelet transform to decompose the individual electrode signal 
into component waveforms, or the use of principal component 
analysis (PCA) which transforms the data into N-dimension 
space by rotating the axes [11]. However, wavelet transforms 
can lead to smearing of temporal boundaries, especially in low 
frequencies [12], and PCA suffers from the same challenges as 
ICA in that it requires a large number of electrodes to 
sufficiently distinguish signal and noise sources. Other available 
approaches rely on the application of machine learning 
techniques [11]. However, such machine learning techniques are 
primarily used for artefact detection rather than for correcting 
the influence of the artefact in the data [11].   

Another approach to denoising EEG data is through 
empirical mode decomposition (EMD), which a time domain 
signal decomposition approach ideally suited to non-stationary 
signals like EEG [11]. Several studies have investigated the 
application of EMD to various aspects of EEG processing: For 
instance, Williams et al. utilized EMD to isolate salient signal 
features in EEG data surrounding the 3Hz frequency [13], while 
Sweeney et al. used EMD combined with canonical component 
analysis to remove motion artifact from data [14]. However, 
given that ERP signals occur in a broad frequency range and are 
often contaminated by a variety of artifacts, these prior 
approaches could not enable adequate denoising of EEG data. In 
order to address the challenge of denoising EEG data within 
low-density electrode arrays, this study presents a novel 
technique using EMD combined with a stereotyped template 
matching (EMD-TM) procedure capable of denoising ERP data 
at the individual level. In particular, our technique uses template 
matching to retain salient signals of interest corresponding to 
ERP features while removing other components. This paper first 
presents the technical details of the new technique, then applies 
it to denoise individual-electrode data, and finally compares the 
performance of the new EMD-TM technique with that of gold-
standard technique techniques such as ICA applied to the same 
EEG dataset. 

II. METHODS 

A. Participants 
Data from 31 healthy adults (aged 32 ±11yrs, 15 females) 

were collected as part of this study. Participants were right-
handed, fluent in English, with normal hearing and no history of 
neurological issues or psychoactive medications. The research 
ethics boards at Simon Fraser University and Fraser Health 
Authority approved this study. Prior to data collection, all 
participants provided written informed consent.     

B. Data Acquisition 
Participants were presented with an auditory stimulus 

sequence consisting of interlaced tones and spoken word pairs, 
as described in detail in prior works [2], [15]. The tone stimuli 
consisted of 67% standard tones (75dB) and 33% deviant tones 
(100dB) and were designed to elicit neural markers 
corresponding to sensory (N100 ERP) and attentional (P300 
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ERP) processing. The word pairs consisted of congruent (e.g. 
bread-butter, 50%) and incongruent (e.g. bread-cat, 50%) pairs 
and were designed to elicit neural makers of language 
processing (N400 ERP).  

All data were collected in a dedicated EEG suite with 
consistent conditions across participants. Auditory stimuli were 
presented binaurally using Presentation software (Version 18.0, 
Neurobehavioral Systems Inc., USA) and insert-type earphones. 
EEG data were collected using an EEG system with Ag/Ag-Cl 
electrodes (BrainAmp 64-channel with ActiCap). Electrode 
impedances were maintained at less than 20kOhms, and raw 
data were collected using BrainVision Recorder (Version 
1.20.0801 Brain Products GmbH) and saved to file for 
processing.  

C. Data Analysis 
Raw EEG data were processed using two streams – one 

using the conventional ICA denoising and one using EMD-TM. 
The general workflows of both streams are shown in Fig. 1. In 
order to ensure that the two approaches were truly independent, 
separate researchers performed each stream blinded to the other 
stream. 

D. ICA Stream  
EEG data were downsampled to 500Hz, and inspected for 

noise and re-referenced to linked mastoid electrodes (TP9 and 
TP10) in line with previous literature [15]. Subsequently, a 0.1-
50Hz zero-phase shift 4th order Butterworth bandpass filter was 
applied to the data and ICA was undertaken using the InfoMax 
algorithm to identify and remove components corresponding to 
ocular, cardiac, muscular and other noise sources based on 
temporal, spatial and spectral characteristics as described in 
previous works [16], [17]. ICA strives to resolve the observed 
activity into a set of independent source activity as described in 
equation (1): 

 𝒔(𝑡) = 𝑊 ∙ 𝒙(𝑡)  (1) 

where x(t) are the observed/captured signals (dimensions sensor 
x time), s(t) are the estimated source signals (dimensions 
component x time), and W is the weight matrix to transform 
between the two spaces. In this study, the InfoMax technique 
was employed for estimating the weight matrix using a 
maximum likelihood approach, i.e., W is estimated in an 
iterative manner by following the natural gradient with learning 
rate µ as shown in equation (2):     

 ∆𝑊 = 𝜇(𝐼 − 2 tanh(𝒙) 𝒙2)𝑊 (2) 

Following denoising using ICA, the data were low-pass 
filtered (0.5-20Hz), segmented (-100 to 900ms relative to 
stimulus presentation), baseline corrected (-100 to 0ms relative 
to stimulus presentation) and conditionally averaged to generate 
ERPs corresponding to each stimulus type.   

E. EMD Stream 
Raw data were downsampled to 500Hz, and referenced to 

linked mastoid electrodes (TP9 and TP10). A 0.1-50Hz zero-
phase shift 4th order Butterworth bandpass filter was applied to 
the data, and the data were segmented (-100 to 900ms relative to  

 
Fig. 1. Overview of processing streams. Major steps of the traditional ICA-
based (left) and proposed EMD-based (right) pipelines undertaken as part of 
this study, with the key denoising steps highlighted in green for both streams of 
analysis.  

stimulus presentation), and EMD based decomposition was 
applied to each epoch of each stimulus type on a per-channel 
basis. EMD, a nonlinear signal processing technique, is 
considered to be well suited for non-stationary signals such as 
EEG and consists of decomposing the time series signal into a 
set of intrinsic mode functions (IMFs). The IMFs are generated 
using the following steps: 

1. Identify all the local extrema (minima and maxima) 
across the entire length of the time series s[n] 

2. The identified maxima and minima are connected 
using separate cubic spline functions to create the 
upper, u[n], and lower, l[n], envelopes 

3. The mean of the envelopes are calculated, m[n]= [u[n] 
+ l[n]]/2  

4. A proto-IMF is calculated as the difference between 
the data and the mean calculated in the step above, 
h[n] = s[n] – m[n] 

5. Check if proto-IMF satisfies the conditions of IMF, 
i.e., i) the difference between number of maxima and 
the number of zero-crossings is zero or one over the 
entire length of the data, and ii) the mean value of the 
envelope defined by the maxima and the envelope 
defined by the minima must be zero.   

6. If proto-IMF does not satisfy criterion in (5), then 
repeat above steps on h[n] 

7. If proto-IMF satisfies criterion in (5), proto-IMF 
becomes IMF component, c[n] 

8. Subtract the IMF from time series signal to create 
residual, q[n] = s[n] – c[n].  

9. Repeat steps (A) to (H) on residual, q[n]. EMD 
operation concludes when the q[n] is a monotonic 
function. 

 

The IMFs calculated using the above-mentioned technique, 
ck, can be added together to reconstruct the original signal as 
shown in equation (3), where rn is the residual after extraction of 
n IMFs:  

This work was partly supported with funding from MITACS, and the 
Multi-Year Funding program at Simon Fraser University supported SGH 
while grant funding from CIHR supported CL.  
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 𝑠 = 	∑ 𝑐7 +	𝑟::
7;<  (3) 

Once the IMFs were calculated for each epoch, the IMFs 
were subjected to a template-matching procedure to identify the 
components to retain and to remove. In particular, the template 
for each participant was generated by averaging together the 
ICA-cleaned data from all other participants excluding the 
current participant. For each IMF, the degree of correlation 
between the IMF and the template was calculated in the time 
window depending on the ERP of interest (as described below), 
and if the correlation passed a threshold it was marked for 
retention, otherwise it was marked for removal. The threshold 
value was calculated using equation (4) derived from the 
calculation of correlation coefficient and its significance for any 
two generic time series, with t specified as 1.96 to correspond to 
95% confidence level:  

 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = 	B CD

(ECFGHECIJCK<)HLK	CD	
 (4) 

where start and stop correspond to the beginning and end of the 
time windows of interest in the epoch corresponding to the ERP 
features (i.e. 50-450ms for isolating N100 and P300 ERP, and 
125-625ms for isolating N400 ERP). All IMFs marked for 
retention were summed together to generate the cleaned ERP 
waveform. The entire process described above was repeated for 
each participant within a leave-one-out framework to create the 
template from ICA-cleaned data and generate denoised data as 
output.   

F. Performance Evaluation 
In order to assess the performance of EMD-TM compared to 

the more conventional ICA-based approach, focused 
evaluations were undertaken at three electrode locations at the 
top of the head along the midline encompassing the anterior-
posterior axis. Data from three participants were removed from 
subsequent analysis since they did not have data from all three 
electrode locations.  

G. Whole-Epoch Morphological Comparison 
Morphological assessment of the whole epoch was 

undertaken through evaluation of consistency of ERP 
waveforms derived from the two denoising approaches using 
intra-class correlation (ICC) with norm-referenced reliability 
[12]. Specifically, this entailed calculating the ICC on 
individual-level trial-averaged waveforms derived using the 
ICA and EMD-TM denoising approaches, and subsequently 
averaging the ICC values across participants. Statistical 
significance was established using a variant of the Monte Carlo 
estimates, i.e., a bootstrapped distribution of ICC values was 
created by randomly permuting the waveforms across 
participants and the two denoising approaches and recalculating 
the ICC by averaging the subject-level ICC values. The 
permutation process was repeated 1000 times to generate a null 
distribution of ICC values against which the significance of the 
true ICC values could be compared, with p<0.05 considered 
significant.    

H. Signal (ERP effect) Capture with EMD-TM 
Since the goal of this study was to create a new technique for 

denoising data for ERP experiments, the ability of EMD-TM to 
denoise data and capture the ERP effects of interest was 
evaluated. ERPs are deflections in the time series waveform of 
specified time windows relative to stimulus presentation, and 
exhibit different polarities depending on experimental condition. 
For example, the P300 ERP is a positive deflection in the 250-
500ms range presenting larger amplitude in the deviant stimulus 
condition relative to the standard stimulus condition. To assess 
the extent of signal capture, the mean amplitude of each ERP 
waveform within specific time windows of interest was 
calculated, and compared across pairs of experimental 
conditions. In particular, the N100 and P300 ERPs were 
computed within the 110-160ms and 225-400ms time windows, 
respectively, applied to both the standard and deviant 
experimental conditions and chosen based on previous literature 
[15]. Similarly, the N400 ERP was computed in the 375-575ms 
time windows and applied to the congruent and incongruent 
experimental conditions. Statistical comparisons were 
conducted using 2-way ANOVA (with ‘electrode location’ and 
‘stimulus condition’ as factors) with Huynh-Feldt correction for 
violations of sphericity, followed by pairwise comparisons using 
paired T-tests with Bonferroni correction.  

I. Comparison of Signal Captured by ICA vs. EMD-TM  
To compare the performance of the EMD-TM technique 

with that of ICA, the mean amplitudes of ERP waveforms 
derived from the ICA-cleaned data were calculated using the 
same time windows and stimulus conditions as specified in the 
previous section. The mean amplitudes from the two techniques 
were statistically compared using a series of paired T-tests or 
Wilcoxon Signed Rank tests depending on normality of data, 
with Bonferroni correction for multiple comparisons. To further 
assess the ERP effects captured by the two denoising techniques, 
the mean ERP response amplitudes corresponding to the deviant 
tone and incongruent words from the two techniques were 
subjected to Pearson correlation. These conditions were chosen 
as they reflect the experiential manipulations that give rise of the 
N100, P300 (deviant tone) and N400 (incongruent word) ERPs. 

III. RESULTS 

A. Whole-Epoch Morphological Comparison 
Fig. 2 shows the grand-averaged ERP waveforms across all 

participants derived using both the traditional ICA pipeline and 
the new EMD-TM approach. Results show that EMD-TM and 
ICA both produced ERP time series waveforms that are very 
similar in morphology as well as amplitude of the ERP 
components (N100, P300 and N400). A more quantitative 
assessment was also undertaken using the ICC approach 
described previously, and the results are shown in Table I. As 
indicated in Table I, the new EMD-based processing pipelines 
generated ERP waveforms that were highly consistent with the 
conventional ICA-based processing pipeline (all p<0.001). 
Figure 3 shows the ERP time series for a representative 
participant. 
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Fig. 2. Grand averaged ERP waveforms. Results shown for both EMD-TM 
and ICA approaches derived from the Cz electrode. Results shown for tones 
(N100 and P300 ERP) and words (N400 ERP), with components indicated 
using black arrows.    

B. ERP Effect Signal Capture Using EMD-TM 
The EMD-TM technique successfully captured the main 

experimental effect of stimulus condition for all ERPs (N100: 
F(1,27)=32.9, p<0.001; P300: F(1,27)=87.1, p<0.001; N400: 
F(1,27)=50.7, p<0.001), consistent with known characteristics 
of these ERP components [2, 15]. Additionally, the main effect 
of electrode location was also observed (N100: 
F(1.72,46.4)=8.44, p=0.002; P300: F(1.38,37.3)=4.63, 
p=0.027), which is also in line with known spatial features of 
these ERP components [15]. An interaction effect of stimulus 
condition and electrode location was also observed (N100: 
F(2,54)=3.82, p=0.02; P300: F(1.63,44.0)=11.1, p<0.001; 
N400: F(2,54)=4.89, p=0.011). An effect of electrode location 
was not observed for N400 (F(1.47,39.6)=0.71, p=0.46). As 
shown in Fig. 4 the ERP components isolated from waveforms 
derived using EMD-TM successfully captured the differential 
amplitudes expected across the experimental conditions at every 
electrode. The pairwise comparisons of mean amplitudes 
conducted on a per-electrode basis shows the increased negative 
amplitude for the deviant condition compared to the standard 
condition for N100, the increased positive amplitude for deviant 
relative to standard condition for P300, and the increased 

TABLE I.  ICC RESULTS FOR MORPHOLOGICAL COMPARISONS.  

Stimulus Type Frontal Central Parietal 
Standard 0.79 ± 0.03* 0.89 ± 0.02* 0.80 ± 0.04* 
Deviant 0.74 ± 0.05* 0.78 ± 0.05* 0.74 ± 0.04* 

Congruent 0.64 ± 0.06* 0.72 ± 0.04* 0.66 ± 0.05* 
Incongruent 0.67 ± 0.05* 0.82 ± 0.03* 0.72 ± 0.04* 

Mean individual-level similarity between waveforms generated using the two denoising techniques. 
*p<0.001. 

 

Fig. 3. Individual-level ERP waveforms. ERP time series for a representative 
subject at the Cz electrode are shown for tones (N100 and P300 ERP, top panel) 
and words (N400 ERP, bottom panel).  

negative amplitude for congruent compared to the incongruent 
condition for N400 (all p<0.05). 

C. Comparison of Signal Captured by ICA vs. EMD-TM 
As shown in Fig. 5, the mean amplitudes of ERPs derived 

from waveforms generated using the two denoising techniques 
did not reveal any significant differences. Indeed, as shown in 
Fig. 6, the ERP amplitudes generated by the two denoising 
approaches were significantly correlated (all p<0.05) – with the 
highest correlation coefficients of 0.88 for N100, 0.78 for P300 
and 0.80 for N400. 

IV. DISCUSSION 
The goal of this current study was to generate a new 

technique for denoising individual-channel EEG data for ERP 
experiments. Towards this end, a novel technique was 
developed that combines EMD with a template matching 
procedure designed to retain stereotypical ERP response 
characteristics. The results indicate that the new EMD-TM 
technique produces waveforms that are substantially similar in 
morphology across the entire epoch compared to those 
generated by the traditional denoising (ICA-based) approach. 
Indeed, comparisons of the specific ERP amplitudes showed 
that the responses generated using the new and the traditional 
approach did not differ significantly from one another across a 
variety of ERPs indexing sensation (N100), attention (P300) and 
language processing (N400). Moreover, correlational analysis 
confirmed that the ERP responses isolated using the two 
denoising approaches were significantly similar even at the 
individual level.  
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Fig. 4. Comparison of amplitudes across experimental conditions for ERP 
waveforms derived with EMD-TM technique. ERP waveform amplitudes in 
time windows of interest across experimental conditions for tone and word 
stimuli. Results shown as mean ± std. error. *p<0.05.  

A major advantage of the EMD-TM technique is the 
potential ability to denoise individual-channel EEG data, in 
contrast with many of the existing approaches (e.g. ICA or PCA) 
that require multiple input sources. With the increasing use of 
low-density EEG systems for real world applications (e.g. 
electrodes located in and around the ears [18]), this new 
approach presents a distinct advantage by not requiring 
additional electrodes to act as reference measures for the 
artefacts (e.g. electrodes around the eyes for ocular recording). 
Furthermore, since EMD-TM works by focusing on the signal 
of interest (i.e. features of ERP for retention), it is well-suited 
for applications in realistic settings where the level and types of 
noise sources can vary quite widely compared to well-controlled 

 

 
Fig. 5. Mean amplitude of ERP components. Amplitude of response to deviant 
and incongruent stimuli generated by ICA (blue) and EMD-TM (orange) 
denoising approaches. Results shown as mean ± SE. No statistically significant 
differences were observed between the two approaches.   

 

Fig. 6. Correlational analysis of individual-level ERP amplitudes. Mean 
amplitude of ERP components generated using the ICA and EMD-TM 
denoising techniques. Correlation coefficient values shown within each plot. 
*p<0.05. 

laboratory environments [14], such as the patient bedside for 
clinical brain function assessment or the flight cockpit for pilot 
cognitive state monitoring. The new EMD-TM technique is thus 
a general purpose denoising approach in that it does not focus 
on specific types of artefacts/noise to remove in contrast to many 
other techniques [14], [19], [20].    

While the results of the current study are promising, a few 
caveats need to be highlighted. First, the study used EMD, which 
can face challenges in high noise environments. Additional 
investigations are needed to better understand the noise limits at 
which the current technique may perform sub-optimally, and a 
simple extension of EMD called ensemble empirical mode 
decomposition may be used for those high noise situations [11], 
[21]. Second, in this study, data from the same system was used 
within a leave-one-out approach for generation of the template 
and testing the denoising technique. However, future work 
needs to examine this approach using data from different 
systems for generation of the template and the test data to be 
denoised. And lastly, in this study, the results of the EMD-TM 
technique were compared to the results of the ICA approach. 
The ICA approach was chosen for comparisons since it 
represents a technique that is widely applied in this area and 
requires minimal assumptions and choice of parameters. 
However, future works should also compare the EMD-TM 
approach to other denoising techniques besides ICA. 

V. CONCLUSION 
This study presents a novel denoising technique that 

combines EMD with template matching. Results showed that 
the new EMD-TM technique is capable of operating on 
individual channel EEG data, and performs comparably to well-
established denoising approaches at both the whole-epoch and 
individual ERP feature levels. With the increasing use of low-
density EEG systems for brain function assessments 
applications in realistic environments, this novel technique 
provides an avenue to denoise the data and isolate ERP features 
of interest. As such, this new technique may enable more 
widespread use of ERP assessments beyond research laboratory 
environments. 
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Abstract — This paper discusses the design details of a high
resolution, low ”Size, Weight, Power and Cost” (SWaP-C) radar
altimeter (RA) system. Operating frequency of the radar is
chosen within the Ka-band to achieve the desired size and weight
requirements, that are highly demanded for the small satellite
missions in a cost-efficient way. We propose a system design
such that, an intended radar altimeter can be built by using the
Commercial off the Shelf (COTS) components. The simulation
results show that the proposed RA has high potentiality for
realization.

Keywords — Radar design, mission concept, radar altimeter

I. INTRODUCTION

A radar altimeter is known to be an elegant tool for
estimation of the sea surface height, significant wave height,
and wind speed. In the radar system engineering point of view,
these parameters are corresponding to the measurement of
range, the slope of the return signal and the strength of return
signal respectively. Moreover, radar altimeters have great
potential in obtaining the reliable knowledge of ocean currents,
annual sea level rise, the kinetic energy of ocean circulation
and the interaction between the ocean and the ice sheet
and glaciers regions, which have been verified by different
European Space Agency (ESA) and National Aeronautics and
Space Administration (NASA) spaceborne radar altimeters
missions (e.g. SWOT, Cryosat-2 [1], Sentinel-3, etc . . . ).

The traditional altimeters are mostly operating in the Ku
[2] and C bands [3]. It is easier to find COTS components
operating in these bands. However, the size of the components
like antenna and RF filters is much bigger, thus increase also
the weight; for i.e., the weight of CryoSAT is 62 kg [4] that
is quite a lot to be launched in a small cubesat. Increasing
the operating frequency makes the antenna and RF circuitry
smaller but unfortunately results in higher cost.

To the best of our knowledge, the highest operating
frequency implemented for a radar altimeter is within W-band
[5]. However in this case, the prices of the components are too
high, and many components especially the power amplifiers are
less likely to be found as COTS. Thus custom design of these
components is required.

The Ka-band is a good compromise to achieve a low
SWaP-C radar altimeter solution from a microwave design
point of view. Additionally, this band has benefits to oceanic
observations near coastal regions or near the regions between

sea ice to inland water. Moreover, Ka-band is less affected by
the ionospheric attenuation than the Ku-band.

There is a growing interest in the Ka band radar altimeters.
To the best of our knowledge, there are at least three different
Ka-band radar altimeter projects. Altika is a Nadir looking
altimeter that is launched in 2013 [6] with the France and
India collaboration. NASA/CNES wideswath altimetry mission
includes a Ka-band Radar Interferometer that is planned to be
launched in 2020 [7]. Lastly, ESA has also plans for launching
a Ka-band radar altimeter in the next Sentinel 6 mission in
2020 [8]. A comparison of different altimeters are presented
in Table 1. The SAR missions are also within the area of
interest of the radar altimeter missions [9].

There is an ongoing project at ESA about the investigation
of a Cubesat altimeter constellation. A constellation is foreseen
to greatly help in understanding the decorrelation times and the
dynamic changing of the ocean mesoscale and sub-mesoscale
processes, with the system’s ultimate goal being a daily
worldwide coverage. Instead of a single high power, huge and
heavy satellite, low SWaP-C nodes are highly demanded to
achieve multiple goals.

In this work, a Ka-band low SWaP-C radar altimeter RF
transceiver that is demanded for a cubesat constellation is
proposed. In the next section, the system specifications of
the proposed radar will be presented. Then the system design
will be explained in detail. The following sections discuss the
onboard processing, results, and conclusion.

II. SYSTEM SPECIFICATIONS

The system-level parameters are given in Table 2. There
will be two operational modes: Namely, the traditional mode
where the pulse repetition frequency (PRF) is 4kHz and the
SAR mode in which the PRF is 18.7kHz. It is wise to note
that in the radar altimeter jargon ”Delay-Doppler” term is used
instead of unfocussed SAR [12]. In our design, the peak power
is aimed to be 2W in the output of the transmitter. An antenna
with a quite narrow beamwidth must be chosen to achieve a
high gain (aimed 48dBi) with an antenna width of 1.15m. The
bandwidth of the chirp is set to 320MHz which is comparable
with the state of the art altimeters. The expected receiver signal
power after the antenna is within -127dBm to -87dBm. This
is a quite narrow dynamic range that relaxes the analog to
digital conversion depth. The expected noise figure (NF) is
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Table 1. Comparison of current altimeters that are installed in the last 30 years.

Name PRF in Hz and Band Pulse Width, us Peak Power, W Antenna Beamwidth, Degree Bandwidth

ERS-1, 2 1020 (Ku) 20 50 1.3 330
Topex/Poseidon [10] 4200(Ku), 1220 (C) 102.4 237 1.1 320

Envisat 1795 (Ku), 449 (S) 20 161 1.29 (Ku), 5.5(S) 320
Jason-1, Poseidon 3 2060 (interlaced, Ku and C) 105 7 1.28 (Ku), 3.4 (C) 320

CryoSat-2 [11], SIRAL, Ku 1970 (LRM*), 17.8k (SAR, SARIn) 44.8 25 1.07 * 1.2 350
Sentinel-3 1920, Ku/C 20 - - -

SARAL/Altika [6] 3800, Ka 110 2 0.5 500
SWOT,Ka [7] 2 x 4420 Hz 4.5 1500 0.15*2.27 200
Proposed RA 4000, 18.7k (SAR) Ka 48 2 0.5 320

* LRM: Low Resolution Mode

Table 2. System Specifications

Parameter Value Unit

Bandwidth 320 MHz
Center Frequency 35.6 GHz

Pulse Width 48 us
PRF 4, 18.7(SAR) kHz

Output Power 33 dBm
Rx input power [-127,-87] dBm
Rx Noise Figure 5 dB

IF Bandwidth after dechirping 7 MHz

less than 5dB. The antenna footprint will be less than 15km
which results in a 76 meters scene length in range direction.

The radar altimeter receivers use deramp (stretch)
processing to reduce the ADC‘s bandwidth requirements since
the duration of the pulse to scan the whole scene is much
shorter than the pulse width. Stretch processing generates the
beat frequency signal in the receiver which is selected less than
7MHz for the proposed design.

III. RF TRANSCEIVER DESIGN

The RF transceiver design is illustrated in Figure 1. The
final RA will work as a pulsed radar that includes a circulator
and a single antenna. However, to verify and validate the
system in the laboratory and on-site where the range is quite
short compared to the spaceborne geometry, the presented
design includes two antennas instead of a circulator and a
single antenna.

The waveform is generated by the Direct Digital
Synthesizer (DDS). A two-channel DDS is selected to generate
IQ channels without a hybrid splitter. To fulfill the 320MHz
system bandwidth requirement, the DDS is chosen to be
500MSPS. The output of DDS is low pass filtered and given
as IF input to the IQ (Inphase and Quadrature) mixer. The
DDS-Filter-Mixer structure can be alternatively designed by
using the DDS as a reference to the Phase Lock Loop (PLL)
that drives a Voltage Controlled Oscillator (VCO). So in this
case, IQ mixer (MIX IF) and the low pass filter will be no
more required. In the final version of the altimeter, this option
will be implemented. However, to support also the Arbitrary
Waveform Generators (AWG) that can be used for various
experiments, the current design will be implemented for the
laboratory tests.

The center of the intermediate frequency (IF) is chosen as
2GHz. The selection of IF is a compromise between sideband
suppression and the availability of the components. The Local
Oscillator (LO) input of the second mixer is 33.6GHz. So
a bandpass filter is required to have a center frequency of
35.6 GHz and a stopband at 31.6 GHz; yielding a reasonable
Q-factor. The output of the first mixer is given as input to the
variable attenuator to fine-tune the transmitted signal power in
order not to saturate the successive amplifier. The IF amplifier
is used to provide sufficient power to the local oscillator (LO)
of the receiver mixer (MIX IF Rx).

The selected RF mixer (MIX RF) is IQ. A radar altimeter
is not required to have an IQ mixer as the beat frequency is
always positive. An important disadvantage of the IQ mixer is
the need for higher power in the LO input comparing with the
LO requirement of a single channel one. For the Ka band mixer
in this design, the required LO power is 18dBm, which is quite
high. However, to achieve a high-quality sideband suppression
capability, the mixer is chosen to be IQ. To generate this power,
at least one additional amplifier (RA LO2) is inserted as it is
seen at the bottom of Figure 1.

The variable attenuator (Var ATTN RF) at the output of
the RF mixer is used to guarantee the succeeding amplifiers
not to be saturated and also to compensate the power. The
technology for driver amplifier and the power amplifier are
chosen as solid-state. The power amplifier is selected to have
a P1dB of higher than 33dBm to achieve the required output
power. The bandpass filter, (BPF RF) is used for suppression
of the sidebands of the mixer and harmonics of the amplifiers.

The transmitted signal is coupled to the receive path for the
calibration of the system. This calibration aims to extract the
impulse response of the transceiver. In this path, the transmitted
signal is delayed and attenuated to inject a simulated target
to the receive path. There is also a power detector in the
calibration path to control the output power and fine-tune the
variable attenuator.

The receiver chain includes a limiter, BPF, LNA and a
second BPF. By doubling the filters, the NF can be decreased
more with the cost of a bigger size of the PCB. The mixer
(MIX RF) is the same as the one in the transmitter. The output
signal is combined with a hybrid combiner (HYB COMB)
and given as input to the amplifier. This amplifier before the
mixer has also a positive impact on the final NF. The remaining
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Fig. 1. Radar Altimeter Transceiver Design

part of the receiver is conversion to baseband of the I and Q
channels, low pass filtering and amplification of the signal to
achieve the required ADC dynamic range.

The expected size of the PCB for the RF transceiver and
the signal processing board will be less than 4 by 10cm*10cm.
The PCB’s can be realized as multilayer that results in shorter
heights. The weight of the PCB and the electromagnetic shields
will be less than 2 kg. The power required during transmission
for the PA is 12W, for the other RF amplifiers is 6W where
the duty cycle is 5%. The power required for the whole radar
is expected to be less than 30 W. The cost of the PCBs and the
all components are estimated to be less than 20k Euro. Hence,
the proposed design can be defined as low SWaP-C.

The space qualification of the RF transceivers is under
discussion. To the best of our knowledge, there is no
consensus on if COTS products are needed to be selected as
space-qualified to develop a space-qualified product. In the
proposed system, the RF amplifiers (DRI PA, PA, LNA) are
chosen as space-qualified. Besides, most of the COTS products
have specifications that fit the extreme conditions of the space.

IV. ON BOARD PROCESSING

The onboard processing aims to control the transceiver,
to digitize IQ signal and to achieve the DSP functionality.
The control of the transceiver includes the fine-tuning of the
waveform duration to achieve the beat frequency within the
bandwidth. For this purpose, the received signal is firstly
digitized. The required minimum number of samples to cover
the 150m range is 320 that is between 256 and 512. A 512

sample complex FFT at the PRF is required to be performed
and the squares of I and Q must be summed up to compute
the signal amplitude. The input of the tracking algorithm is
the detection results over the averaged signal amplitude and
the Digital Elevation Model of the scene. The tracked range is
given as input for chirp duration estimation so that the height
measurement will be in the middle of the range window.

The onboard processing will also include the control
mechanisms for the states of the system. The calibration will
be the initial state of the system. In this state the transmitted
power will be detected, the PLL lock signals will be checked
and the system impulse response will be measured. The next
stage is the search state in which, the height will be measured
with a narrow band chirp. Once the height is estimated roughly,
the band will be increased in a loop like focusing a telescope
in a stepwise manner. The height accuracy can be increased
by interpolation techniques [13]. Once the highest bandwidth
is achieved, the system will be in the lock state. If there is an
inconsistency of the system, the lock state will convert back to
the search state. In order to achieve the onboard functionality,
space proven FPGAs will be used.

V. SIMULATION RESULTS

In this section, the simulation results of the RA system
will be discussed. The system is simulated by using the AWR
Microwave circuit design tool. In Figure 2 the transmitter chain
signal power analysis is presented. The brown line that has the
lowest values represents the power of the transmitted signal,
the pink line is P1dB and the blue line is the IP3. As it is seen
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Fig. 2. Transmitter chain RF budget analysis. (dBm)

the transmitted signal is always lower than the others and is
the same with P1dB only at the output of the transceiver. The
output power is 34.4dBm that is 1.4dB higher than the system
requirement.

In Figure 3 the NF of the receiver chain is presented. The
NF requirement was 5dB, and it is seen that 1dB is saved. The
bandpass filter after the LNA and the amplifier after the mixer
are inserted to the chain to keep the NF in these lower values.
This is a compromise between the size, power and NF.

VI. CONCLUSION

This paper presents a Ka-band RA transceiver design and
discusses the design choices in each stage. All the components
are selected as COTS, which can be easily found in the
market, to achieve not only a low SWaP but also a low-cost
solution. The simulation results show that the design fulfills
the system-level requirements. The next step is to implement
and validate the design by laboratory and cite tests.
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Abstract— COVID-19 pandemic caused by novel coronavirus is 
continuously spreading until now all over the world. The impact 
of COVID-19 has been fallen on almost all sectors of 
development. The healthcare system is going through a crisis. 
Many precautionary measures have been taken to reduce the 
spread of this disease where wearing a mask is one of them. In 
this paper, we propose a system that restrict the growth of 
COVID-19 by finding out people who are not wearing any facial 
mask in a smart city network where all the public places are 
monitored with Closed-Circuit Television (CCTV) cameras. 
While a person without a mask is detected, the corresponding 
authority is informed through the city network. A deep learning 
architecture is trained on a dataset that consists of images of 
people with and without masks collected from various sources. 
The trained architecture achieved 98.7% accuracy on 
distinguishing people with and without a facial mask for 
previously unseen test data. It is hoped that our study would be 
a useful tool to reduce the spread of this communicable disease 
for many countries in the world. 

Keywords—Facial Mask Detection, COVID-19, Deep Learning, 
Convolutional Neural Network, Smart City. 

I. INTRODUCTION 

A new strain which has not previously been identified in 
humans is novel coronavirus (nCoV). Coronaviruses (CoV) 
are a wide group of viruses which cause illness that range from 
colds to deadly infections like Middle East Respiratory 
Syndrome (MERS) and Severe Acute Respiratory Syndrome 
(SARS) [1]. The first infected patient of coronavirus has been 
found in December 2019. From that period, COVID-19 has 
become a pandemic all over the world [2]. People all over the 
world are facing challenging situations due to this pandemic. 
Every day a large number of people are being infected and 
died. At the time of writing this paper, almost 16,207,130 
infected cases have been confirmed where 648,513 are death 
[3]. This number is increasing day by day. Fever, dry cough, 
tiredness, diarrhea, loss of taste, and smell are the major 
symptoms of coronavirus which is declared by the World 
Health Organization (WHO) [4]. Many precautionary 
measures have been taken to fight against coronavirus. 
Among them cleaning hands, maintaining a safe distance, 
wearing a mask, refraining from touching eyes, nose, and 
mouth are the main, where wearing a mask is the simplest one. 

COVID-19 is a disease that spread from human to human 
which can be controlled by ensuring proper use of a facial 
mask. The spread of COVID-19 can be limited if people 
strictly maintain social distancing and use a facial mask. Very 
sadly, people are not obeying these rules properly which is 
speeding the spread of this virus. Detecting the people not 
obeying the rules and informing the corresponding authorities 
can be a solution in reducing the spread of coronavirus. 

A face mask detection is a technique to find out whether 
someone is wearing a mask or not. It is similar to detect any 
object from a scene. Many systems have been introduced for 
object detection. Deep learning techniques are highly used in 
medical applications [5], [6]. Recently, deep learning 
architectures [7] have shown a remarkable role in object 
detection. These architectures can be incorporated in detecting 
the mask on a face. Moreover, a smart city [8] means an urban 
area that consists of many IoT sensors to collect data. These 
collected data are then used to perform different operations 
across the city. This includes monitoring traffic, utilities, 
water supply network, and many more. Recently, the growth 
of  COVID-19 can be reduced by detecting the facial mask in 
a smart city network.  

This paper aims at designing a system to find out whether 
a person is using a mask or not and informing the 
corresponding authority in a smart city network. Firstly, 
CCTV cameras are used to capture real-time video footage of 
different public places in the city. From that video footage, 
facial images are extracted and these images are used to 
identify the mask on the face. The learning algorithm 
Convolutional Neural Network (CNN) is used for feature 
extraction from the images then these features are learned by 
multiple hidden layers. Whenever the architecture identifies 
people without face mask this information is transferred 
through the city network to the corresponding authority to take 
necessary actions. The proposed system appraised promising 
output on data collected from different sources. We also 
represented a system that can ensure proper enforcement of 
the law on people who are not following basic health 
guidelines in this pandemic situation.   

The remainder of the paper is arranged accordingly. The 
most recent works for facial mask detection is described in 
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Section II. In Section III, the proposed methodology for 
developing the whole system is described. Section IV analyses 
the results obtained from the developed system. The 
conclusion is drawn in Section V. Lastly, the limitations with 
potential further works are depicted in Section VI. 

II. RELATED WORKS 

In the meantime, many systems have been developed for 
COVID-19 in smart city networks. BlueDot and HealthMap 
services have been introduced in [9]. BlueDot method was 
first used to mark the cluster of unusual pneumonia in Wuhan 
which finally detected the disease as a pandemic. It also 
predicted that the virus would spread from Wuhan to 
Bangkok, Taipei, Singapore, Tokyo and Hong Kong. 
HealthMap service, based on San Francisco, spotted the 
patients with a cough which is the initial sign of COVID-19, 
using Artificial Intelligence (AI) and big data. A study on 
using facemask to restrict the growth of COVID-19 is 
introduced in [10]. The study indicated that the masks that are 
adequately fit, effectively interrupt the spread of droplets 
expelled when coughing or sneezing. Masks that are not 
perfectly fitted, also capable of retaining airborne particles and 
viruses. Allam and Jones [11] proposed a framework on smart 
city networks focusing on how data sharing should be 
performed during the outbreak of COVID-19. The proposed 
system discussed the prospects of Urban Health Data 
regarding the safety issues of the economy and national 
security. In the system, the data is collected from various 
points of the city using sensors, trackers, and from 
laboratories. 

A face mask detecting model named RetinaFaceMask 
combining with a cross-class object removal algorithm is 
proposed by Jiang et al. [12]. The developed model includes 
one stage detector consisting feature pyramid network that 
results in slightly higher precision and recall than the baseline 
result. For reducing the shortage of datasets, they have applied 
transfer learning, a well-known deep learning technique. 
Gupta et al. [13] proposed a model to enforce the social 
distance using smart city and Intelligent Transportation 
System (ITS) during COVID-19 pandemic. Their model 
described the deploying sensors in different places of the city 
to monitor the real-time movement of objects and offered a 
data-sharing platform. A noticeable contribution of a smart 
city in controlling the spread of coronavirus in South Korea is 
explained by Won Sonn and Lee [14]. A time-space 
cartographer speeded up the contact tracking in the city 
including patient movement, purchase history, cell phone 
usages, and cell phone location. Real-time monitoring has 
been carried out on CCTV cameras in the hallways of 
residential buildings. 

Singh et al. [15] put their focus on how IoT can fight 
against COVID-19. The developed system emphasizes on 
inter-connected devices or operations to track the patients 
along with wary cases. A well-informed group using inter-
connected devices is formed to identify the clusters 
significantly. A remarkable pandemic control model without 
lockdown in a smart city has been outlined by Sonn et al. [16]. 
The patients have been interviewed and their past movement 
has been monitored. They have claimed that some patients 
tried to conceal about their past mobility but real-time tracking 
system found the exact information. Jaiswal et al. [17]  
proposed a way to minimize the risk during COVID-19. Their 
proposed model used the position of technology to track 
infected people. Drones and Robot technologies have been 

applied as medical personnel for providing adequate services 
to infected people. The development of smart cities under 
COVID-19 and controlling the pandemic in China has been 
reviewed by Wang et al. [18]. The continuous supply of 
essential materials and contactless logistic distribution of 
systems to society made the way to reduce the spread of 
coronavirus. ITS and real-time map reflection methods have 
been used to block the movement of vehicles during the 
pandemic. In addition, driverless vehicles have been used to 
monitor the scenarios across the city. 

III. METHODOLOGY 

We proposed an automated smart framework for screening 
persons who are not using a face mask in this paper. In the 
smart city, all public places are monitored by CCTV cameras. 
The cameras are used to capture images from public places; 
then these images are feed into a system that identifies if any 
person without face mask appears in the image. If any person 
without a face mask is detected then this information is sent to 
the proper authority to take necessary actions. The block 
diagram of the developed framework is depicted in Fig. 1. All 
the blocks of the developed system are described as follows. 

A. Image Preprocessing 

The images captured by the CCTV cameras required 
preprocessing before going to the next step. In the 
preprocessing step, the image is transformed into a grayscale 
image because the RGB color image contains so much 
redundant information that is not necessary for face mask 
detection. RGB color image stored 24 bit for each pixel of the 
image. On the other hand, the grayscale image stored 8 bit for 
each pixel and it contained sufficient information for 
classification. Then, we reshaped the images into (64×64) 
shape to maintain uniformity of the input images to the 
architecture. Then, the images are normalized and after 
normalization, the value of a pixel resides in the range from 0 
to 1. Normalization helped the learning algorithm to learn 
faster and captured necessary features from the images.  

B. Deep Learning Architecture 

The deep learning architecture learns various important 
nonlinear features from the given samples. Then, this learned 
architecture is used to predict previously unseen samples. To 
train our deep learning architecture, we collected images from 
different sources. The architecture of the learning technique 
highly depends on CNN. All the aspects of deep learning 
architecture are described below. 

 i) Dataset Collection: Data from two different sources 
[19], [20] are collected for training and testing the model. We 
collected a total of 858 images of people with masks and 681 
images of people without a mask. For training purposes, 80% 
images of each class are used and the rest of the images are 
utilized for testing purposes. Fig. 2 shows some of the images 
of two different classes. 

ii) Architecture Development: The learning model is 
based on CNN which is very useful for pattern recognition 
from images [21]. The network comprises an input layer, 
several hidden layers and an output layer. The hidden layers 
consist of multiple convolution layers that learn suitable filters 
for important feature extraction from the given samples. The 
features extracted by CNN are used by multiple dense neural 
networks for classification purposes. The architecture of the 
developed network is illustrated in Table I. The architecture 
contains three pairs of convolution layers each followed by  
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Fig. 1. Block diagram of the proposed system. 
 

  

People without mask People with mask 
 

Fig. 2. Sample images from the used dataset. 

TABLE I.  THE ARCHITECTURE OF THE DEEP LEARNING NETWORK 

Layer Type Kernel Kernel 
Size 

Output 
Size 

1 Convolution2D 32 (3×3) (62×62×32) 
2 Convolution2D 32 (3×3) (60×60×32) 
3 MaxPooling2D - (2×2) (30×30×32) 
4 Convolution2D 32 (3×3) (28×28×32) 
5 Convolution2D 32 (3×3) (26×26×32) 
6 MaxPooling2D - (2×2) (13×13×32) 
7 Convolution2D 32 (3×3) (11×11×32) 
8 Convolution2D 32 (3×3) (9×9×32) 
9 MaxPooling2D - (2×2) (4×4×32) 

10 Flatten - - 512 
11 Dense - - 100 
12 Dropout - - 100 
13 Dense - - 30 
14 Dropout - - 30 
15 Dense - - 10 
16 Dropout - - 10 
17 Dense - - 2 

 

one max pooling layer. This layer decreases the spatial size of 
the representation and thereby reduces the number of 
parameters. As a result, the computation is simplified for the 
network. Then, a flatten layer reshapes the information into a 
vector to feed into the dense network. Three pairs of dense and 
dropout layers learn parameters for classification. The dense 
layer comprises a series of neurons each of them learn 
nonlinear features. The dropout layer prevents the network 
from overfitting by dropping out units. Finally, a dense layer 
containing two neurons distinguishes the classes. 

iii) Screening and Informing the Authority: The main goal 
of our proposed system is screening persons who are not 
following guidelines of using a facial mask. The learning 
architecture identifies whether any input image contains 
persons without a face mask. If such a person is detected, then 

this information is sent to the proper authority. The GPS 
location of the CCTV camera captured the person without a 
mask along with the image and the exact time is sent via SMS 
to the corresponding authority. They would come to the 
locality where the person without a face mask was detected 
and took necessary actions. If proper actions are taken, then 
people might not come in public places without a facial mask 
that would help greatly to limit the growth of COVID-19. 

IV. RESULT ANALYSIS 

By preserving a reasonable proportion of different classes, 
the dataset is partitioned into training and testing set. The 
dataset comprises of 1539 samples in total where 80% is used 
in training phase and 20% is used in testing phase. The 
training and testing dataset contains 1231 and 308 images 
respectively. The developed architecture is trained for 100 
epochs since further training results cause overfitting on the 
training data. Overfitting occurs when a model learns the 
unwanted patterns of the training samples. Hence, training 
accuracy increases but test accuracy decreases.  Fig. 3 and Fig. 
4 show the graphical view of accuracy and loss respectively. 
The trained model showed 98.7% accuracy and AUC of 0.985 
on the unseen test data.  

In Fig. 3, the accuracy curve of training and testing is 
shown for about 100 epochs. From Fig. 3, it is realized that the 
training and testing accuracy are almost identical. This means 
the model has a decent generalization ability for previously 
unseen data and it does not cause overfitting of the training 
data. In Fig. 4, loss curves of training and testing phases are 
shown. Here, it is evident that the training loss is decreasing 
over increasing epochs. The testing loss is lower than training 
loss for about 30 epochs but after that, it started increasing w 
means the confidence of prediction started decreasing. The 
testing loss fluctuates between an acceptable range and it falls 
about at 98th epoch. 

 Table II represents the confusion matrix of the testing 
phase. The developed architecture misclassifies only 04 
samples out of 308 samples. It classifies 01 sample as with 
mask while it is in without mask class and classifies 03 
samples as without mask while these were in with mask class. 
The main aim of the system is to identify samples within 
without mask class and this architecture misclassified only 01 
sample of this class that shows the reliability of the developed 
system. 

 Fig. 5 depicts the receiver operating characteristic (ROC) 
curve of the proposed framework. This illustrates the 
prediction ability of the classifier at different thresholds. Two 
parameters are plotted in the ROC curve; one is the true 
positive rate (TPR) and other is the false positive rate (FPR) 
measured using (1) and (2) respectively. TPR and FPR are 
calculated for different threshold and these values are plotted 
as ROC curve. The area under the ROC curve (AUC) 
measures the performance of the binary classifier for all 
possible thresholds. The value of AUC ranges from 0 to 1. 
When a model predicts 100% correct its AUC is 1 and when 
it predicts 100% wrong then its AUC is 0. The AUC achieved 
form our classifier is 0.985 that points towards a decent 
classifier. 
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Fig. 3. Accuracy of the developed system for training and testing phase. 

 

Fig. 4. Loss of the developed system for training and testing phase. 

TABLE II.  THE  CONFUSION  MATRIX OF THE DEVELOPED SYSTEM 
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Fig. 5. ROC of the classification network. 

V. CONCLUSION  

This paper presents a system for a smart city to reduce the 
spread of coronavirus by informing the authority about the 
person who is not wearing a facial mask that is a precautionary 
measure of COVID-19. The motive of the work comes from 

the people disobeying the rules that are mandatory to stop the 
spread of coronavirus. The system contains a face mask 
detection architecture where a deep learning algorithm is used 
to detect the mask on the face. To train the model, labeled 
image data are used where the images were facial images with 
masks and without a mask. The proposed system detects a face 
mask with an accuracy of 98.7%. The decision of the 
classification network is transferred to the corresponding 
authority. The system proposed in this study will act as a 
valuable tool to strictly impose the use of a facial mask in 
public places for all people.  

VI. LIMITATIONS AND FUTURE WORKS 

     The developed system faces difficulties in classifying 
faces covered by hands since it almost looks like the person 
wearing a mask. While any person without a face mask is 
traveling on any vehicle, the system cannot locate that person 
correctly. For a very densely populated area, distinguishing 
the face of each person is very difficult. For this type of 
scenario, identifying people without face mask would be very 
difficult for our proposed system. In order to get the best 
result out of this system, the city must have a large number of 
CCTV cameras to monitor the whole city as well as dedicated 
manpower to enforce proper laws on the violators. Since the 
information about the violator is sent via SMS, the system 
fails when there is a problem in the network. 
      The proposed system mainly detects the face mask and 
informs the corresponding authority with the location of a 
person not wearing a mask. Based on this, the authority has 
to send their personnel to find out the person and take 
necessary actions. But this manual scenario can be automated 
by using drones and robot technology [22], [23] to take action 
instantly. Furthermore, people near to the person not wearing 
a mask may be alerted by an alarm signal on that location, 
and displaying the violators face in a LED screen to maintain 
a safe distance from the person would be a further study. 
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Abstract— Light imagined to exist at different 

constant speeds far greater than the known speed of 
c – 186,000 miles per second - offers a unique view of 
quanta and quantum computation.  Analyses of such 
light further provides a unique point of view into the 
origin and possibilities of genetics.  Genetics can be 
seen as having a diverse light-based functional, as 
opposed to a solely form-based foundation.  
Genetics can also be perceived as being the output of 
a persistent quantum-level computation.  Such a 
modeling provides useful hypotheses into the 
structure of DNA, into processes of constructive and 
destructive mutation, and heredity.  Further the 
relationship and possible impacts of the quantum-
based processes of entanglement and superposition 
on genetics, and future possibilities due to 
practically infinite amount of information in 
antecedent layers of light can be constructed.  
Finally, such a view may suggest a non-invasive and 
constructive way in which to influence processes 
that underly genetics. 

 
Keywords— Genetics, Mutation, Quantum 

Computation, Heredity, Symmetries in Light, Superposition, 
Entanglement, Genetic-Type Information, Quanta 

I. INTRODUCTION  
 

The Cosmology of Light computational model (Malik 
2018a, b; 2019, 2020) explored a mathematical structure of 
Light composed of light traveling at different constant 
speeds beyond the known speed of light, of c – 186,000 
miles per second in vacuum - in the physical universe.  
Light at different speeds engenders different realities, 
which will be summarized in Sections II and III, and as a 
result engenders different kinds of information.  This vast 
variety of information is proposed as being the origin of 
genetic-type information and genetics.  

 

Light at different speeds, from an imagined speed of 
infinite miles per second, down to c - 186,000 miles per 
second in vacuum - creates different though 
mathematically symmetrical realities based on four 
underlying properties suggested to be implicit in light.  
This gives rise to a quaternary-based multi-layered 
mathematical structure in which the unity of light 
traveling infinitely fast separates in an increasing display 
of distinct functionality to create the reality of infinite 
functional diversity we are familiar with in this reality 
where light travels at c.  This happens through a process 
of precipitation.  This process of precipitation can also be 
perceived as a “subtle” backbone or strand not unlike the 
backbone or downward-strand of the double helix DNA 
structure that animates every living cell.  In other words, 
the very basis of genetic structure may potentially be tied 
to the process of precipitation of light.   

 
Further, as light slows down the codification implicit 

in the state where it is imagined travelling infinitely fast 
begins to further materialize and generates “libraries” of 
information as it were, that are accessible to all 
subsequent layers created by “slower” light.  These 
libraries are the bases of genetic information and 
heredity. 
 

The process of mutation will be seen to vary 
depending on which layer of light is involved.  Massively 
significant mutations such as took place on the SRY gene 
and led to the evolution of human from the chimpanzee 
species (Ridley, 1999) are suggested to be due to layers of 
light traveling faster than c.  By contrast degenerative 
mutation leading to dysfunction and disease are 
hypothesized to be linked to the layer of reality so set up 
by light projected at slower than c speeds or zero speed.   
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Section IV will review the afore-mentioned genetic 
concepts from the point of view of a light-based 
quantum-computational model.   

 
Section V will summarize and conclude with some 

thoughts on future directions of genetic research in such 
a light-based quantum-computation model. 
 

II. LIGHT AND THE ORIGIN OF GENETICS 

 
Practically, the finite speed of light implies that light 

will take a finite amount of time to travel from one point 
to another.  This is significant even when viewed at the 
atomic scale.  If there is a source of electromagnetic 
radiation in the nucleus or due to the electrons changing 
orbits around a nucleus that radiation will be experienced 
only a finite time later.  It can be inferred that this 
phenomenon is related to quanta.  Energy of quanta is 
specified by (1), where ‘E’ is energy of quanta, ‘h’ is 
Planck’s constant,  is frequency of the radiation.  Hence 
(1): 

 
 

 
Eq. 1:  Energy of Quanta 
 
Further, the speed of light ‘c’, frequency of radiation 

, and wavelength of radiation , are related by (2): 
 

 
 
Eq. 2:  Speed of Light 
 
Combining (1) and (2) the inverse relationship 

between c and h can be observed in (3) for any fixed level 
of ‘E’: 

 

 

 
Eq.3:  Inverse Relationship Between c and h 
 
Assume now a thought experiment to bring home the 

creative nature of light and why all of life would possibly 
emerge from it.  Imagine light traveling at an infinite 
speed.  If this were so then the inverse relationship 
between c and h would necessitate that h approach 0.  In 
other words matter would be unable to form.  Conversely 
if light were to slow down, to approach c, then h would 
progressively increase to some threshold where energy is 
able to sustain itself in quanta and matter would emerge.  
So finite speed of light creates quanta, which creates 
matter.  Therefore all of matter emerges from light.   

 

Note that such an interpretation of quanta suggests that 
quantum computation needs to be thought of differently 
than we currently think of it as.  This was examined in 
‘Light-Based Interpretation of Quanta and its Implications 
on Quantum Computing’ (Malik, 2020) and in The 
Emperor’s Quantum Computer (Malik, 2018b).  Further, 
every act of computation yields an output.  It is proposed 
that genetic-type information is the output. 

 
Further, in this view it can be seen that the big bang is 

nothing other than light slowing down and creating matter 
as a result of that (Malik, 2018a).  So if all matter is an 
action of light then any universe arising is only a result of 
it.  There are then likely some overarching properties that 
would be true of light and therefore also true of everything 
that was to arise in any such universe.  It may even be that 
these properties would be fundamental and would 
determine structure of matter and everything that emerges 
out of it. 

 
So, what can be inferred about the properties of light? 
 
The speed of light is known to have implications on 

the experienced nature of reality.  The finiteness, c, at 
186,000 miles per second in a vacuum, creates an upper 
bound to the speed with which any physical object may 
travel.  This also implies that objective reality will be 
experienced as a past, a present, and a future, from the 
point of view of that object (Einstein, 1995).  These 
characteristics – a past, a present, and a future – can 
therefore be thought of as implicit in the nature of light 
and become part of objective reality because of the speed 
of light.   

 
Further, it can be observed that c also creates a lower 

bound when inverted (1/c) being proportional to Planck’s 
constant, h.  ‘h’ as we know pegs the minimum amount of 
energy or quanta required for expression at the sub-atomic 
level (Isaacson, 2008).  Planck’s constant, h, therefore 
allows matter to form (Lorentz, 1925) and for the reality 
of nature with a past, present, and future, to also be 
progressively experienced as a phenomena of connection 
between seemingly independent islands of matter.  This 
characteristic of ‘connection’ is therefore also proposed to 
be implicit in the nature of light and becomes part of 
objective reality because of the speed of light. 

 
As suggested in The Fractal Organization (Malik, 

2015) a ‘present’ equates to ‘vitality’ because in the 
present there is a working out of the play of forces where 
the most energetic, powerful, or ‘vital’ force will express 
itself over others.    ‘A ‘past’ equates to ‘physicality’ 
because all can be viewed as established reality, as defined 
by what the eye or other lenses of perception can see.  
Such lenses see what has already ‘physically’ been formed 
in time.  A ‘future’ equates to ‘mentality’ since cause, or 
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seed, or direction, implies meaning that drives the 
emergence of phenomena. 

 
These implicit characteristics – physical, vital, mental, 

connection – of the nature of light as experienced at the 
layer of reality set up by a finite speed of light may hence 
be summarized by (4).  CU refers to the speed of light of 
186,000 miles per second, that has created the perceived 
nature of reality, U: 

 
 

 
Eq. 4:  Nature of Light at c 
 
It is known however that at quantum levels the nature 

of reality is at least characterized by wave-particle duality.  
Light and matter may be experienced as both particles and 
waves (Feynman, 1985; De Broglie, 1929; Ekspong 
2014).  Such duality, as will be explored shortly is related 
to the notion of quantum. But for matter to be experienced 
as waves implies that ‘h’ has become a fraction of itself, 
hfraction.  This further implies that c must have become 
greater than itself, cN, such that the inequality specified by 
(5) holds: 

 
 

 
Eq. 5:  Inequality of Speed of Light 
 
Note that what is implied here is that there must be 

another nature of reality specified by N that is the result 
of a speed of light greater than 186,000 miles per second, 
just as there is a nature of reality specified by U that is the 
result of the speed of light being 186,000 miles per 
second.  This is consistent with recent developments in 
physics with the notion of property spaces being separate 
from but influencing physical space as explored by Nobel 
Physicist Frank Wilczek (Wilczek, 2016).   

 
It is also to be noted that in Perkowitz’s recent 

treatment of today’s breakthroughs in the science of light 
(Perkowitz, 2011) he suggests that the theory of relativity 
does not disallow particles already moving at speed c or 
greater.   

 
It stands to reason that current instrumentation, 

experience, and normal modes of thinking having 
developed as a bi-product of the characteristics so created 
in the layer of reality U may be inadequate to access N 
without appropriate modification. 

 
The notion of wave-particle duality already challenges 

the notion of normal thinking perhaps because particle-
like phenomena may be viewed as a function of less than 
or equal to c motion, while wave-like phenomena may be 
viewed as a function of faster than c motion.  That these 
may be happening simultaneously is reinforced by 

principles such as complementarity in which experimental 
observation may allow measurement of one or another but 
not of both (Whitaker, 2006). 
 

III. GENETIC-TYPE INFORMATION IN LIGHT 

 
But then taking this trend of a possible increase in the 

speed of light to its limit, this will result in a speed of light 
of infinite miles per second.  The question is, what is the 
nature of reality when light is traveling at infinite miles 
per second?  And what kind of information would be 
created in that reality? 

 
In any space-time continuum be it an area or volume, 

regardless of scale, light originating at any point will 
instantaneously have arrived at every other point.  Hence 
light will have a full and immediate presence in that 
space-time continuum.  Further, that light will know 
everything that is happening in that space-time 
instantaneously – that is know what is emerging, what is 
changing, what is diminishing, what may be connected to 
what, and so on - or have a quality of knowledge.  It will 
connect every object in that space-time completely and 
therefore have a quality of connection or harmony.  
Finally nothing will be able to resist it or set up a separate 
reality that excludes it and hence it will have a quality of 
power.   

 
These implicit characteristics of the nature of light as 

experienced at the layer of reality set up by light traveling 
infinitely fast may hence be summarized by (6), where  
refers to the speed of light of  miles per second, that has 
created the perceived nature of reality, : 

 
 

 
Eq. 6:  Nature of Light at  
 
But it can also be noticed from (4) that ‘physical’ is 

related to presence, ‘vital’ is related to power, ‘mental’ is 
related to knowledge, and ‘connection’ is related to 
harmony. 

 
The question then, is how do these apparent qualities 

at  precipitate, translate into, or become the physical-
vital-mental-connection based diversity experienced at U?  
This may be achieved through the intervention or action 
of a couple of mathematical transformations.  First, the 
essential characteristics of Presence, Power, Knowledge, 
Harmony that it is posited exist at every point-instant by 
virtue of the ubiquity of light at  will need to be 
expressed as sets with up to infinite elements.   Such a 
precipitation is none other than an act of quantization 
since something implicit in the layer where light travels 
faster is collecting in ‘quanta’ to be expressed more 
materially in the layer where light travels slower. Second, 
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elements in these sets will need to combine together in 
potentially infinite ways to create a myriad of seeds or 
signatures that then become the source of the immense 
diversity experienced at U.   This, similarly, is also an act 
of quantization or the action of a quantization-function.  
This suggests that all that is seen and experienced at U 
may be nothing other than ‘information’ or ‘content’ of 
light and as such that there are fundamental mathematical 
symmetries at play where everything at U is essentially 
the same thing that exists at . 

 
It may also be inferred that wherever wave-particle 

duality exists, it does so because of a more observable 
quantum-translation from one speed of light to another, 
through the device of quanta. 

 
Assuming that the first transformation occurs at a layer 

of reality K where the speed of light is , such that 
, this may be expressed by (7): 

 
 

 
Eq. 7:  Nature of Light at K 
 
  signifies ‘Set of Presence’ and may have elements 

associated with the qualities of being present everywhere, 
or of creating a physical basis in or on which other 
functions or characteristics can manifest.  Hence  may 
have elements as expressed by (8): 

 

 
 
Eq. 8:  Set of Presence 
 

 signifies ‘Set of Power’ and may have elements 
associated with the qualities of being powerful, or of the 
play of vitality and experimentation which creates all 
possibility.  Hence  may have elements as expressed 
by (9): 

 

 
 
Eq. 9:  Set of Power 
 

 signifies ‘Set of Knowledge’ and may have 
elements associated with the qualities of knowledge, or 
the search and codification of knowledge.  Hence  may 
have elements as expressed by (10): 

 

 
 

Eq. 10:  Set of Knowledge 
 

 signifies ‘Set of Harmony’ and may have elements 
associated with the qualities of harmony, or creating 
relationship and love.  Hence  may have elements as 
expressed by (11): 

 

 
 
Eq. 11:  Set of Harmony 
 
Equations (8 - 11) then, shed insight not only into the 

nature of reality in light’s precipitation toward speed c, but 
also the type of information that may be generated in this 
precipitation.  This information, it is proposed, is genetic-
type information, and has a bearing on information that 
materializes in genes in the layer of reality where light 
travels at speed c. 

 
Assuming that the second transformation occurs at a 

layer of reality N where the speed of light is , such that 
, this may be expressed by (12): 

 
 

 
Eq. 12:  Nature of Reality at N 
 
The unique seeds are therefore a function, f, of some 

unique combination of the elements in the four sets 
.  This also suggests the basis of vast 

genetic diversity, due to the functional variety of 
information available in layers of light antecedent to the 
layer traveling at c. 

 
The relationship between the layers of light may be 

hypothesized by the following matrix (13): 
 

 

 
Eq. 13:  Relationship Between Layers of Light 
 
The matrix suggests a series of transformations 

leading from the ubiquitous nature of light implicit in a 
point – presence, power, knowledge, harmony - to the 
seeming diversity of matter observed at the layer of reality 
U which is fundamentally the same presence, power, 
knowledge, and harmony projected into another form of 
itself.   

 
The first transformation is summarized by  (14): 
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Eq. 14:  First Transformation 
 
This is suggesting that the reality at the layer specified 

by the speed of light ,  is a function of the reality at 
the layer specified by the speed of light .  This 
transformation translates the essential nature of a point 
into the sets described by (8 – 11).  Note that (14) is 
essentially a quantization-function, in that something of 
the reality of light existing at , is translated into reality 
experienced at . 

 
The second transformation is summarized by  (15): 
 

 
 
Eq. 15:  Second Transformation 
 
This is suggesting that the reality at the layer specified 

by the speed of light ,  is a function of the reality at 
the layer specified by the speed of light .  This 
transformation combines elements of the sets into unique 
seeds as suggested by (12).  This transformation can also 
be thought of as the result of a quantization-function such 
that something of  is collected as unique seeds at . 

 
The third transformation is summarized by (16): 
 

 
 
Eq. 16:  Third Transformation 
 
This is suggesting that the reality at the layer specified 

by the speed of light ,  is a function of the reality at 
the layer specified by the speed of light .  This 
transformation builds on the unique seeds suggested by 
(12) to create the diversity of U as specified by (4).  This 
transformation is therefore also the result of a 
quantization-function such that the seed-aspect of  is 
translated into the immense diversity experienced at . 

 
In this framework the notion of wave-particle duality 

hence may become complementary block-field-wave-
particle quadrality where block refers to phenomenon 
resident to , field to phenomenon resident to N, wave to 
phenomenon resident to K, and particle to phenomenon 
resident to U.   The essential translation from one level to 
the next is due to a series of quantization-functions, so that 
(13) essentially summarizes an algorithm for life (Malik 
at al., 2019), where an implicit quaternary basis of 
presence, power, knowledge, and harmony, sets up 
potentially infinite number of elements derived from sets 
of presence, power, knowledge, and harmony.  The 
implication of this is that quantization, and in fact this 
genre of quantum computation that arbitrates a structure 

as summarized by (13) is fundamentally creative, 
resulting in the vast variety of genetic-type information.  
As such quantum computation should be thought of as a 
fundamentally creative process arbitrating abstract 
possibilities in Light into a rich variety of genetic-type 
information, that subsequently express itself in material 
existence. 

 
Equation (13), with modification, can also be 

expressed as a light-based quantum computational model 
of genetics as in Eq (17).  In this modification it is 
assumed that light is projected at zero-speed which would 
effectively create the opposite reality to light existing at 
infinite speed.  Hence in (17)  implies light at zero-
speed, and D, W, I, and C imply Darkness, 
Weakness, Ignorance, and Chaos, the opposites of 
Presence, Power, Knowledge, and Harmony, 
respectively: 

 

 

 
Eq. 17:  Light-Based Quantum-Computational Model 

of Genetics 
 

IV. KEY CONCEPTS OF GENETICS FROM THE LIGHT-
BASED POINT OF VIEW 

 
1) The Origins of Genetics 
 
The infinite information codified in Light is the origin 

of genetics.  As discussed previously Light in its state 
where it travels infinitely fast, possesses characteristics of 
presence, power, knowledge, and harmony, and contains 
vast possibility within it.  This vast possibility can be 
thought of as information, and its structure related to the 
four characteristics, as the basis of genetics. 

 
2) The Light-Based Downward-Strand 
 
All-possibility that exists in the reality of light 

traveling infinitely fast is progressively materialized 
through a mathematical arrangement by which the 
subtle-infinite becomes the astounding material-diversity 
experienced when light travels at c.  The mathematical 
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process, by which this transformation takes place, creates 
the light-based downward-strand.   

 
3) Subtle-Libraries of Pre-Genetic Information 
 
The progressive materialization of light has been 

modeled by a series of mathematical transformations in 
the Sections II and III.  These transformations take the 
vast amount of information existing where light travels 
infinitely fast, to effectively create a series of precipitated 
subtle-libraries also of practically infinite pre-genetic 
information.  This series of subtle-libraries subsequently 
allows infinite material diversity to come into being. 

 
4) Material-Fabric 
 
Just as genetic information is housed in DNA in living 

cells, there has to exist some structure to house the 
proposed pre-genetic information that exists at a pre-
cellular stage.  It is proposed that such pre-genetic 
information is housed in a structure termed ‘Material-
Fabric’.  This material-fabric exists at the interface or 
could be the interface between the antecedent quantum-
layer and the reality that emerges at . 

 
5) Four-Base Logic-Encoding Ecosystems 
 
Four-base logic-encoding ecosystems are imagined 

containing logic in the quantum-layer antecedent to the 
reality emerging at .  These four-base logic-encoding 
ecosystems can be subject to change in the interplay with 
the material layer and may be related to the processes of 
mutation.    

 
6) Superposition in Genetics 
 
In the process of quantum-computation, by which 

four-base logic-encoding ecosystems, the pre-genetic and 
the genetic libraries, can be altered, the different 
dynamics representative of realities created by light 
traveling at different speeds are always present.  This 
presence exists in superposed fashion and the real-time 
quantum-computation determines which superposed 
possibility will manifest materially. 

 
7) Entanglement in Genetics 
 
The information inherent to a particular layer, created 

through light traveling at a different speed, generates 
libraries of possibility through a mathematical process.  
Due to different dynamics of space and time 
representative of the layer created by light at a particular 
speed, these libraries exist differently in an entangled 

state, therefore being subtly present or influencing layers 
of light traveling at a slower speed relative to that layer.  
Common DNA existing in every cell at the material layer 
may be thought of as a logical outcome of this process of 
antecedent-entanglement. 

 
8) Heredity 
 
The presiding or generally accessible four-base logic-

encoding ecosystems may be thought of as the primary 
bases of heredity.   

 
9) Constructive-Mutation 
 
Constructive-mutation is imagined occurring when 

patterns of a largely obstinate nature at the material level 
are broken as a result of which other possibilities existing 
in the higher levels of the light-based downward-strand 
are allowed to manifest.  Of necessity this means that an 
inherent process of integration is taking place since light 
is unifying with its deeper nature.   Constructive-
mutation is intimately tied to this notion of integration. 

 
10) Destructive-Mutation 
 
When obstinate or disintegrating patterns persist or 

are chosen destructive-mutation will result.  In its essence 
this suggests that light is moving away from its essential 
unified reality more towards the reality typified by 
disaggregation, that can be imagined to exists were light 
to be projected at zero-speed as suggested by  in Eq 
(17).   

 
11) Interpretation of Matter 
 
Matter is the result of a constant computation 

involving the existing material layer, the material-fabric, 
four-base logic-encoding ecosystems, and the antecedent 
light layers. This means that matter can and will change 
as the interplay between these layers changes. 

 
12) Evolution and the Possibilities of Genetics 
 
Evolution is a process by which pre-genetic 

possibilities in antecedent layers of light materialize due 
to the existence of the right material conditions.  This will 
also imply that the pre-genetic material existing in the 
four-base logic-encoding ecosystems will change. 

 
13) Post-Genetic Code 
 
In its possibilities of materialization information in 

light may house itself in subtle-libraries generated at 
various layers of light, four-base logic-encoding 
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ecosystems at the quantum-level, the material-fabric, or 
in genetic code in living cells.  But it is also possible 
through the process of evolution that the “structure” 
housing further possibilities in light may take on a hybrid 
form that may be referred to as Post-Genetic Code. 
 

V. SUMMARY AND FURTHER RESEARCH 

 
The light-based quantum-computational model 

of genetics described in this paper suggests several 
avenues of further research. 

 
In this model there are multiple layers of light 

that house different kinds of fourfold information.  
The model is subject to a persistent quantum 
computation which creates genetic-type information 
as its output.  In this model the origin of genetics is 
seen as being the antecedent layers of light traveling 
faster than c.   Such layers of light can 
mathematically be structured as non-physical 
property-spaces that impact physical reality.  The 
question is whether such a configuration of light-
based property-spaces are valid in terms of thinking 
about genetics, and further what other kinds of 
property-space models may be valid as a basis of 
comparison? 

 
The precipitation of light is suggested to have a 

bearing on the downward strand of DNA.  Subtle-
libraries of genetic-type information are suggested 
to be inputs in a process of quantum computation 
that also have a bearing on how genetic information 
materializes. In terms of further research, is there 
indeed such a precipitation in the existing 
conception of the downward-strand of regular 
DNA?  Further, is there some relationship between 
the four nitrogenous bases in DNA of guanine, 
adenine, cytosine and thymine and the four 
properties envisioned to be implicit in light? 

 
 For such a computational model to be viable 

there needs to be another housing structure for 
genetic-type information.  It is proposed that there is 
some kind of ‘material-fabric’ at the quantum level 
where light precipitates to light at speed c. Is this 
indeed the case? 

 
Further, as a result of being at the quantum-level, 

phenomenon such as superposition and 
entanglement may also influence genetic 
information.  Is the model of superposition and 
entanglement proposed briefly in this paper a 

possible way in which these quantum phenomenon 
affect genetics? 

 
Persistence of information in such a material-

fabric is the basis of heredity.  Constructive mutation 
is due to interaction with layers of light traveling 
faster than c where the root of all function is 
proposed to exist.  Destructive mutation may be 
perceived as being due to interaction with light 
existing at zero-speed, where disaggregation 
increases.  These views of heredity and mutation 
need to be elaborated further. 

 
If light is indeed the origin of genetics and if light-

based processes such have been briefly discussed in 
this paper are valid, then what are implications for 
non-invasively and positively influencing processes 
of genetics?  Experiments to begin to check the 
validity of this possibility can be created. 
 

REFERENCES 

 
1. De Broglie, L.  1929.  The Wave Nature of the 
Electron.  Nobel Lecture.  
2. Einstein, A.  1995.  Relativity:  The Special 
and General Theory.  New York:  Broadway Books. 
3. Ekspong. 2014.  “The Dual Nature of Light 
as Reflected in the Nobel 
Archives". Nobelprize.org. Nobel Media AB 2014. 
Web. 15 Oct 2016.  
4. Feynman, RP.  1985.  QED  The Strange 
Theory of Light and Matter. New Jersey:  Princeton 
University Press 
5. Holland, P.  1995.  The Quantum Theory of 
Motion: An Account of the de Broglie-Bohm Causal 
Interpretation of Quantum Mechanics.  Cambridge:  
Cambridge University Press. 
6. Isaacson, W.  2008.  Einstein: His Life and 
Universe.  Simon and Schuster.  New York. 
7. Lloyd, S.  2007.  Programming the Universe:  
A Quantum Computer Scientist Takes On the 
Cosmos.  New York:  Vintage 
8. Lorentz, H.A. 1925.  The Science of Nature.  
Vol. 25, p 1008.  Springer 
9. Malik, P. 2015. The Fractal Organization. 
New Delhi: Sage Publications 
10. Malik,P., Pretorius, L., Winzker, D. 2017. 
Qualified Determinism in Emergent-Technology 
Complex Adaptive Systems.  Conference 
Proceedings IEEE TEMSON 2017. 
11. Malik, P. 2018a.  Cosmology of Light.  
Google Books 

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

282



 

978-1-7281-9615-2/20/$31.00 ©2020 IEEE 

12. Malik, P.  2018b.  The Emperor’s Quantum 
Computer.  Google Books. 
13. Malik, P.  2019.  The Origin and Possibilities 
of Genetics.  Google Books. 
14. Malik, P.  Pretorius, L.  2019.   An Algorithm 
for the Emergence of Life Based on a Multi-Layered 
Symmetry-Based Model of Light.   2019 IEEE 9th 
Annual Computing and Communication Workshop 
and Conference (CCWC). 
10.1109/CCWC.2019.8666554 
15. Malik, P. "Light-Based Interpretation of 
Quanta and its Implications on Quantum 
Computing," 2020 10th Annual Computing and 
Communication Workshop and Conference 

(CCWC), Las Vegas, NV, USA, 2020, pp. 0719-0726, 
doi: 10.1109/CCWC47524.2020.9031279. 
16. Perkowitz, S.  2011.  Slow Light.  London:  
Imperial College Press 
17. Ridley, M.  Genome:  The Autobiography of 
a Species in 23 Chapters..  Great Britain:  Fourth 
Estate. 
18. Whitaker, A. 2006.  Einstein, Bohr and the 
Quantum Dilemma: From Quantum Theory to 
Quantum Information.  Cambridge:  Cambridge 
University Press 
19. Wilczek, F.  2016.  A Beautiful Question:  
Finding Nature’s Deep Design.  New York:  Penguin 
Books 

 

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

283



978-1-7281-9615-2/20/$31.00 ©2020 IEEE 

Barriers and Drivers to Adoption of Cloud 
Infrastructure Services: A Security Perspective 

 

Michael Townsend  
Departmetn of Information Technology 

Georgia Southern University 

Statesboro, USA 
mtownsend@georgiasouthern.edu 

 

Hayden Wimmer* 
Department of Information Technology 

Georgia Southern University 
Statesboro, USA 

hwimmer@georgiasouthern.edu 
 

Jie Du 
School of Computing and Information 

Systems 
Grand Valley State University 

Allendale, USA 
dujie@gvsu.edu 

Abstract—This study investigates the barriers and drivers to 
cloud infrastructure adoption as perceived by Information 
Technology Professionals. If the barriers to adoption of cloud 
computing technologies exist in small then the identification of 
these barriers will help organizations implement cloud 
technologies into their operating environments. This study will 
focus on the adoption of Infrastructure-as-a-Service technologies 
and not Software-as-a-Service technologies. Much of the literature 
on this topic revolves around security and the perception that it is 
less secure. While there are security issues to be addressed, many 
of the barriers can be overcome through an understanding of the 
cloud technology. A survey was conducted to measure the 
perception and readiness of Information Technology professionals 
and business decision makers. The results of the survey show that 
the major barriers to adoption are not always security related and 
that some benefits may also be found. Perceived security is found 
to be a significant driver for adoption of IaaS. 

Keywords—cloud computing, security, adoption, barriers 

I. INTRODUCTION 

Managing information technologies can be a complex issue 
and one that can be done in many different ways. There are 
traditional on premise datacenters that provide local computing 
resources and then there are large, regional datacenters available 
that can accommodate most any workload an organization 
would need to acquire. With all of the benefits that these large 
datacenters can provide, and the most significant players in the 
market being household names like Amazon, Microsoft and 
Google; why are not more organizations taking advantage of the 
easily accessible and robust computing environment?  

This study will investigate the barriers and the drivers to 
cloud infrastructure adoption as perceived by IT professionals in 
the United States. The focus of this study will be on the adoption 
of Infrastructure-as-a-Service (IaaS) technologies and not 
Platform-as-a-Service technologies like databases or Software-
as-a-Service technologies like Google Gmail and Microsoft 
Office365. A survey will be conducted to measure the 
perception and readiness of Information Technology 
professionals to adopt cloud technologies over an on premise 
datacenter infrastructure option.  

This work will contribute to the body of Information 
Technology knowledge by providing a specific point of view for 
adopting cloud computing infrastructure technologies. Much of 
the literature written on this topic is broader and not focused on 

specific infrastructure technologies and the determinants to 
adopting cloud infrastructure technologies. 

This paper starts with a discussion of research into cloud 
computing and then focuses on the cloud computing security 
implications, perceived security, and trust. A description of the 
research model and methodology we applied to help answer our 
research question follows. Finally, it concludes with a 
presentation of the data analysis and a discussion of their 
implications. 

II. LITERATURE REVIEW 

The National Institute of Standards and Technology (NIST) 
defines cloud computing as “a model for enabling ubiquitous, 
convenient, on-demand network access to a shared pool of 
configurable computing resources that can be rapidly 
provisioned and released with minimal management effort or 
service provider interaction” [1]. Cloud computing is becoming 
a more pervasive and essential part of IT departments in 
business, government, and non-profit sectors. The impact of 
virtualization and distributed computing has created an 
opportunity for cloud vendors to capitalize on excess computing 
infrastructure [2]. Infrastructure-as-a-Service is the model where 
the consumer provisions the processing, storage, and 
networking to include operating system and any application 
software. The consumer does not have access to the base 
hardware architecture that is physically located in the provider’s 
datacenter.  

Armbrust et al. [3] provided an overview and advocated for 
the use of cloud computing through discussions related to utility 
computing, Internet datacenters, and distributed system 
economics. Armbrust et al. included information and advocacy 
for the use of cloud computing and gave example use cases for 
Amazon EC2, Microsoft Azure, and Google AppEngine. They 
include a Top 10 obstacles and opportunities for cloud 
computing related to uptime, security, networking bottlenecks, 
scaling, licensing and unpredictability in performance and 
software integrity. The third topic discussed in [3] is on the topic 
of Data Confidentiality and Auditability.  Since cloud offerings 
are essentially public networks, they are more prone to attack 
than a private, on premise cloud. “We believe that there are no 
fundamental obstacles to making a cloud-computing 
environment as secure as the vast majority of in-house IT 
environments, and that many of the obstacles can be overcome 
immediately with well understood technologies such as 
encrypted storage, Virtual Local Area Networks, and network 
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middle boxes (e.g. firewalls, packet filters)” [3]. They proposed 
that encrypting data before placing it in a Cloud may be even 
more secure than unencrypted data in a local datacenter [3]. 

A. Cloud Security Implications 

Almorsy, Grundy, and Muller [4] discussed security 
implications for Infrastructure-as-a-Service to include virtual 
machine security such as the operating system which is the 
responsibility of the cloud consumer. Securing the virtual 
machine images repository as a compromised image can result 
in the spread of malicious software to numerous hosts. Security 
of images is the burden of the cloud provider. Virtual network 
security is important because multiple organizations could share 
the same server and virtual network and Domain Name Service 
and other IP protocols could be exploited. The virtual 
boundaries of each virtual machine on a given host server should 
be isolated and it is the responsibility of the cloud provider. 
These virtual machines share the same processor, memory, 
network card, and input/output stream. Lastly, the hypervisor is 
what virtualizes and maps virtual resources to physical resources 
on the host server. “Any compromise of the hypervisor violates 
the security of the VMs because all VMs operations become 
trace unencrypted” [4].   

More technical sources cite the difficulty of digital 
investigations on cloud infrastructure. Almulla, Iraqi, and Jones 
[2] discussed the infrastructure and services required to serve 
cloud applications to end users. Investigations with the cloud 
and on the cloud are discussed with importance of guidelines in 
relation to assist the investigator in a cloud scenario [2]. 
Subashini [5] made some valid points regarding security issues 
in IaaS and the responsibilities of both the provider and the 
consumer as to how they differ between cloud service models. 
Amazon Elastic Compute Cloud (EC2) infrastructure as a 
service model includes vendor responsibility for security 
controls for the physical, environmental, and virtualization 
layers. The customer is responsible for the security of the 
operating system, applications, and data [5]. 

El-Gazzar, Hustad, and Olsen [6] found that two of the most 
important factors that drive cloud computing adoption are 
security and governance policies designed to monitor the 
performance of the cloud service provider. Using structural 
equation modeling and artificial neural network modeling, 
Priyadarshinee, Raut, Jha, and Gardas [7] found that trust, 
perceived IT security risk, management style, and technology 
innovation were identified to have an important effect on cloud 
adoption. Technical barriers to adoption were researched by [8] 
and they found that large scale outages that impacted 
availability, lack of portability, and integration with current 
systems impacted adoption. Furthermore, migration complexity, 
privacy and legal concerns, and security all play a role in 
whether a business will adopt [8]. 

In a localized study of Tunisian firms Hadhri [9] posited that 
adoption depended on that size of the firm, the savings that cloud 
computing could provide, complexity, and competitive pressure 
from other businesses. An interesting find is that one component 
that was not important was the relative IT skills of the 
employees. 

“Cloud computing involves potentially greater exposure to 
security threats and privacy breaches, especially when the cloud 
is based on the Internet rather than an organization’s own 
internal network” [10]. Despite the security concerns cloud 
computing is a desirable solution for many companies. New 
small businesses can get started without having to pay for 
hardware and operating systems up front. Current small business 
can migrate existing workloads to the cloud with very little 
downtime and enjoy the benefits of paying for what you use. 

Xiao and Xiao [11] discussed confidentiality, integrity, 
availability, accountability, and privacy that are the most 
representative security and privacy attributes in cloud 
computing. Along with vulnerabilities like co-residency (multi-
tenancy) and loss of physical control in each attribute, defense 
strategies and suggestions were also discussed such as co-
residency detection and trusted computing platform. Privacy and 
security issues in cloud computing was studied by Kshetri [12] 
and found that “due primarily to concerns related to security, 
privacy and confidentiality critics have argued that its perceived 
costs may outweigh the benefits” [12]. These findings help 
solidify the hypotheses that security is indeed a primary barrier 
to adoption of cloud computing. 

Kahn and Al-Yasiri [13] investigated challenges associated 
with cloud adoption among small and medium businesses in the 
United Kingdom. They identified, through interviews, four main 
challenges encountered by small and medium business, lack of 
internal staff expertise, concern over proprietary data and its 
safety, prohibition of classified data being placed on a shared or 
outsourced infrastructure, the last and most predominate 
problem was about Service Level Agreements (SLA) - 
regulatory and service terms in cloud contracts and the lack of 
familiarity with the cloud concepts discussed in the SLA.  

B. Perceived Security and Trust 

Sun, Change, Sun, and Wang [14] presented that high 
security is one the major obstacles to adoption of cloud 
computing as a utility. The vulnerabilities to accessibility, 
virtualization, and web applications pose many security 
challenges. Security issues in cloud computing that can be 
divided into six subcategories, (a) how to provide safety 
mechanisms, (b) how to keep data confidential, (c) avoiding 
malicious insiders, (d) avoiding service hijacking, (e) managing 
multi-tenancy in virtualized environment where more than one 
entity resides on a host server owned by the service provider, 
and (f) developing “appropriate law and legal jurisdiction, so 
that users have a chain against their providers if need” [14]. 

According to [14] privacy is “the ability of an individual or 
group to seclude themselves or information about themselves 
and thereby reveal themselves selectively.” Privacy issues can 
be divided into four subcategories, (a) how to allow users to keep 
control of their data when it is stored and processed in the cloud, 
(b) how to maintain the integrity of the user’s data when it is 
replicated to other jurisdictional areas and avoid data loss and 
unauthorized modification, (c) defining which party is 
responsible for ensuring legal requirements for personal 
information are met, and (d) the identification and vetting of 
sub-contractors that might have access to the system that 
contains user data. 
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Lastly, Sun, Change, Sun, and Wang [14] addressed the 
issue of trust. “Trust is viewed as a measurable belief that 
utilizes experience to make trustworthy decisions” [14]. Trust 
can be built by restricting or blocking malicious entities from 
accessing or infiltrating the service provider’s systems. The four 
subcategories of trust are, (a) how to define and evaluate trust in 
a specialized cloud computing environment, (b) incident 
response and handling, (c) providing a different level of security 
based on trust level chosen by the end user, and (d) how to 
respond in time to changes in trust relationships when user 
requirements change.  

“Trust and trustworthiness are foundations on security” [15]. 
The basis of trust relationships and trust formation can 
dramatically affect the underlying security of any system [15]. 
These trust assumptions can affect the analysis of security 
requirements [16, 17]. Elahi and Yu examined the trust trade-
offs in security requirements [18]. Aslam, Bouget, and Raza 
proposed a solution to preserve security and trust in virtual 
machine migrations [19]. 

“Diffusion is a critical process concerning the success of 
innovations” [20]. This term relates directly to the study 
discussed in this paper in that the perceived security and trust of 
cloud technologies and that subsequent adoption is a long and 
slow process. The adoption rate of cloud technologies is at odds 
in some cases. Stieninger and Nedbal [20] found that cloud 
computing supporters grew from 28 to 35 percent, and the group 
of opponents also grew from 38 to 44 percent from 2011 (sample 
size n=411) to 2012 (sample size n=436). The fact that these two 
groups have opposing views and are also growing in size is 
much of the motivation for this research. What is the barrier to 
adoption for the holders of the opposing viewpoint?  

There are two main organizations working toward a more 
secure cloud computing experience and solutions and standards. 
The Cloud Security Alliance (CSA) and the Open Web 
Application Security Project (OWASP). CSA fosters discussion 
among solution providers, non-profit entities, and individuals 
for recommended practice for securing cloud computing. CSA 
also observes existing security framework standards and goes 
beyond that by creating a new framework. “CSA bridges the gap 
between common industry and government standards by 
offering its own framework of consolidated standards” [21]. 
OWASP curates a list of top cloud vulnerabilities to cloud based 
Software-as-a-Service models which is updated based on the 
threat landscape present at the time [22]. 

III. METHODOLOGY 

A. Research Model 

Our research model (see Fig. 1) has six constructs: perceived 
security [23], trust [24], risk [25], system quality [26], perceived 
benefits [26], and attitude [27]. The dependent variable in the 
research model is the subjects’ self-reported attitude toward IaaS 
(ATT). Five independent variables are hypothesized: the 
perceived security of IaaS, the trust to adopting IaaS, the 
perceived risks of adopting IaaS, the system quality of IaaS, and 
the perceived benefits of adopting IaaS. 

• H1 – Perceived Security (SEC) of IaaS is positively 
related to the attitude toward IaaS. 

• H2 – Trust (TRU) is positively related to the attitude 
toward IaaS. 

• H3 – Perceived risk (RISK) of adopting IaaS is 
negatively related to the attitude toward IaaS. 

• H4 – System quality (QUA) of IaaS is positively related 
to the attitude toward IaaS. 

• H5 – Perceived benefits (BEN) of adopting IaaS are 
positively related to the attitude toward IaaS. 

 

 
 

Fig. 1 Research Model 

B. Survery Administration 

The items in the survey focused on six constructs including 
five IVs and one dependent variable. All items (see the 
appendix) are anchored on 7-point Likert scales, with the 
following weights on each response, Strongly Disagree = 1, 
Somewhat Disagree = 2, Disagree = 3, Neutral = 4, Agree = 5, 
Somewhat Agree = 6, and Strongly Agree = 7. Survey 
participants were colleagues and peers of one of the authors that 
were encouraged to share the survey. An email was sent to the 
participants to explain the study and inform them the time 
estimated to complete along with other information required by 
the university. A survey service from Qualtrics was used to 
administer the survey questions. The survey consisted of 8 
demographic questions and 40 simple technical questions with a 
target completion time of less than 30 minutes as it is difficult to 
get anyone to commit much time to a survey.   

The survey recipient list consisted of 40 curated emails from 
personal contacts and professionals in the area. 27 responses 
were received and used in this study. Table 1 summaries the 
demographics of the sample. 

TABLE 1. SURVEY DEMOGRAPHIC PROFILE 

Demographic Category Percentage 
Males 92% 

Females 8% 
Average Experience 17 years 

 
Age Representation 

25-34: 37% 
35-44: 30% 
45-54: 30% 
55-64: 3% 

 
 

Education 

Some College: 8% 
2-year degree: 8% 
4-year degree 38% 

Professional Degree: 42% 
Doctorate: 4% 
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IV. DATA ANALYSIS 

A two-phased analysis was conducted to investigate the 
barriers and the drivers to adoption of IaaS. In Phase 1, we 
conducted an empirical study on the survey questions. We 
compared each pair of questions on IaaS and on-premise using 
paired t-tests. In Phase 2, we conducted a two-step analysis to 
examine the effects of the key constructs on the attitude 
dependent variable. First, an exploratory factor analysis (EFA) 
was done to extract the factors (latent variables) to validate our 
model constructs. Second, a multiple regression analysis was 
conducted using the SPSS calculated factor scores. The 
dependent variable was regressed on the five IVs to determine 
the main effects. 

A. Phase 1: Comparing IaaS and On Premise 

We compared the 20 pairs of questions on IaaS and on 
premise (see Fig. 2 - 7). Of the 20 question sets presented to the 
respondents, 5 were measured to have a significant difference 
(see Table 5). IaaS is perceived to have higher availability than 
on premise (p = 0.012) (see Fig. 5). Perception exists that IaaS 
provides a significant boost in uptime. A strong perception 
exists that the respondents believe that IaaS services ability to 
scale are greater than on premise services (p=0.000) ( see Fig. 
6). IaaS is also perceived to have greater performance than on 
premise (p = 0.024) (see Fig. 4). The respondents felt that there 
was more reason to believe that poor performance would be 
found on premise and not in IaaS. 

TABLE 2. FIVE SETS OF QUESTIONS AND THE P-VALUE 

No. Question p-value 
1 I trust Infrastructure as a Service (IaaS) because it has 

our best interests in mind. 
0.003 

I trust On-Premise Service because it has our best 
interests in mind. 

2 It is probable that Infrastructure as a Service (IaaS) 
would frustrate me because of its poor performance. 

0.024 

It is probable that On Premise Service would frustrate 
me because of its poor performance. 

3 Infrastructure as a Service (IaaS) is user friendly. 0.066 
On Premise Service is user friendly. 

4 Infrastructure as a Service (IaaS) provides high 
availability. 

0.012 

On Premise Service provides high availability. 
5 Infrastructure as a Service (IaaS) helps the 

organization to respond more quickly to change. 
0.000 

On Premise Service helps the organization to respond 
more quickly to change. 

 

On premise is found to have a better customer service (p = 
0.003) (see Fig. 3). There is concern that cloud service providers 
and their ability to keep customer best interests in mind. There 
is a perception for the respondents that on premise is more user 
friendly (p=0.066, see Fig. 5). Cloud providers have expansive 
and numerous catalog services and applications designed to 
meet the needs of any customer and these offerings are always 
changing. On premise services are not as dynamic and are more 
static making it easier to use and not have to contend with an 
ever changing landscape of services. 

 

 
Fig. 2 Security Comparison 

 
Fig. 3 Trust Comparison 

 
Fig. 4 Risk Comparison 

 
Fig. 5  System Quality Comparison 

 
 

Fig. 6  Perceived Benefits Comparison 

 

Fig. 7  Attitude Comparison 

B. Phase 2:Determinants to Adoption of IaaS 

1) Construct Validity and Reliability  
We conducted the factor analysis (using primary axis 

analysis) on the data set to extract the factors that influence IT 
professionals’ attitude toward IaaS. We use 0.5 as the 
recommended threshold [28]. Two rounds were run before we 
arrived at a set of factors loading at 0.5 or above. In the first run, 
four survey questions (TRU1, TRU2, RISK1, and BEN3) 
having a factor loading lower than 0.5 were removed from 
further consideration. 
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The results of the second round of EFA resulted in six factors 
being extracted from the data: ATT, SEC, BEN, QUA12, 
QUA34, and RISK. Note that the EFA resulted in the removal 
of the trust (TRU) factor from the original proposed model due 
to low factor loadings. TRU3 and BEN4 were loaded together 
with ATT1, ATT2, and ATT3. The EFA also resulted in the 
splitting of the original system quality factor (QUA) into two 
factors: QUA12, and QUA34. These unexpected results will be 
addressed in the discussion section later in this paper. 

Cronbach Alpha coefficient was used to test the reliability of 
the items. The acceptable value of Cronbach Alpha should be at 
least 0.70 [29]. Table 3 summarizes the factor loadings and 
Cronbach Alpha values for each item. The factor loadings for all 
items are greater 0.5 and the Cronbach Alpha values for all 
factors are greater than 0.7, allowing us to proceed with our 
regression analysis and hypothesis testing. 

TABLE 3. FACTOR LOADINGS AND CRONBACH ALPHA 

Construct  Item  Factor loadings Cronbach Alpha 
ATT     0.928 

  ATT1 .965   
  ATT2 .899   
  ATT3 .971   
 TRU3 .665  
 BEN4 .688  

SEC     0.953 
  SEC1 .938   
  SEC2 .922   
  SEC3 .923   

BEN     0.987 
  BEN1 .915   

  BEN2 .931   
QUA12     0.901 

  QUA1 .906   
  QUA2 .650   

QUA34     0.888 
  QUA3 .897   
  QUA4 .596   

RISK     0.766 
  RISK1 -.708   
  RISK2 -.946   

2) Hypotheses Testing 
To test the hypotheses, a multiple regression analysis was 
conducted using SPSS (see Table 4). The latent variable, 
perceived security has a significant coefficient as expected 
(p=0.095). The perceive security has a significant, positive 
effect on IT professionals’ attitude toward IaaS. Thus, H1 
was supported. Other variables were not significant. 
Therefore H2 - H5 were not supported. 

TABLE 4. REGRESSION RESULTS 

Variables Coefficient 

SEC .333* 
BEN .215 
QUA12 .059 
RISK .147 
QUA34 .120 
R^2 .408 
Adjusted R^2 .267 

 

V. DISCUSSION 

This study identified positive perceptions about IaaS 
technologies that are also good reasons to adopt the technology. 
Subjects’ responses indicate that IaaS is perceived to have 
higher availability and agility. IaaS is also perceived to have 
greater performance. On premise is found to have a more user 
friendly attribute and better customer service. Customer service 
and user friendliness are barriers to IaaS adoption. There is 
concern that cloud service providers and their ability to keep 
customer best interests in mind.   

Subjects’ responses also indicate that perceived security is a 
significant determinant of the attitude toward adoption of IaaS. 
Support for H1 indicates that IT professionals who believe that 
IaaS has adequate security have a more positive attitude toward 
adoption of IaaS. 

A. Construct Loading 

Besides the three items ATT1, ATT2, and ATT3, two other 
items (TRU3 and BEN4) were also loaded in the construct of 
ATT. TRU3 (I trust IaaS because it has our best interests in 
mind.) is phrased differently than other items in the TRU 
construct. TRU3 emphasizes more on the attitude or behavior 
other than the customer service. That might explain why TRU3 
was loaded as ATT. Different from other perceived benefits 
questions focusing on specific benefits, BEN4 (IaaS helps the 
organization provide better services to its clients) leans toward 
IT professional’s attitude toward IaaS rather than the perceived 
benefits. The question as to how people perceive the benefits and 
trust of using IaaS should be explored in the future. 

B. Splitting a Model Construct 

Our analysis also resulted in the splitting of the system 
quality factor (QUA) into two separate factors (QUA12, 
QUA34) based on the EFA results. A simple look at the 
questions gives insight into why this may have been necessary 
(Table 5). The first two items relate to the perceived quality of 
IaaS while the second two items focus on the performance of 
IaaS. Given these differences, it seems at least logical that the 
system quality factor needs to be split. The question as to how 
people perceive the system quality of IaaS is one that should be 
explored in the future. 

TABLE 5. SYSTEM QUALITY SURVEY ITEMS 

Item Question 
QUA1 Infrastructure as a Service (IaaS) is easy to use. 
QUA2 Infrastructure as a Service (IaaS) is user friendly 
QUA3 Infrastructure as a Service (IaaS) provides high availability 
QUA4 Infrastructure as a Service (IaaS) provides high-speed 

information access 

C. Limitation 

There are two limitations that must be acknowledged 
regarding this research. One limitation of the research is that this 
was a small sample size and a larger sample size would be more 
desirable. Better results may have been obtained if the sample 
size had been greater. The second is that, while the survey was 
built from prior surveys in cloud computing security, some of 
the issues with factor loadings could be caused by weaknesses 
in the survey itself. 
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D. Implications for Research and Practice 

There are at least two implications of these findings for the 
research community. First, perceived security is a significant 
determinant to adoption of IaaS. Instead of being a barrier, 
perceived security is a driver to adoption of IaaS. The limited 
number of significant factors in the model could be an indicator 
that better models are needed. 

Implications for practice focus around informing 
professionals about the barriers to adoption of IaaS so that they 
can make better decisions when deploying applications. 
Customer service and user friendliness are barriers to IaaS 
adoption. This research looks to inform practitioners in 
Information Technology about options they can use to better 
deploy applications that allow workers to focus on customer 
support and not facility and server maintenance. One of the best 
indicators for adoption is the decision maker’s knowledge of the 
technology. 

VI. CONCLUSION 

With more companies offering cloud computing services 
through the use of remote datacenters located all over the world, 
it is a compelling question as to what factors exist that impact 
the adoption of infrastructure cloud technologies. This study 
identified positive perceptions about IaaS technologies that are 
also good reasons to adopt the technology. Customer service and 
user friendliness were found to be barriers to IaaS adoption. 
Perceived security was identified to be a significant factor to 
positively impact IT professional’s attitude toward adoption of 
IaaS. 

Future work could focus on cost as compared to security. 
Many of the works do not mention cost as a major barrier but it 
must exist in some organizations.  Future work could also center 
on the concept of diffusion and acceptance of cloud computing 
in general. Additionally, more work can be done on specific 
industries like higher education and K-12 education as well as 
individual business sectors.  
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APPENDIX 
Demographics 
1. What is your age? 
2. What is your race? 
3. What is your gender? 
4. What is your highest level of education? 
5. What is your title in your current position? 
6. How many years of experience do you have in your field? 
7. Do you have experience with Infrastructure as a Service (IaaS)? 
8. Do you have experience with On-Premise infrastructure? 
 
Security - Infrastructure as a Service (IaaS) [23] 
IaaS1 (SEC1). I think that Infrastructure as a Service (IaaS) has mechanisms 
to ensure safe transmission of user information. 
IaaS2 (SEC2). I think that Infrastructure as a Service (IaaS) has sufficient 
technical capacity to ensure data will not be intercepted by unauthorized 
parties. 
IaaS3 (SEC3). I think that Infrastructure as a Service (IaaS) has sufficient 
technical capacity to ensure data will not be modified by unauthorized parties. 
 
Trust - Infrastructure as a Service (IaaS) [24] 
IaaS4 (TRU1). Infrastructure as a Service (IaaS) is trustworthy. 
IaaS5 (TRU2). Infrastructure as a Service (IaaS) keeps promises and 
commitments. 
IaaS6 (TRU3). I trust Infrastructure as a Service (IaaS) because it has our best 
interests in mind. 
 
Risk - Infrastructure as a Service (IaaS) [25] 
IaaS7 (RISK1). It is probable that Infrastructure as a Service (IaaS) would be 
worth its cost. 
IaaS8 (RISK2). It is probable that Infrastructure as a Service (IaaS) would 
frustrate me because of its poor performance. 
IaaS10 (RISK3). Comparing with other technologies, using Infrastructure as a 
Service (IaaS) has more uncertainties. 
 
System Quality - Infrastructure as a Service (IaaS) [26] 
IaaS11 (QUA1). Infrastructure as a Service (IaaS) is easy to use. 
IaaS12 (QUA2). Infrastructure as a Service (IaaS) is user friendly. 

IaaS13 (QUA3). Infrastructure as a Service (IaaS) provides high availability. 
IaaS14 (QUA4). Infrastructure as a Service (IaaS) provides high-speed 
information access. 
 
Perceived Benefits - Infrastructure as a Service (IaaS) [26] 
IaaS15 (BEN1). Infrastructure as a Service (IaaS) helps the organization save 
costs. 
IaaS16 (BEN2). Infrastructure as a Service (IaaS) helps the organization to 
increase return on investment. 
IaaS17 (BEN3). Infrastructure as a Service (IaaS) helps the organization to 
respond more quickly to change. 
IaaS18 (BEN4). Infrastructure as a Service (IaaS) helps the organization 
provide better services to its clients. 
 
Attitude - Infrastructure as a Service (IaaS) [27] 
IaaS19 (ATT1). Using Infrastructure as a Service (IaaS) is a good idea. 
IaaS20 (ATT2). Using Infrastructure as a Service (IaaS) is a wise idea. 
IaaS21 (ATT3). I like the idea of using Infrastructure as a Service (IaaS). 
 
Security – On Premise Service [23] 
OnPrem1. I think that On Premise Service has mechanisms to ensure safe 
transmission of user information. 
OnPrem2. I think that On Premise Service has sufficient technical capacity to 
ensure data will not be intercepted by unauthorized parties. 
OnPrem3. I think that On Premise Service has sufficient technical capacity to 
ensure data will not be modified by unauthorized parties. 
 
Trust – On Premise Service [24] 
OnPrem4. On Premise Service is trustworthy. 
OnPrem5. On Premise Service keeps promises and commitments. 
OnPrem6. I trust On Premise Service because it has our best interests in mind. 
 
Risk – On Premise Service [25] 
OnPrem7. It is probable that On Premise Service would be worth its cost. 
OnPrem8. It is probable that On Premise Service would frustrate me because     
of its poor performance. 
OnPrem10. Comparing with other technologies, using On Premise Service has 
more uncertainties. 
 
System Quality – On Premise Service [26] 
OnPrem11. On Premise Service is easy to use. 
OnPrem12. On Premise Service is user friendly. 
OnPrem13. On Premise Service provides high availability. 
OnPrem14. On Premise Service provides high-speed information access. 
 
Perceived Benefits – On Premise Service [26] 
OnPrem15. On Premise Service helps the organization save costs. 
OnPrem16. On Premise Service helps the organization to increase return on 
investment. 
OnPrem17. On Premise Service helps the organization to respond more 
quickly to change. 
OnPrem18. On Premise Service helps the organization provide better services 
to its clients. 
 
Attitude – On Premise Service [27] 
OnPrem19. Using On Premise Service is a good idea. 
OnPrem20. Using On Premise Service is a wise idea. 
OnPrem21. I like the idea of using On Premise Service. 

 

*Two control questions (IaaS9 and OnPrem9) are removed. 
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Abstract—To further reduce the pervasiveness of fake news on 
social networking sites and increase content integrity, an 
important yet one of the most basic of defenses has be 
explored—content descriptors. This paper investigates the 
effects of content descriptors in aiding the human factor 
against disinformation attacks through its recognition. An 
explicit fake news test was employed to assess the users on how 
they use these descriptors as contextual clues in categorizing 
specific contents as either legitimate or misleading. The results 
of this study reveal the varying effect of contextual clues in a 
population to recognize fake news.  

Keywords-disinformation; misinformation; fake news; 
informatics; cybersecurity; threat 

I. INTRODUCTION 

A number of social networking sites such as 
Facebook and Twitter allow users and entities 
alike to create and/or share contents in their 
respective spaces. A particular type of content in 
these sites is news and journalistic information. 
More than being able to share contents in these 
sites, information users consume such crucial 
information from these media and as such the 
integrity of contents is of crucial importance. 

On the other side of the spectrum, misleading 
information had been long existing in the same 
environment, persisting and mixed with the 
legitimate news with the intent to deceive users 
due to several varying reasons and inspirations, 
mostly political and conspiracy induced. Since it 
meets all the technical criteria to be tagged as 
such, [1] advocates for the categorization of fake 
news as a cybersecurity threat. Ultimately, the 
information consumer has the personal 
responsibility to decide for himself which of these 
are factual and which are misleading [2]. Thus, 
highlighting the ability to detect misinformation 
with the existing information descriptors, i.e. the 
contextual clues, is of extreme importance. 

With social media feeds consisting of virtually 
unlimited information, how does the user filter and 
decide which is legitimate? The underlying main 
research question of this paper is How do 
contextual clues in news headlines affect users in 
detecting misinformation? Specifically, this paper 
will attempt to investigate the impact of contextual 
clues to users in news consumption. And if so, to 
what degree of an impact will it have: either a 
positive or negative effect to the detection of 
misinformation in the user’s aid. 

The literary significance of this study is through 
its contribution to the existing research and 
knowledge body in the domain of fake news and 
its effects on information users and their 
perception. The creation of a novel data instrument 
that empirically extracts the capability of users to 
categorize a content from a legitimate and 
misleading has been introduced. Furthermore, it 
adds to the current literary body through the 
highlighting of an underemphasized yet crucial aid 
in the proper categorization of a legitimacy of a 
content—contextual clues. 

The pragmatic significance and outcome of this 
study is the assessment of the ability of individuals 
and groups to detect misinformation when 
presented with one. The precursor to the correction 
and removal of misleading contents in social 
spaces first relies on its recognition. Technologies 
that aim to automate the detection of fake news on 
social networking websites require trainings from 
humans. The transfer of detection skills from a 
user to a computer highlights the importance of 
accurate human judgement of these contents. An 
erroneous training data created and injected by 
humans to machines will later on result in an 
automated yet erroneous categorization of contents 
and vice versa. 
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This paper will (1) discuss the literature 
highlighting the prevalence of disinformation, 
combatting fake news, and the role of contextual 
clues in human to machine transfer (2) discuss the 
methodology used to obtain and analyze data, 
including its control and limitations, (3) 
presentation of findings, (4) discussion and 
analysis of findings, and (5) highlight the 
prospectus for future research. 

II. LITERATURE REVIEW 

A.  Pervasiveness and Dangers of Disinformation 
The increasing damages produced by fake news 

have been documented on a global scale [3]. These 
come in the form of moral and financial damages 
along with the increase in polarization and 
disputes in online societies [4]. The increase in 
active daily users of social networking sites 
enabled and further amplified the resonating 
effects of disinformation attacks [5][6]. One 
particular cause to this is revealed by the findings 
of [7] and [8]’s study wherein users displayed 
over-reliance on social media sites not just for the 
purpose of entertainment but also for news 
consumption. These researchers highlight the 
drastic increase of user dependency on social 
media for all type of information. 

On top of this, weaponized misinformation, i.e. 
disinformation, has been increasingly and 
consistently being used as a medium for political 
and conspiracy-charged propaganda by several 
actors and entities [9]. The most prevailing form of 
disinformation campaigns comes in the form of 
news and journalistic information. [10] further 
explained that most false news has hooks to 
captivate the readers with highly catchy headlines. 
These headlines are often lingering around social 
media websites including Facebook and Twitter 
[11][12]. Findings from [13] projects that damages 
from these attacks are just in premature phase and 
is estimated to exponentially increase should it not 
be managed, controlled and accounted for. 

B. Combatting Fake News 
Based from the Information Technology 

Infrastructure Library (2019)’s model, the series of 
responses different organizations and fields to 
disinformation attacks comes down into 

strengthening three distinct factors—people, 
process, and technology. 

For the factor of people, awareness campaigns 
such as [14]’s are the suggestion mitigation 
response. It includes cybersecurity education that 
guides and equip users to be keen in the news and 
journalistic content they consume on social 
networking sites. Laws and policies have been 
introduced by organizations and national 
departments of different countries to support these 
[3][15]. The strategies instilled in the users include 
checking the credibility of source, date posted, and 
multimedia inscribed to the content as a support 
for its contents.  

The factor of process includes the dynamics 
surrounding social media rules, strategies, and 
policies that regulate the integrity of content 
posted by users in social media websites [16][17]. 
These include total prohibition of advertisements 
that may mislead and outright removal of user 
accounts that produces such content.  

Finally, technological factors involve the 
creation of computing innovations that detects 
misleading contents and have them categorized, 
corrected and at times, removal [18][19]. It is 
crucial to note that the underlying specialty fields 
responsible for these technological remedies are 
Artificial Intelligence and Machine Learning 
which both require training datasets for 
machines—all sourced from the collective 
experiences of users in detecting misinformation. 

C. Contextual Clues and Literary Gaps 
There is very little to almost virtually none 

existing study or research, however, that assesses 
the degree to which these descriptors impact an 
information user in performing this undertaking. 
Furthermore, no exhaustive list in this domain that 
explicitly establishes the types and forms of 
content descriptors which may assist an 
information user in this undertaking exists. 
Clearly, there is a need to further enrich this 
particular part of the domain since it is ideally 
supposed to function as an aid in combatting fake 
news. By taking into account the contextual clues’ 
weakest link and strengthening its positively 
useful parts—it can be a potent form of defense 
against the ever-increasing misinformation 
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campaigns and attacks persisting in social media 
environments. 

III. METHODOLOGY 

Figure 1 below describes an overview of the 
study’s methodology. Note that the novel data 
collection device is the fake news test. 
 
 
 
 
 
Fig. 1. Block Diagram of Methodology 

A. The Population 
The survey was opened for an undergraduate 

class of Introductory in Informatics. Of the 200 
eligible and invited students to take the optional 
survey, 158 responded. Declared majors and 
concentrations of subjects are varying including 
but not limited to cybersecurity, computer science, 
informatics, economics, communications, 
sociology, business administration, accounting, 
and physics. Age range of subjects are from 18 to 
25. The main instrument of this study is a mixture 
of Collins and Frenkel (2018)’s & Chua and 
Banerjee (2018)’s [20][21]. Collins and Frenkel 
(2018) published a web article in New York Times 
that displays a test intended for the viewers. Their 
simple quiz involves having to choose between 
two images without descriptors and from there—
the viewer decides which is legitimate and which 
is misleading. Chua and Banerjee (2018)’s 
employed a slightly different approach in form of 
a survey. Their survey involves medical rumors 
(i.e. fake news)—deployed to medical 
professionals. Their survey involves a 5-point 
Likert scale that asks how likely the subjects will 
share the rumor to his/her social circle. 
Interestingly, the rumors in the survey are mixed 
with factual information and randomly assigned a 
“counter-rumor” as descriptors (i.e. contextual 
clues). 

B. Data Collection 
The main instrument of this study is a survey 

that explicitly asks a subject to categorize a 
content based on its legitimacy. Unlike Chua and 
Banerjee (2018)’s, this study’s distinct feature is 

its more objective choices based from the former’s 
5-point Likert scale as a measurement. The answer 
choices for this study are a.) Legitimate (Highly 
Likely), b.) Misleading (Highly Unlikely), or c.) 
Unable to Detect (Somewhat in Between). 
Furthermore, to test the impact of the descriptors 
(i.e. contextual clues) on the subjects—the 
questions were displayed twice: One with context 
and one without context on all subjects. To further 
restrict bias, no control group is implemented. This 
is to capture the impact of contextual clues (as 
control variable) on the same content, on all 
respondents. The contextual clues included as 
descriptors in the contents are as follows: the 
source, the date it was added, and the external web 
link to the content as reference. 

C. Data Analysis 
General descriptive statistics and grade 

distribution were used to establish the baseline of 
measures of the results. Next, a comparison matrix 
is used to display the resulting differences of two 
same question content: One with contextual clues, 
and the other without contextual clues. A summary 
table was used display the principal findings of 
this study, the impact of contextual clues to the 
subjects. Finally, an interpretivist approach was 
employed by the author to give possible 
explanations of the results. 

D. Controls and Limitations 
The survey is deployed in blackboard and is 

strictly timed so as to mimic the actual stimuli 
environment of browsing a social media feed. The 
whole survey is timed 3 minutes and will auto-
submit after the timer has elapsed. The range of 
user attention span per content as revealed by 
Facebook Research are varying from 1.7 seconds 
to 12 seconds. To take into account any unforeseen 
overhead on the subjects—an additional 60 
seconds was added to the total time. The questions 
are sequenced in such a way that displays all the 
question contents without context clues first 
followed by the set with context clues. The themes 
of the questions are all relevant to the national and 
international affairs within the United States. 
Backtracking was prohibited to disallow any 
modification of answers to earlier questions after 
having viewed the questions with contextual clues 

Recruitment Fake news test 

Data Analysis Interpretivist 
Discussion 
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IV. RESULTS 

Overview 
Table 1 displays the general descriptive 

statistics of the results in aggregate form. Table 2 
presents a grade distribution summary of the 
population mapped against the score—grouped in 
increments of 10s. Table 3 and Table 4 highlight 
the effects of contextual clues in each content 
mapped against each item of the test. 

TABLE I.  GENERAL STATISTICS 

 

Respondent Count 158 

Maximum Possible 10 

Lowest Score 0 

Highest Score 9 

Range 9 

Average 4.92405 

Median 5 

Standard Deviation 1.84371 

Variance 3.39929 

 

TABLE II.  GRADE DISTRIBUTION 

Greater than 100 0 

90 - 100 1 

80 - 89 9 

70 - 79 21 

60 - 69 33 

50 - 59 33 

40 - 49 33 

30 - 39 12 

20 - 29 7 

10 - 19 5 

0 - 9 4 

Less than 0 0 

 

TABLE III.  COMPARISON MATRIX 

 
WITHOUT CONTEXTUAL CLUES 

 
 LEGITIMATE MISLEADING UNABLE 

TO DETECT 
ITEM1 13.92% 72.78% 10.13% 
ITEM2 39.87% 38.61% 18.90% 
ITEM3 56.96% 27.22% 12.66% 
ITEM4 32.91% 36.08% 27.22% 
ITEM5 51.27% 29.75% 15.19% 

 
WITHOUT CONTEXTUAL CLUES 

 
 

UNANSWERED % CORRECT 
% 
INCORRECT 

ITEM1 3.16% 72.78% 27.22% 
ITEM2 2.53% 39.87% 60.13% 
ITEM3 3.16% 56.96% 43.04% 
ITEM4 3.80% 32.91% 67.09% 
ITEM5 3.80% 29.75% 70.25% 

 
WITH CONTEXTUAL CLUES 

 
 LEGITIMATE MISLEADING UNABLE 

TO DETECT 
ITEM1 44.30% 36.71% 12.03% 
ITEM2 69.62% 13.29% 8.23% 
ITEM3 74.05% 12.03% 3.16% 
ITEM4 49.37% 22.15% 14.56% 
ITEM5 34.12% 30.38% 16.46% 

 
WITH CONTEXTUAL CLUES 

 
 

UNANSWERED % CORRECT 
% 
INCORRECT 

ITEM1 6.96% 36.71% 63.29% 
ITEM2 8.86% 69.62% 30.38% 
ITEM3 10.76% 74.05% 25.95% 
ITEM4 13.93% 49.37% 50.63% 
ITEM5 19.05% 30.38% 69.62% 

 

TABLE IV.  SUMMARY OF RESUTS AND DEGREE OF IMPACT 

 
CHANGE 
PERCENT IMPACT % INCORRECT 

ITEM1 -36.08% NEGATIVE 63.29% 
ITEM2 29.75% POSITIVE 30.38% 
ITEM3 17.09% POSITIVE 25.95% 
ITEM4 16.46% POSITIVE 50.63% 
ITEM5 0.63% POSITIVE 69.62% 

 

V. DISCUSSION 

A. Discussion 1: Contextual clues have different 
effects on an information user’s perception in 
detecting fake news 
Application of contextual clues to news 

headline will not necessarily have a positive effect 
on the user’s part in recognizing misleading 
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contents. This is made visible by one resulting 
case wherein contextual clues further misled users 
and significantly reduced the accuracy of users in 
the detection. 

B. Discussion 2: Fake news backed with an 
unfamiliar reference—will make it appear 
legitimate 
Unfamiliarity of the source and its background 

further instilled doubts and misled users in the 
detection of fake news. This is made visible by 
one resulting case of a satire which was initially 
correctly tagged as misleading and later on 
garnered incorrect tags after being presented with 
contextual clues. 

C. Discussion 3: Timely and relevant fake news 
when supported by false photo and/or video 
appears to be very highly misleading 
Significant amount of incorrectly tagged 

contents (at most 70% error) were sourced from 
local and international news with relevant but false 
photo. As a matter of fact, after presenting these 
contents with contextual clues to the users—very 
little positive change occurred (less than 1% 
positive change). 

D. Discussion 4: Entertainment news, although 
legitimate, appears to be commonly perceived 
as misleading 
News surrounding public figure in the 

entertainment industry are often and generally 
assumed to be misleading when presented without 
contextual clues. Little change in this perception 
has shown to affect the users in the categorization 
of such content even after being presented with 
credible clues. 

E. Discussion 5: When a source is recognized and 
credible—it will usually clear the doubts and 
misconception of a content in question 
Contextual clues generally increased the 

accuracy of detecting misleading contents. The 
degree, however, of its positive impact is varying 
and the change resulted from the clues are of little 
(0.63%) to moderate significance (29.75%). 

VI. CONCLUSION AND FUTURE WORKS 

Mark Twain in his own words recounted that 
“It is easier to fool people than to convince them 

that they have been fooled." This study 
investigated the role and impacts of contextual 
clues in aiding a user in detecting misinformation. 
Like a double-edge sword, contextual clues can 
enlighten or further astray users in accurately 
categorizing the legitimacy of a content. They are 
created with the purpose similar to metadata—to 
describe the principal data. Usually it results in 
positive influence on users however it also has the 
potential to significantly mislead when users are 
not familiar with properly consuming it—the 
paradox revealed by this study. The burden of 
validation still lies on the user to responsibly 
examine the integrity of every content on a social 
environment. 

Future research may examine the correlation of 
the demographics and socioeconomic factors of 
the users mapped against the results of the novel 
data instrument introduced by this study. The 
study is cross-sectional, so it only captures a 
population’s assessment at one point in time due to 
the fast-paced nature of journalistic events and 
news information. Future research may consider 
adapting longitudinal approach as instances of 
shifts in knowledge of global events and affairs 
may affect the resulting perception of the users in 
recognizing misinformation. Another key 
consideration for future studies may be the shift of 
perspective from the users to the content creators 
on how to appropriately design contents and 
appropriately supplementing it with contextual 
clues to reduce misinformation. 
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Abstract—3D Object Reconstruction is the task of predicting
the 3D model of an object given a set of 2D images. In this paper,
we propose an approach to solving this problem, given a single
2D image. We attempt to make use of several deep learning
techniques. Our model consists of two parts. The first part
generates multiple images having different viewpoints. We have
included this part because reconstructing 3D object directly from
a single 2D image is quite difficult, but the same task would be
a lot easier given multiple images which capture different views
of that same object. Also, predicting an image having a different
viewpoint is much easier than predicting the whole 3D object,
given an input image. The second part uses a network consisting
of an Encoder, a Decoder (or Generator), and a Discriminator
to predict the complete 3D voxel grid of the object. In this way,
we achieve significant improvements in the results as compared
to the existing techniques.

Index Terms—Reconstruction, GANs, CNNs, Neural networks,
Voxel

I. INTRODUCTION

The rapid development of fields like robotics, designing,
virtual reality, medical imaging, etc. requires a crucial under-
standing of shapes of objects, and hence 3D understanding
of objects has itself evolved as an interesting problem for
computer vision researchers. As the computer storage space
is increasing, the visual data is also increasing proportionally,
and hence studying their shape features has been a worry.
The problem would have been easier if somehow we could
extract a 3D model out of it. This creation of a 3D model
from a given set of image(s) is called 3D reconstruction. Let
us understand this with an example. Say, there is a bus standing
on the road, and we click a picture of it using a camera. The
picture we get is a 2D image. If we are given this photo
and asked to predict its 3D model, it is quite tough. It can
be seen that 3D reconstruction is just the reverse of clicking
a 2D photo of a 3D scene. When we click a picture of an
object using a camera, we only get its projection onto a given
plane. The loss of most of the depth information makes the
problem challenging. A human, when asked to predict the
corresponding 3D counterpart of a given image, as he/she may
have some idea about that as he/she has seen several similar
pictures throughout his/her life. This gives us a hint that the
machine can be trained with lots of visual data to accomplish
the task. As we know that a given point on a 2D image may

have any depth on the 3D model, it is very difficult to predict
the depth using only one image. However, the position of the
point can be found as the intersection of the projection rays
provided we have two images of that object.

In this paper, we present a two-stage approach. The first
one focuses on generating several images having different
viewpoints from a single, using convolutional neural networks.
The second one constructs a 3D model from these multiple
view images using generative adversarial networks. This paper
presents an improved model of present deep-learning methods
[1] [2], which is well reflected in our results.

The organization of the paper is as follows: Section II
presents a summary of the literature survey showing different
methods for multiple-view image generation and non-neural
network based and neural network based methods of 3D
reconstruction. The proposed approach is discussed in Section
III. The experimental analysis and results are discussed in
Section IV. Finally, the paper is concluded in Section V.

II. RELATED WORK

A. Multiple views prediction from a single image

Several approaches have been studied for obtaining unseen
views of a given image using different image transformation or
neural network methods. Transforming autoencoders [3] show
us how neural networks deal with variations in orientation,
scale, position and lighting of the image. The Deep Convo-
lution Inverse Graphics Network (DCIGN) [4] can generate
images with a different pose for the same object and similarly,
images with different lighting given an input image. It consists
of multiple layers of convolution and de-convolution operators
and is trained using the Stochastic Gradient Variational Bayes
(SGVB) algorithm [5]. Such task is much popular in the field
of face recognition and manipulation, as various factors like
identity, view and illumination are coupled in the face images
and hence disentangling such factors is a major challenge. As
an example, the Multi-view perceptron (MVP) [6] disentangles
the face identity and predict features under different view-
points. Also, another similar problem is comparing two images
from different views, which turns out to be quite challenging
as features are not stable under large view point changes. [7]
focuses on solving this problem by synthesizing the features
for other views with the help of 3D model collection of related
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objects, based on which feature sets for the two images is
created and compared. To render rotated objects from a single
image, [8] is an end-to-end trained network. Given an image,
it basically gives us the view from a viewpoint differing with
a fixed angle. As a result of this, a discrete set of views of the
given image may be generated by using the algorithm again
and again. However, it may lead to error accumulation in case
of large angle. As opposite of this, [2] can generate views,
varying the angle continuously.

B. Neural Network Based 3D Reconstruction

1) RNN-based 3D object reconstruction: Recurrent neural
networks have been used for reconstructing the 3D object
from both single and multi-images input. The paper [9]
proposes a novel recurrent neural network architecture, called
3D Recurrent Reconstruction Neural Network (3D-R2N2) for
3D object reconstruction. In this network, we can feed one
image or multiple images. These images may be taken from
randomly oriented viewpoints. In this whole procedure, no
pre-processing elements like segmentation, viewpoint labels,
or key points are needed. This method uses recurrent neural
networks like LSTMs and GRUs, and convolutional neural
networks as well.

The network aims at performing object reconstruction from
single or multi-view images. The network consists of three
components, a 2D Convolutional Neural Network (2D-CNN),
a 3D Convolutional LSTM (3D-LSTM), and a 3D Deconvo-
lutional Neural Network (3D-DCNN).

2) CNN-based 3D object reconstruction: Convolutional
neural networks are used in most of the computer vision
problems. Here, we are discussing some of the methods using
only CNNs for 3D reconstruction. The paper [10] explores
the point set representation of a 3D object using a single
image of that object. A point cloud representation as output
is chosen as it is a simple and uniform representation and
allows geometric transformations or deformations easily with
some manipulations. Also, in cases where ground truth may
be ambiguous, this representation provides us the best output.
To be capable of this, the model analyzes the visible parts of
the object with the help of the input image and then cleverly
guesses the rest part.

The network aims at outputting a point set representation of
a 3D object given a single image of that object as input. 3D
shape of the object is represented as an unordered point set
S = (xi; yi; zi)

N
i=1 where N is a constant. Mostly, N is taken as

1024. Such representation can have geometric transformations
(like rotation, scaling, translation or their combinations) easily
by simple matrix algebra. There is an encoder in the network
and a decoder(or a predictor) in the network.

3) GAN based 3D Reconstruction: Generative adversarial
networks [11] have several advantages over the other methods
and can produce high-quality realistic objects and outperforms
several other methods in terms of performance. There are other
modified versions of GANs available, as mentioned further.
WGAN or IWGAN [12] mentions a method for stable training
of GANs by providing an alternative training method, which

includes weight clipping or enforcing Lipschitz constraint.
DCGAN [13] uses convolutional networks for implementing
GANs. Stacked GAN [14] is trained to invert the hierarchical
representations of a bottom-up discriminative network and is
able to generate images of much higher quality than GANs
without stacking. Different methods for improvement of GANs
are also described in [15], [16] and [17]. [1] mentions an
approach generating a 3D object from a probabilistic space
using GANs and CNNs. [18] also achieves this, but uses
IWGAN for the same. MarrNet [19] uses 2.5D sketches such
as a normal map, depth map, and silhouette map in addition
to single image are input to the network in order to improve
3D-GAN [1]. Most of this 3D work uses the Shapenet dataset
[20].

[21] trained generative up-convolutional neural networks
which are able to generate images of objects given object
style, viewpoint, and color. [22] presented a method for joint
analysis and synthesis of geometrically diverse 3D shape
families. [23], [24] proposed to learn a joint embedding of 3D
shapes and synthesized images, [25], [26] focused on learning
discriminative representations for 3D object recognition, [27],
[28], [29] discussed 3D object reconstruction from in-the-
wild images, possibly with a recurrent network, and [24],
[30] explored autoencoder-based networks for learning voxel-
based object representations. [8] proposed a novel recurrent
convolutional encoder-decoder network that is trained end-to-
end on the task of rendering rotated objects starting from a
single image.

C. Non-neural Network Based 3D Reconstruction

A lot of approaches are also available, which does not
involve any use of neural network techniques.

[31] presented an automated pipeline with pixels as in-
formation sources and 3D surfaces of different classifications
as a result of pictures of some scenes. Their methodology
had deformable 3D models that can be learned from 2D
annotations available in existing object detection data sets. [32]
proposed a two-step method. Initially, they employ orthogonal
matching pursuit to choose the closest single CAD model
in the dictionary to the projected image. Finally, they use
their graph embedding based on local dense correspondence
to allow for sparse linear combinations of the CAD models.

III. PROPOSED APPROACH

In this section, we introduce our approach to solving the 3D
Reconstruction problem. We can easily divide our approach
into two parts which are discussed in the following sections.

A. Multiple view images generation step

The first part of the approach is to generate multiple view
images for the given image. Several images having different
viewpoints are produced using the multi-view 3D (mv3D)
CNN network inspired by the paper [2]. This network takes
an image as well as a viewpoint vector as input and outputs
the required image. Viewpoint is described using a viewpoint
vector containing five elements, two of which being the sine
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and cosine of the azimuthal angle, the other two being the sine
and cosine of the elevation angle, and the fifth one being the
distance from the object center.

Fig. 1. First part of the network, showing multi-view images as the output of
the mv3D network, given a single input image along with different viewpoint
vectors

The network used is an encoder-decoder network. A pair of
image and viewpoint vector (xi, vi) is input to the network,
and the network aims to predict the required image (ground
truth = fi). The encoder consists of five convolutional layers
(stride = 2) followed by a fully connected layer at the end.
The viewpoint vector is independently processed by fully
connected layers, and the result is merged with the encoder
output. The decoder then takes the resultant vector through
five deconvolutional layers. Deconvolution is the reverse of
convolution. Each pixel is replaced with a 2×2 pixel window
with original pixel value in the top-left pixel and filling others
with zero.

To train the network, any pair of snapshots from the 3D
model of some object along with angle information is taken
as an input-output pair. The training is done by minimizing the
loss function, which is squared Euclidean loss for the required
image, and as shown below:

L =
∑
i

‖ fi − f̂i ‖22 (1)

where f̂i is the output image and fi is the ground truth image
for input image xi and viewpoint vector vi.

For a given image xi, we make 11 pairs of inputs as
(xi, vi1), (xi, vi2), .., (xi, vi11) using 11 different viewpoint
vectors vi1, vi2, .., vi11 respectively. It can be seen in the
Fig. 1 that 11 images of different viewpoints are produced
in our implementation, however, this number can be changed
appropriately. Now, the original image xi, along with 11
images f̂i1, f̂i2, .., ˆfi11 produced, is taken as a whole to form
a 256 × 256 × 12 block by taking only the L-channel of the
respective images. This block is then taken as the input for
a 3D-GAN network, which constitutes the second part of our
solution as described in the section as under.

B. 3D model construction step

In this section, we discuss the second part of the network,
which takes in the output of the first part of the network as
input, and outputs the required 3D voxel grid.

The network consists of three components: Encoder (E),
Generator (G), and Discriminator (D). The encoder takes the
12 × 256 × 256 block (a set of 12 images’ L-channels) as
input. It consists of five 3D convolutional layers with number

of channels, kernel size, and strides respectively, as (64, 11, 4),
(128, 5, 2), (256, 5, 2), (512, 5, 2), (400, 8, 1). Finally, we sam-
ple the output of the last layer (400-sized vector) into two
sets to form a mean vector and a standard deviation vector,
giving rise to a 200-dimensional vector. This vector is further
used as input to the generator. The generator (or decoder)
consists of three 3D convolutional layers with number of
channels, kernel size, and strides respectively, as (128, 10, 2),
(64, 4, 2), (1, 4, 2). It outputs a 20×20×20 voxel grid, which
is taken as input by the discriminator to check whether it is
real or fake by estimating a score using ground truth. The
discriminator consists of three 3D convolutional layers with
number of channels, kernel size, and strides respectively, as
(64, 4, 2), (128, 4, 2), (2, 2, 1). It outputs a value between 0
and 1, denoting the probability of the 3D voxel being real/fake.
We also add batch normalization layer and the layer having
leaky ReLU units with parameter 0.2 in between convolutional
layers throughout.

The overall loss function is made up of the following
components.

The first one is the 3D-GAN loss function, which is a
minimax loss as it involves the update of two components G
and D, taking turns alternatively by minimizing generator loss
and maximizing discriminator loss. The Discriminator aims to
maximize the probability of assigning the correct label to the
training examples and output of G. So, we can write the loss
function for D as:

LDisc = −Ex[log(D(x))]− Ez[log(1−D(G(z)))] (2)

where E is the mathematical expectation operator, x is 3D
voxel grid input to D, z is the vector (output of E) input to
G. The generator aims to minimize the inverse probability by
D for fake samples. So, we can write the loss function for G
as:

LGen = Ez[log(1−D(G(z)))] (3)

The second one is the Kullback-Leibler divergence loss,
which aims to confine the distribution space of output of the
encoder E.

LKL = DKL(N(µ, σ) ‖ N(0, I)) (4)

where DKL(P ‖ Q) is the divergence between P and Q,
N(µ, σ) denotes the normal distribution with mean µ and
standard deviation σ (produced by the encoder), and N(0, I)
denotes the standard normal distribution.

The third loss function represents the 3D model reconstruc-
tion loss, which is the squared euclidean distance between the
generator output and the target shape. It is given by:

L3D =‖ y − ŷ ‖22 (5)

where y is the target 3D shape of an image, and ŷ is the 3D
output of the generator.

In each iteration of the training step, an appropriate set of
loss functions are used for updating a particular component
of the network. We have used ADAM optimizer for training
purpose, setting the parameters as α = 0.00008, β1 = 0.5
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Fig. 2. Second part of the network, showing its three components: Encoder, Generator and Discriminator

and β2 = 0.9. We have trained the algorithm for 1200 epochs,
keeping the batch size to be 256.

IV. EXPERIMENTS

A. Dataset and System Description
The 3D CAD models are downloaded from the Shapenets

[20] website. These models are then rendered as images, given
different illumination levels, size, azimuthal, and elevation
angles. The images are then resized by cropping them from
the center to make it 256× 256 sized. These images and their
corresponding voxel grid are used as the dataset for the task.
We have trained the model for the car dataset.

We have used a system with three Graphics Processing Units
(GPUs) for training purposes. One of them is Nvidia Titan Xp
with 12GB RAM, 12196 MB FB memory and 256 MB BAR1
memory, and the other two are Nvidia GeForce GTX 1080 Ti
with 11 GB RAM, 11178 MB FB memory and 256 MB BAR1
memory.

B. Results
We show the qualitative results for 3D reconstruction from

a single image in fig. 3. In each row, the image on the left
is the input image, and the other images show two arbitrary
views of the corresponding 3D output. The results as can be
seen, never miss a major part of the article even if it’s thin,
which was not the case with some other methods. This can
easily be seen in the output for the tractor.

V. CONCLUSION AND FUTURE WORK

In this paper, we present an approach that simplifies the
problem of reconstructing a 3D object from a single image,
to a problem of reconstructing a 3D object from multiple
images(captured from different angles). For this task, we use
the multi-view 3D CNN network, inspired by [2]. And the
actual 3D generation after this step is done by the GAN. The
encoder of this GAN takes the L-channels of several multi-
view images as it’s input. The decoder consists of three 3D
convolutional layers, which outputs a voxel grid.

The approaches proposed till now and even our approach are
likely to work for a single class image. The network is trained
for a given class of objects and gives the desired output only in
case of the images taken from that class. So, a robust solution
that could work for all classes of images is to be developed
and is a challenging problem.

ACKNOWLEDGEMENTS

This paper and the project would not have been possi-
ble without our mentor’s support, Dr. Pratik Chattopadhyay,
Assistant Professor, CSE, IIT(BHU), Varanasi. His valuable
discussions, insightful suggestions, and knowledge kept our
work on track.

REFERENCES

[1] Jiajun Wu, Chengkai Zhang, Tianfan Xue, Bill Freeman, and Josh
Tenenbaum. Learning a probabilistic latent space of object shapes via
3d generative-adversarial modeling. In Advances in neural information
processing systems, pages 82–90, 2016.

[2] Maxim Tatarchenko, Alexey Dosovitskiy, and Thomas Brox. Multi-
view 3d models from single images with a convolutional network. In
European Conference on Computer Vision, pages 322–337. Springer,
2016.

[3] Geoffrey E Hinton, Alex Krizhevsky, and Sida D Wang. Transforming
auto-encoders. In International Conference on Artificial Neural Net-
works, pages 44–51. Springer, 2011.

[4] Tejas D Kulkarni, William F Whitney, Pushmeet Kohli, and Josh
Tenenbaum. Deep convolutional inverse graphics network. In Advances
in neural information processing systems, pages 2539–2547, 2015.

[5] Diederik P Kingma and Max Welling. Auto-encoding variational bayes.
arXiv preprint arXiv:1312.6114, 2013.

[6] Zhenyao Zhu, Ping Luo, Xiaogang Wang, and Xiaoou Tang. Multi-
view perceptron: a deep model for learning face identity and view
representations. In Advances in Neural Information Processing Systems,
pages 217–225, 2014.

[7] Hao Su, Fan Wang, Li Yi, and Leonidas Guibas. 3d-assisted im-
age feature synthesis for novel views of an object. arXiv preprint
arXiv:1412.0003, 2014.

[8] Jimei Yang, Scott E Reed, Ming-Hsuan Yang, and Honglak Lee. Weakly-
supervised disentangling with recurrent transformations for 3d view
synthesis. In Advances in Neural Information Processing Systems, pages
1099–1107, 2015.

[9] Christopher B Choy, Danfei Xu, JunYoung Gwak, Kevin Chen, and
Silvio Savarese. 3d-r2n2: A unified approach for single and multi-view
3d object reconstruction. In European conference on computer vision,
pages 628–644. Springer, 2016.

[10] Haoqiang Fan, Hao Su, and Leonidas J Guibas. A point set generation
network for 3d object reconstruction from a single image. In Proceedings
of the IEEE conference on computer vision and pattern recognition,
pages 605–613, 2017.

[11] Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David
Warde-Farley, Sherjil Ozair, Aaron Courville, and Yoshua Bengio. Gen-
erative adversarial nets. In Advances in neural information processing
systems, pages 2672–2680, 2014.

[12] Ishaan Gulrajani, Faruk Ahmed, Martin Arjovsky, Vincent Dumoulin,
and Aaron C Courville. Improved training of wasserstein gans. In
Advances in Neural Information Processing Systems, pages 5767–5777,
2017.

[13] Wei Fang, Feihong Zhang, Victor S Sheng, and Yewen Ding. A method
for improving cnn-based image recognition using dcgan. Comput. Mater.
Contin, 57:167–178, 2018.

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

300



Fig. 3. Results showing 3D reconstruction from a single image. In each row,
the image on the left is the input image, and the other images show two
arbitrary views of the corresponding 3D output

[14] Xun Huang, Yixuan Li, Omid Poursaeed, John Hopcroft, and Serge
Belongie. Stacked generative adversarial networks. In Proceedings of the
IEEE Conference on Computer Vision and Pattern Recognition, pages
5077–5086, 2017.

[15] Tero Karras, Timo Aila, Samuli Laine, and Jaakko Lehtinen. Progressive
growing of gans for improved quality, stability, and variation. arXiv
preprint arXiv:1710.10196, 2017.

[16] Ian Goodfellow. Nips 2016 tutorial: Generative adversarial networks.
arXiv preprint arXiv:1701.00160, 2016.

[17] Tim Salimans, Ian Goodfellow, Wojciech Zaremba, Vicki Cheung, Alec
Radford, and Xi Chen. Improved techniques for training gans. In
Advances in neural information processing systems, pages 2234–2242,
2016.

[18] Edward Smith and David Meger. Improved adversarial systems for 3d
object generation and reconstruction. arXiv preprint arXiv:1707.09557,
2017.

[19] Jiajun Wu, Yifan Wang, Tianfan Xue, Xingyuan Sun, William T Free-
man, and Joshua B Tenenbaum. MarrNet: 3D Shape Reconstruction via
2.5D Sketches. In Advances In Neural Information Processing Systems,
2017.

[20] Angel X Chang, Thomas Funkhouser, Leonidas Guibas, Pat Hanrahan,
Qixing Huang, Zimo Li, Silvio Savarese, Manolis Savva, Shuran Song,
Hao Su, et al. Shapenet: An information-rich 3d model repository. arXiv
preprint arXiv:1512.03012, 2015.

[21] Alexey Dosovitskiy, Jost Tobias Springenberg, Maxim Tatarchenko,
and Thomas Brox. Learning to generate chairs, tables and cars with
convolutional networks. IEEE transactions on pattern analysis and
machine intelligence, 39(4):692–705, 2017.

[22] Haibin Huang, Evangelos Kalogerakis, and Benjamin Marlin. Analysis
and synthesis of 3d shape families via deep-learned generative models
of surfaces. In Computer Graphics Forum, volume 34, pages 25–38.
Wiley Online Library, 2015.

[23] Yangyan Li, Hao Su, Charles Ruizhongtai Qi, Noa Fish, Daniel Cohen-
Or, and Leonidas J Guibas. Joint embeddings of shapes and images
via cnn image purification. ACM transactions on graphics (TOG),
34(6):234, 2015.

[24] Rohit Girdhar, David F Fouhey, Mikel Rodriguez, and Abhinav Gupta.
Learning a predictable and generative vector representation for objects.
In European Conference on Computer Vision, pages 484–499. Springer,
2016.

[25] Hao Su, Charles R Qi, Yangyan Li, and Leonidas J Guibas. Render for
cnn: Viewpoint estimation in images using cnns trained with rendered
3d model views. In Proceedings of the IEEE International Conference
on Computer Vision, pages 2686–2694, 2015.

[26] Charles R Qi, Hao Su, Matthias Nießner, Angela Dai, Mengyuan Yan,
and Leonidas J Guibas. Volumetric and multi-view cnns for object
classification on 3d data. In Proceedings of the IEEE conference on
computer vision and pattern recognition, pages 5648–5656, 2016.

[27] Jiajun Wu, Tianfan Xue, Joseph J Lim, Yuandong Tian, Joshua B
Tenenbaum, Antonio Torralba, and William T Freeman. Single image
3d interpreter network. In European Conference on Computer Vision,
pages 365–382. Springer, 2016.

[28] Yu Xiang, Wongun Choi, Yuanqing Lin, and Silvio Savarese. Data-
driven 3d voxel patterns for object category recognition. In Proceedings
of the IEEE Conference on Computer Vision and Pattern Recognition,
pages 1903–1911, 2015.

[29] Christopher B Choy, Danfei Xu, JunYoung Gwak, Kevin Chen, and
Silvio Savarese. 3d-r2n2: A unified approach for single and multi-view
3d object reconstruction. In European conference on computer vision,
pages 628–644. Springer, 2016.

[30] Abhishek Sharma, Oliver Grau, and Mario Fritz. Vconv-dae: Deep
volumetric shape learning without object labels. In European Conference
on Computer Vision, pages 236–250. Springer, 2016.

[31] Abhishek Kar, Shubham Tulsiani, Joao Carreira, and Jitendra Malik.
Category-specific object reconstruction from a single image. In Proceed-
ings of the IEEE conference on computer vision and pattern recognition,
pages 1966–1974, 2015.

[32] Chen Kong, Chen-Hsuan Lin, and Simon Lucey. Using locally corre-
sponding cad models for dense 3d reconstructions from a single image.
In Proceedings of the IEEE conference on computer vision and pattern
recognition, pages 4857–4865, 2017.

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

301



 

978-1-7281-9615-2/20/$31.00 ©2020 IEEE 

Interactive Visualization and App Development for 

Precipitation Data in Sub-Saharan Africa  

Divydharshini Karthikeyan1, Sudha Shah1, Aparna S. Varde1,3 and Clement Alo2,3 

1. Department of Computer Science 

2. Department of Earth and Environmental Science 

3. Environmental Management and Science PhD program 

(karthikeyand1 | shah37 | vardea | aloc) @ montclair.edu 

Abstract—Precipitation plays a highly significant part in the 

hydrological cycle and is responsible for depositing most of the 

freshwater on earth. It can also impact the climate ecosystem. 

Considerable work has been performed to understand, model 

and predict precipitation. However, to the best of our 

knowledge, hardly any interactive visualizations exist that allow 

end-users to obtain a better perception of local impacts; also 

there are no specific apps for this purpose. The two goals of our 

work are thus: to design a visualization tool that illustrates 

changes in precipitation in a given time period with analysis; 

and to design a mobile application (app) that displays Sub-

Saharan precipitation patterns, both using big data. This work 

would be advantageous to environmental scientists, as well as 

local residents of the respective areas. It would also be beneficial 

to students interested in conducting climate-based research. It 

addresses the theme of IoT (Internet of Things) which involves 

providing ubiquitous access to Internet-Based information on 

platforms such as smartphones and other mobile devices.  

 

Keywords—Android App, Big Data, Data Visualization, 

Human Computer Interaction, Internet of Things, Data Mining 

I. INTRODUCTION  

Background: Climate change can impact society by 

increasing health-related risks, causing lack of freshwater 

availability, raising sea levels, and contributing to economic 

impacts. A warming climate is expected to influence the 

amount of precipitation recorded across the globe. Climate 

change can also affect weather patterns and precipitation 

levels in different locations. This could mean that some areas 

may see more precipitation and get exposed to flooding, 

whereas others may experience less precipitation and become 

affected by drought [1]. Over the last 100 years, precipitation 

has increased by an average of about 1% on all the land 

surfaces globally. In general, too much precipitation can 

impose concerns such as flooding and landslides, resulting in 

property damage and loss of life. Too little can pose issues as 

well, leading to droughts, wildfires, poor air quality, 

agricultural damage, and health degradation, resulting in an 

overall increase in drought risk and severity. There are many 

reasons for changes in precipitation. The primary cause is a 

change in temperature. Many scientists believe that rising 

temperature could increase the rates of evaporation from soil 

and water, as well as transpiration from plants, leading to an 

increase in the amount of precipitation [2]. For climatic 

research, precipitation is an essential component for 

equalizing the energy budget, and one of the primary 

challenging traits of climate modeling.  

     Motivation: In this paper, we focus on precipitation data 

from the Sub-Saharan region in Africa, i.e. located south of 

the Sahara Desert, a region that is highly impacted by climate 

change with respect to precipitation. While there are many 

studies conducted on precipitation data [1, 2] along with the 

concerned climatic models, to the best of our knowledge there 

is no interactive visualization tool or mobile application (app)  

for the purpose of analyzing and disseminating Sub-Saharan 

precipitation data. It has been indicated by farmers in this 

region that lack of access to information is a hurdle in the path 

of adapting to climate change, especially in precipitation. We 

deal with big data on precipitation of the order of TB 

(Terabytes). Big data is a widespread paradigm today that 

renders ample data and possibilities to enhance research [3]. 

Though big data provides the opportunities for advancements 

in many fields such as business, education and healthcare, it 

has various challenges including storage, transmission and 

processing [4]. Based on this motivation pertaining to 

precipitation in Sub-Saharan Africa and the big data therein, 

we provide our problem definition as follows.  

     Problem Definition: The problem addressed in this paper 

relates to visualizing and analyzing precipitation data in Sub-

Saharan Africa along with its ubiquitous dissemination in a 

user-friendly manner. The goals of our work are as follows.  

 Interactive visualization with analysis of big data on 

precipitation studies in Sub-Saharan Africa 

 Dissemination of the precipitation data via mobile 

application (app) development for ubiquitous access  

We describe our solution approaches, with a brief survey of 

related work, processing of big data on precipitation, design 

of the precipitation visualization tool for public access, and 

the development of an Android app for precipitation studies 

based on HCI methods. We also discuss our ongoing work.   

II. RELATED WORK 

Precipitation studies have been conducted by various 
researchers. Contractor et al. [5] introduce a novel gauge-
based dataset with gridded daily precipitation of global and 
temporal land coverage from 1950 to 2013 named REGEN, 
the Rainfall Estimates on a Gridded Network. According to 
REGEN, there are notable changes in SSA (Sub-Saharan 
Africa) rainfall features between 1950 and 2013 in well-
gauged areas. Contractor et al. [5] also examine rainfall trends 
and discuss variations of the trend based on different region 
types including wet, intermediate and dry. A comparison of 
REGEN and other gridded and satellite products is also 
performed. Hoscilo et al. [6] determine the indicators of 
rainfall based on satellite data. They determine vegetation 
trends in Africa based on both climatic and non-climatic 
characteristics. This article is able to identify the regions in 
Sub-Saharan Africa that experience positive, negative, or 
stable rainfall over a period of 10 years from 2001 to 2010. 
Barrios et al. [7] examine the impact that climatic variation 
has on the pattern of urbanization in Sub-Saharan Africa. The 
dependency of Sub-Saharan African agriculture on the 
precipitation and its indications for Africa’s economic 
advancement are broadly discussed.  Juana et al. [8] provide a 
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discussion on the challenges that farmers’ face due to drought 
in the Sub-Saharan region, and adaptation to address these 
challenges, e.g. planting tree crops.  The researchers also 
propose that most farmers in Sub-Saharan Africa are 
conscious that the region is getting warmer, and that the 
rainfall patterns have changed. Farmers believe that the lack 
of access to information about climate change is the main 
impediment to climate adaptation. Muller [9] present that 
global warming concerns and climate-related variations are 
likely to increase weather-related hazards and difficulties 
facing human settlements such as floods. The primary focus 
of the paper is on inadequate water conditions in Sub-Saharan 
region. The hurdles encountered by these countries are 
economic, institutional, and technological. They have made 
matters much harder given their financial circumstances.   

While these studies consider various aspects of data on 
precipitation, to the best of our knowledge none of them 
provide user-friendly interactive visualization tools, nor do 
they provide mobile applications for data dissemination with 
ubiquitous access. Our work that addresses these two goals 
thus makes a contribution to precipitation studies, as well as 
the fields of Visualization and IoT.  

Some of the work in this paper relates to our earlier work 
on app development [10, 11] and related areas [12 – 17]. We 
have developed an app for local water management in the NJ 
Passaic region considering the parameters of temperature, 
humidity and precipitation [10]. Another app [11] entails 
disseminating information on mining ordinances (local laws) 
and their public reactions, focusing on the greater NYC area, 
especially with the goal of assessing how well the given region 
heads towards a smart city. This is based on discovering 
interesting knowledge from ordinances and the public tweets 
about them, conducted in our earlier research [12, 13]. Other 
relevant work deals with mining worldwide data from 
multiple cities to derive information useful for population 
relocation with the aim of sustainable living [14]. There is 
some research on discovering useful knowledge from GIS 
(geographic information system) data pertaining to urban 
sprawl [15], i.e. uncontrolled expansion of urban areas, along 
with its causes and relevant decision support. Some of our 
research pertains to data centers and their greenness [16, 17], 
analyzing parameters such as carbon footprint and power 
usage effectiveness, in order to build a DSS (decision support 
system) for catering to sustainability goals. Our work in this 
paper is orthogonal to such research, making contributions to 
precipitation and its impacts on sustainability via information 
visualization and dissemination.       

III. DESCRIPTION OF METHODS  

A. Approach for Data Visualization 

Visualization improves the ability to both examine and 

understand data, thus it significantly aids in decision-making 

and problem-solving [18]. When users can interact with data 

and answer predefined questions, or queries that arise during 

analysis, big data visualizations can reveal their full strength 

to commence the exploration of new associations and trends 

for further use [19]. Yet, it can be difficult to visualize big 

data due to its volume, variety etc. It can be necessary to 

downscale the data to make the most out of the available 

information and utilize it to its full potential [20]. 

In order to develop an effective visualization tool, it is 

crucial to modify the features to address the target audience. 

Our visualization method aims to address skilled researchers 

as well as naïve users without technical prowess. The key 

features of the visualization tool are thus designed in a 

manner that allows every user to interact with it conveniently, 

understand it easily, and access it regularly.  

The usefulness of the data visualization tool is seriously 

influenced by the manner in which it is executed. Thus, we 

compile visualizations into dashboards with controls and 

filters. Static visualizations are used here, they can be updated 

to accommodate dynamic visualizations later. 

B. Approach for App Design 

For mobile applications, user expectations play a vital 

role and their requirements should be satisfied in order to 

provide an enjoyable and prolific experience. Good interface 

design always attracts users, hence it is essential to make the 

application look attractive, be quickly accessible and include 

features that are easily comprehensible. This is where Human 

Computer Interaction (HCI) comes into play for designing 

and developing effective apps [21].  

The initial step of the design process involves creating a 

sketch of the outline and is followed by developing simple 

mockup designs of the screen layouts. The output of this step 

helps in working with graphics, selecting appropriate icons 

for each screen, and meeting the required characteristics for 

user interaction. Many HCI aspects including metaphors and 

stakeholders [21] are incorporated in the app development in 

order to enhance its appeal from a user perspective.    

C. Deployment of Relevant Software 

The software tools we deploy in the development of the 

visualization tool (that also help to provide information for 

app development) are briefly explained herewith.  

ArcGIS: The tool called ArcGIS serves as a geographic 

information system (GIS) software [22]. It allows handling 

and interpreting of geographic information by visualizing 

geographical statistics through layer building maps such as 

climate data or trade flows. It helps in data geo-processing as 

elaborated in the next subsection.  

    Tableau: Tableau [23] is a data visualization tool focused 

on aiding people to observe and interpret data at-a-glance 

with interactive visual features. Tableau adheres to strict 

requirements in using data to solve problems.  It converts raw 

data into a various visualization formats with robust graphics. 

Its features are as follows.  

 

Worksheets with visualizations exploring various aspects of the data 
Dashboard combining different worksheets embeddable into websites 

Trend lines to learn correlations 

Custom filters and zooming features 
Identification of areas that need attention 

Future predictions based on previous data 

 

These features of Tableau motivate us to harness it within the 

development of our visualization tool. 

D. Big Data Geo-processing 

Hydro-climatic big data relevant to precipitation in Sub-

Saharan Africa is provided to us by environmental scientists 

in our team. The original data of the order of TB is in NetCDF 

(Network Common Data Format) file format [24]. NetCDF 

files contain metrics on predictions for climatic parameters, 

and are subjected to geo-processing so that they can be used 

to design the visualization tool and the app (see Fig. 1). 
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Fig. 1. ArcGIS used for Geo-processing of Sub-Saharan Preciptation Data 

NetCDF is a file format used for storing multidimensional 

scientific data (variables) such as temperature, humidity, 

pressure, wind speed, and direction. Each of these variables 

can be displayed through a dimension (such as time), which 

is achieved using ArcGIS [22] by making a layer or table 

view from the corresponding NetCDF file. In order deploy 

Tableau, we need to transform the data from NetCDF to CSV 

(Comma Separated Values) format. ArcGIS is useful for this 

data conversion by providing geo-processing and mapping of 

hydro-climatic data (as found in some climate studies [25]). 

    The converted data has precipitation values per day for an 

individual geo-location identified by a unique latitude and 

longitude pair, stored in CSV files. These still contain big 

data in TB, further subjected to data reduction using classical 

techniques: numerosity reduction with stratified sampling, 

and dimensionality reduction with heuristic feature selection 

by a combination of forward feature selection and backward 

feature elimination. The resulting CSV data files are well-

suited for analysis and provide the basis for data input in the 

visualization tool and app development. 

IV. PRECIPATION DATA VISUALIZATION TOOL 

A data visualization tool for precipitation studies in Sub-

Saharan Africa has been implemented using the pertinent big 

data containing metrics on climatic parameters, subjected to 

relevant preprocessing using ArcGIS for transformation, and 

classical techniques for numerosity as well as dimensionality 

reduction. In order to provide a customizable user experience, 

we embed the Tableau functionalities within our precipitation 

visualization tool. The tool is described here with respect to 

creating visualizations and analyzing interactive displays. 

A. Creating the Visualizations  

The steps involved in creating interactive data visualizations 

in our tool are as follows (see Fig. 2 on the tool home screen). 

 Open the home screen in the tool, click on File from 

the menu bar and select New from the menu. 

 From the left panel, select Connect to Data to link 

to the data source (in this case, the CSV files after 

data transformation and reduction)  

 Once connected to the data, drag and drop the 

attributes in designated rows and columns. 

 The right panel provides the user with a list of charts 

to select visualizations suited to the data. 

Based on visualizations created, we delve into the interactive 

displays and their analysis.   

 

 
Fig. 2. Home Screen of the Tool for Preciptation Data Visualization 

B. Interactive Displays for Data Analysis  

We explain the interactive displays of our precipitation data 

visualization tool here, with dashboard screenshots of the 

respective features. These include precipitation trendlines, 

various filters, Sub-Saharan maps, zooming options etc. 

a)  Precipitation Trendlines: A trendline is an easily 

recognizable line drawn on a chart to connect a series of 

precipitation points together. The resulting line is then used 

to give an idea of the variation in precipitation. An example 

of a trendline is shown in Fig. 3 for Sub-Saharan data. The 

figure also illustrates its date filter option (top right). The 

slidebar allows users to select the date range and the trendline 

is displayed according to the selection. This feature enables 

at-a-glance analysis of preciptation in a given timeframe, thus 

allowing users to make decisions based on that, and envisage 

trends for similar future timeframes (months w.r.t years).    

 
Fig. 3. Precipitation Trendline with Date Filter Option  

b) Geographical Map Customization: The precipitation 

data visualization tool allows users to create and customize 

geographical maps with specific date ranges as well as 

latitude-longitude values. There are useful filters for this 

purpose such as date filter, and latitude-longitude filter.  

c) Date Filter: The map customization feature of our 

tool provides a date filter that allows users to select dates 

based on a range, as shown in Fig. 4. Precipitation displayed 

on the map is altered based on the selected dates.  

 

Fig. 4. Date Filter for Map Customization 
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d) Latitude-Longitude Filter: The tool provides a drop-

down selection for latitude and longitude values in the 

customizable map. Each geographical location is uniquely 

identified by latitude and longitude coordinates, so this filter 

allows users to view precipitation accordingly  (see Fig. 5). 
 

 

Fig. 5. Latitude and Longitude Filter for Maps 

e) Zooming, Rectangle, Radial and Lasso Selection: 

There are various viewing options available in the tool to 

filter the dashboards and observe specific data points on the 

customizable maps. Zooming selection provides closer views 

of given regions. Rectangle selection provides views by 

marking and selecting within specific rectangular shapes. 

Radial selection offers views in given circular zones. Lasso 

selection allows users to draw freehand shapes around given 

regions and depicts the respective views. Fig. 6 illustrates 

Lasso selection (applied after zooming to get a closer view of 

a certain region). Such features allow users to connect regions 

to precipitation easily with options for customizing the views. 

These options thereby facilitate data analysis on precipitation 

based on regions and views.  
 

 

Fig. 6. Viewing Options (Lasso Selection) 

f) Search By City: The precipitation data visualization 

tool offers a city filter through which users can type the name 

of any Sub-Saharan city, to view the precipitation trends for 

that particular city. This could include one specific city or all 

the cities in a given country. Likewise, various aspects of 

precipitation data can be studied using this tool.  

V. VISUALIZATION TOOL EVALUATION AND DISCUSSION 

The precipitation data visualization tool is subjected to user 

evaluation. Users are given the tool demo to evaluate it based 

on clarity, efficiency and usefulness. They are asked to assign 

scores on a Likert scale of 1 to 5 (1:lowest to 5:highest). In 

HCI, a Likert scale is a method often used for subjective to 

objective mapping to effectively assess user responses [21]. 

The averages of the evaluation scores appear in TABLE I.  It 

is seen that all scores are high depicting user satisfaction.  

TABLE I.  ASSESSMENT: PRECIPTATION DATA VISUALIZATION TOOL  

User Evaluation 

of Visualization 

Tool 

Likert Scale (1:lowest to 5:highest) 

Clarity Efficiency Usefulness 

Average Scores 4.50 4.37 4.75 

 

The visualization for the climatic parameter of precipitation 

conducted in our tool intends to provide comprehensible 

information about inferences of rainfall. It specifically helps 

to fathom changes that can potentially occur in local regions. 

This tool is easily accessible and can be downloaded by 

public officials to advise the concerned users such as local 

farmers. It is also useful for environmental scientists to 

conduct studies on predictive analysis and sustainability.        

     The precipitation data visualization tool sets the stage for 

the design and implementation of a precipitation app for Sub-

Saharan Africa. This is in order to further facilitate data 

access and analysis in a ubiquitous manner.  

VI. ANDROID APP FOR PRECIPATION STUDIES 

A mobile application for the Android platform is developed 

for precipitation studies in Sub-Saharan Africa using the 

hydro-climatic big data provided by environmental scientists. 

The geo-processing conducted on the big data during the 

design of our visualization tool is useful, the transformed data 

being used in app development. The analysis conducted using 

this precipitation data visualization tool is also helpful in the 

design of the app, e.g. in creating the relevant screen layouts 

and icons. Principles from HCI [21] are incorporated in the 

app design in order to enrich the user experience.  

A. App Mockup Design 

In HCI, the concept of mockup design is crucial in order to 

grab user attention towards the app [26] since it offers a 

glimpse into the initial appearance of the complete app, and 

the users’ requirements can be edited at this stage if needed. 

A few free and easily accessible web UI (user interface) 

Mockup tools are Balsamiq mockups, Mockplus, Mockplus 

iDoc, Wireframe.cc and Moqups [27]. 

  
Fig.7. App Layouts - Mockup Designs 
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Among these tools, the Balsamiq mockup tool [27] is used in 

our app to create the layouts of multiple screens (see Fig. 7). 

We prefer this tool due to its compatibility with our work. 

The design layouts are as follows.  

a) Layout1:This UI provides the title of the app; its 

images reflect that it offers precipitation studies.  

b) Layout 2: This UI is designed to provide the overall 

description of this app. 

c) Layout 3: This UI serves the purpose of user input. 

d) Layout 4: This UI displays the result in terms of 

minimum, maximum and average precipitation.  

Note that in our app design, we incorporate HCI aspects such 

as stakeholders, metaphors, Fitt’s Law and ethnographic 

study [21, 28]. Stakeholders in HCI refer to significant people 

involved with the development and the use of the app. In our 

context these include domain experts from environmental 

science, software engineers and computer scientists, as well 

as naïve users. Accordingly, our mockup designs are thus 

subjected to feedback from such stakeholders. A metaphor in 

HCI [28] is a pictorial depiction of a concept (e.g. a bird for 

the Twitter site). We use metaphors such as clouds and 

droplets to depict rainfall, and friendly icons for the opening 

welcome screen. These are appreciated by stakeholders as per 

their feedback. The classic Fitt’s Law [28] states that the time 

to access an object is directly proportional to its size and 

inversely proportional to its distance from the start screen. 

Thus, we have designed objects (metaphors, buttons, entry 

fields etc.) to be large enough for users to spot easily, yet 

small enough to fit on a screen. We have kept navigation 

simple such that all objects are fairly near the opening screen, 

and thus, users can quickly find them. Another aspect of HCI 

is ethnographic study [28] which refers to detailed knowledge 

of the concerned domain based on observation and analysis. 

We conduct this study via comprehension of Sub-Saharan 

Africa with respect to its geography and specific needs. In 

addition, we incorporate the knowledge of domain experts to 

guide us based on ethnographic details. Since these aspects 

are incorporated in our mockup design, stakeholders really 

appreciate it, accepting the design as it is. Thus, we use this 

design in the actual layouts of the app for implementation. 

B. Database Development for the App 

Based on our understanding of the data from the precipitation 

visualization tool, the converted CSV data is still huge by app 

development standards (although acceptable for the tool). 

Hence, the SQLite database system [29] is used to further 

reduce the data representation by using non-parametric data 

cube aggregation techniques.  Excel is used to further analyze 

the data and make it ready for use in the app’s SQLite 

database. The data provides precipitation per day for an 

individual geo-location identified by a unique pair of latitude 

and longitude. Fig. 8 illustrates this process of Database (DB) 

development and for the precipitation app.   

 

 
 

Fig. 8. DB Development for the Precipitation App 

C. App Implementation Details 

In current technological era, smartphones are an integral part 

of our lives. A recent US Mobile App Report from comScore 

indicates that 50% of us spend our digital media time in 

smartphone apps [30]. Due to the broad price range from very 

low to high end, Android users span the globe, including 

lower income areas and developing nations. Hence, we 

choose the Android platform for our app development, 

especially since we target Sub-Saharan Africa.  The app 

implementation with the respective tools occurs as follows.  

a) Android Studio: This is an official Integrated 

Development Environment (IDE) for Android apps [31]. In 

Android Studio, apps are considered to be a project with 

source code and resource files. There are multiple folders 

inside the project. The Manifest folder contains a file called 

AndroidManifest.xml, the Java folder contains multiple Java 

source code files and the Res folder contains XML layout 

code, UI strings and bitmap images (see Fig. 9). All the build 

files are visible at the top level under Gradle Scripts.  

 
Fig. 9. App Structure in the Android Studio Environment  

 

b) Android Emulator:  The Emulator is an inbuilt feature 

of the Android Studio, used to test and run the app on 

different API level devices [32]. It provides almost all the 

capabilities of a real Android device. Testing the app 

frequently after writing or editing codes is relatively easier on 

the Emulator than on a real Android device. It comes with 

predefined configurations for various Android phones, tablet, 

wear OS and Android TV Devices.   

c) SQLite Database: As stated earlier, we create the DB 

for this app using SQLite. This is an open source software 

library that provides a relational database management 

system.  It stores data to a text file on the device. The Android 

Studio has an inbuilt SQLite implementation and is available 

in the “android.database.sqlite” package [29]. Based on this, 

Fig. 10 is a part of the Java code to open the DB in SQLite.  

 
Fig. 10. Relevant Snapshot of Java Code for Opening the DB in SQLite 

d) Android Geocoder: Android has an inbuilt geocoder 

API available in “android.location.Geocoder”. Geocoding is 
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the process of converting the address to its corresponding 

latitude and longitude value. In order to use geocoder, the 

value of the actual API key in the manifest file is required.  

 
Fig. 11. Java Code Snippet for Geocoder Conversion  

 

The relevant Java code snippet that performs the geocoder 

conversion in our app is shown in Fig. 11 here.  

D. App Execution and Data Flow 

Considering the implementation described herewith, the steps 

in the execution of our Android app along with data flow 

based on inputs and outputs are listed next.   

 The Android inbuilt functionalities such as code 

editing, debugging and profiling are used. 

 The already created SQLite DB is imported into the 

asset folder inside the Java folder. 

 App UI (user interface) is created using relative and 

linear layouts. Its outlook is enhanced by adding 

background images, user-friendly icons and buttons. 

 Geocoding API is used to get latitude and longitude 

of the locations entered in the user input.  

 The converted latitude and longitude with dates are 

used to query for precipitation from the DB. 

 If user-entered values match with the DB, then the 

corresponding precipitation values along with min, 

max, average and total precipitations  are displayed 

on app else “No data found” is displayed. 

 
Fig. 12. App Execution Flowchart Diagram 

 

Based on this execution, the flowchart of the app is shown in 

Fig. 12. This depicts the working and data flow of the app. 

VII. APP EVALUATION AND DISCUSSION 

The app has undergone evaluation by targeted users to assess 

it for precipitation studies in Sub-Saharan Africa. Fig. 13 is a 

snapshot of app UI layouts as per the app design presented to 

users. Fig. 14 shows an example of inputs entered by the users 

and corresponding outputs depicted by the app.   

     Based on this, objective scores are obtained by asking 

users to evaluate the app for its clarity, efficiency and 

usefulness (analogous to the visualization tool). The same 

HCI-based Likert scale of 1 to 5 (1:lowest to 5:highest) is 

used here. The results of user evaluation are summarized in 

TABLE II. High scores in all categories (based on average of 

scores assigned by users) indicate the overall positive 

reception of the app. 

  
Fig. 13. App UI Layouts Subjected to User Evaluation 

 

 
Fig. 14. User Inputs and Corresponding App Outputs 

TABLE II.  ASSESSMENT: PRECIPTATION MOBILE APPLICATION (APP)  

User Evaluation 

of Mobile 

Application 

Likert Scale (1:lowest to 5:highest) 

Clarity Efficiency Usefulness 

Average Scores 4.22 4.68 4.90 

 

Based on the evaluation, we can infer that this app is suitable 

for use and can be helpful to wide range of users. Climate 

change is a huge environmental concern today as evident 

from a variety of studies, surveyed recently [33]. Over 2 

billion people derive their livelihood from agriculture. Rain-

fed agriculture is a type of farming that relies on rainfall for 
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water and accounts for more than 95% of farmed land in Sub-

Saharan Africa, 90% in Latin America, 75% in the Near East 

and North Africa, 65% in East Asia and 60% in South Asia 

[34]. Studies on precipitation can be indispensable sources of 

support to the rain-fed agriculture so that adequate planning 

can be done for crop cultivation. In line with such work, our 

easily accessible and downloadable Sub-Saharan African 

precipitation app can offer localized information to farmers 

and other residents to plan daily activities and make key 

decisions. We have linked relevant app files to GitHub and 

these can be available to some interested users upon request. 

VIII. CONCLUSIONS AND FUTURE WORK 

In this paper, we address precipitation studies in Sub-Saharan 

Africa. This work makes the following contributions:  

 Developing a tool for at-a-glance visualization and 

analysis for precipitation data  

 Building an app that provides ubiquitous access to 

precipitation data for users on mobile devices 

 Conducting evaluation of the tool and app with 

targeted users and obtaining positive reception.   

 Providing useful inputs to environmental scientists, 

public agencies, farmers and local residents  

 Laying the concept of a visualization tool and app 

that can be extended to other environmental studies 

Our work in this paper can set the stage for predictive analysis 

using Artificial Intelligence, especially Machine Learning 

techniques for studies on hydro-climatic data. While we have 

only considered precipitation as the parameter in this work, 

which might be construed as a limitation, these studies can be 

seamlessly extended to cover other climatic parameters such 

as temperature and humidity. Also, the methods and software 

described here for Sub-Saharan Africa can be used for other 

geographic areas with suitable adaptation. This helps in 

sustainable living on the whole. Our work thus makes broader 

impacts on sustainability in addition to direct impacts on the 

realms of HCI, IoT, Big Data and Visualization.  
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Abstract—This paper describes methods for automated classi-
fication of individuals by Hepatitis C medical category using data
from a series of commonly used diagnostic tests. The methods
are evaluated experimentally using a publicly available dataset
from prior work. The accuracy of some methods compares
favorably with similar results reported in prior work. In addition
to quantitative results on prediction accuracy, training and testing
times, and model sizes, the paper includes a detailed look at
some concrete representative classifiers generated by a few of
the competitive methods, permitting a human domain expert to
further study the models and classifiers.

Index Terms—Medical Informatics; Classification.

I. INTRODUCTION

Hepatitis C is a significant worldwide health concern, with
the World Health Organization estimating 71 million cases in
2017. It is a viral disease for which there is no vaccine as
yet, making prevention of its spread even more crucial. Such
prevention is significantly aided by detection based on blood
tests and other variables.

The main question addressed by this paper is: How well
can automated methods of analyzing laboratory tests and
related variables for Hepatitis C perform, both quantitatively
(accuracy, running times, etc.) and qualitatively (predictions
that amenable to analysis by a human expert)? The paper
adopts an experimental approach based on a publicly available
dataset from prior work [1] and studies the problem not only
quantitatively but also qualitatively in order to gain insight into
the characteristics of the underlying classification problem and
biomedical variables.

The main contributions may be summarized as follows: This
paper

• augments a publicly available dataset with descriptions
that make it more accessible to further use by others.

• studies the effectiveness of a diverse panel of well
established classification algorithms in determining the
Hepatitis C category from a panel of commonly used lab
test results and related variables.

• quantifies the classification merit of each of the attributes
to study whether comparable results are achievable with
fewer attributes.

• summarizes experimental results quantifying the accuracy
and performance of classification methods using both the
full set of attributes and a reduced one with only three
attributes.

• includes detailed descriptions of the classifiers (rules,
trees, etc.) in order to permit validation of some of the
results by a human expert.

The main results may be summarized as follows:
• High classification accuracy is achievable using a few

different classification algorithms. In addition to the often
well performing ensemble-based Random Forest classi-
fier, these methods include non-ensemble methods such
as a simple unordered rules classifier that uses rough sets
(fuzzy rules).

• An examination of the details of the rule and tree based
classifiers permits a human expert to validate them and
to use them to guide further research.

• The Bayes Net classifier not only provides high accuracy
but also provides a nontrivial network that would benefit
from further study.

• The quantitative results are limited by the modest amount
of data and further by the very skewed distribution across
categories and further work with larger datasets will be
valuable.

Paper outline: The classification problem in the context of
Hepatitis C categories and the attributes from an array of tests
is presented in Section II based on the dataset due to prior work
[1]. The primary experimental setup and results are described
in Section III using both the full dataset and a version with
a reduced number of attributes. The selection of the attributes
in the latter set is addressed in the more general context
of attribute merit in Section IV. A representative selection
of concrete classifiers generated by the methods found to
be competitive in Section III is examined in more detail in
Section V. Some related work is described in Section VI,
and Section VII summarizes the paper and outlines topics for
future work.

II. DATA FROM TESTS

The dataset produced by prior work [1] has instances
classified into one of five Hepatitis C categories as summarized
by Table I. The other attributes in this dataset are identified by
the names listed in the second column of Table II. That table
also includes the abbreviations used in the rest of this paper as
well as the brief descriptions for reference, from other sources.
Apart from the category and the two integer-coded attributes
(age and sex), all other attributes are real numbers.

The main task is that of predicting the category using the
other attributes in Table II. However, as described later, this978-1-7281-9615-2/20/$31.00 c©2020 IEEE
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TABLE I
HEPATITIS C CATEGORIES IN ORIGINAL DATASET [1] AND THEIR CODES.

code Hepatitis C category

0 blood donor
4 suspect blood donor

(0s in original dataset)
1 Hepatitis
2 Fibrosis
3 Cirrhosis

TABLE II
ATTRIBUTE NAMES FROM THE HEPATITIS C DATASET [1], WITH

ABBREVIATIONS AND DESCRIPTIONS ADDED.

abbr. name description

age Age participant’s age in years (integer)
sex Sex participant’s sex (0/1/2 for female/male/other)

alb ALB albumin
alp ALP alkaline phosphatase
alt ALT alanine amino-transferase
ast AST aspartate amino-transferase
bil BIL bilirubin
che CHE choline esterase
cho CHOL choline
cre CREA creatinine
ggt GGT γ-glutamyl-transferase
prt PROT total protein

cat Category Hepatitis C category

paper also studies the task of performing that prediction using
a much smaller set of attributes. The distribution of the data
across categories and sex is worth noting and is depicted by
Fig. 1 because, in particular, it is very skewed. (Note the
logarithmic scale on the vertical axis of that chart.)

III. EXPERIMENTAL EVALUATION

For the purposes of experimental evaluation, a system for
data preparation and classification was implemented using the
Kawa Scheme programming environment which runs on the
Java Virtual Machine (JVM) platform. SQLite [2] is used as
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Fig. 1. Distribution of instances across HCV categories by sex, using a
logarithmic scale on the vertical axis.

a relational data store for the data imported from its raw CSV
(comma-separated values) form after some normalization. The
Java API to the WEKA workbench [3] is used from Kawa
Scheme to access the former’s implementations of various
classification algorithms. The experiments were conducted on
a notebook computer with an Intel Core i5-5250U CPU (2
cores, 4 threads, 3 MB cache, 5 GT/s bus) clocked at 1.6 GHz
(2.7 GHz max. turbo), 8 GiB of DDR3 RAM, and an SSD for
secondary storage. All the experiments use conventional 10-
fold cross validation for evaluation and include multiple trials.
The error-bars in the charts summarizing the results represent
the standard error of the mean.

The choice of classification algorithms was guided by the
desire to include diverse methods (e.g., ensemble, lazy, rules)
as well as by the results of some preliminary experiments
to identify the promising candidates. The experimental set
includes 0R (ZeroR) as a baseline method, which is partic-
ularly important for this dataset because of the large skew in
class distributions. (The parenthesized abbreviations are used
in the presentation of the experimental results.) It includes
several rules-based classifiers due to their benefit of human
understandability: 1R (OneR) to serve as a baseline within
this group, Decision Tables (DTab), PART rules (PART),
RIPPER-style rules [4] (JRip), and the FURIA [5] fuzzy
unordered-rules classifier (FURI). Tree-based classifiers are
represented by C4.5-style trees (J48), Random Tree (RTre),
and Random Forest (RFor), the last of which is also an
ensemble method. Function-based classifiers are represented
by the simple logistic (SLog) and logistic (Logi) methods as
well as sequential minimal optimization (SMOp) for support
vector machines (SVM). Bayesian classifiers are represented
by Naive Bayes (NBay) and two versions of Bayes Net:
one with a single parent per node (BNt1) and the other an
unlimited number of parents per node (BNtu). Finally, lazy or
instance-based methods are represented by k-nearest neighbor
(IBkN), locally weighted learning (LWtL), and K-star (KStr).

The methods are evaluated using two datasets. The first,
denoted full, includes all the attributes from Table II. The
original dataset also includes a unique identifier per instance.
However, preliminary experiments revealed a strong corre-
lation between that identifier and the category labels. Since
such a correlation is unrealistic in practice, the identifier was
excluded from the datasets used in these experiments. The sec-
ond dataset, denoted top3, includes only the most promising
attributes as quantified by the methods of Section IV: alt,
ast, and che. The purpose of using this dataset is to gain
an understanding of the trade-off between prediction accuracy
and cost (both computational, as quantified here, and the more
significant cost of the underlying medical tests).

Fig. 2 summarizes the accuracy of each of these methods
on both the full and top3 datasets. It is notable that
the Bayes Net methods provide accuracy superior to that
of the usually proficient Random Forest method. As well,
the much simpler rule-based method FURIA also provides
competitive accuracy. Therefore some qualitative details of the
Bayes Net and FURIA methods are included below, along
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Fig. 2. Percentage of instances correctly classified by method, using all
attributes and only three attributes. Here and in the charts that follow, the
error bars mark standard error of the mean. In this chart and in others that
follow, the error-bars, sometimes too small to discern, represent the standard
error of the mean.
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Fig. 3. Classification F-measure by method.
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Fig. 4. Area under the ROC (receiver operating characteristic) curve by
method.

with similar results for J48 for comparison. Given the highly
skewed distribution of the data as summarized by Fig. 1, it
is important to use a metrics such the F measure and area
under the ROC (receiver operating characteristic) curve when
quantifying accuracy and the results are summarized by Fig. 3
and Fig. 4, respectively. These results provide further evidence
for the strengths of the Bayesian methods as well as FURIA
for this problem.
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Fig. 5. Training (model building) time by method, using a logarithmic scale
on the vertical axis.
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Fig. 6. Testing (classification) time by method, using a logarithmic scale on
the vertical axis.
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Fig. 7. Learned model size by method, using a logarithmic scale on the
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Fig. 5 summarizes the time required to train the classifica-
tion models. There is a considerable variation in these times
across the methods, as highlighted by the logarithmic scale
used on the vertical axis. The near-zero times for the three
lazy methods listed last are not surprising. However, there
are also considerable differences among the other methods.
These numerical results on running times require some caution
in interpretation in that they are dependent on the specific
implementations of the underlying algorithms in WEKA as
used by the prototype implementation. Fig. 6 summarizes
similar results for the classification or testing times. The main
observation here is that, except for the lazy methods, all
testing times are too low (sub-millisecond) to meaningfully
measure and low enough to not be of practical concern. There
is substantial variation among the running times for the lazy
methods but here too the absolute values are small enough to
not be of much practical concern. Finally, Fig. 7 summarizes
the serialized sizes of the models learned by different methods
on both datasets.

IV. ATTRIBUTE MERIT AND SELECTION

It is worthwhile to study the merit of different attributes for
the purposes of predicting the Hepatitis C Category because
such study provides a better understanding of the trade-off
between the potentially higher accuracy resulting from a larger
set of attributes and the lower costs of smaller sets of attributes.
These costs include not only the computational costs as briefly
quantified in the previous section, but also the much more
significant costs (both financial as well as potential patient
discomfort) of the underlying medical tests.

The first set of experiments in this section is based on
intrinsic metrics for attribute merit (independent of specific
classification methods): The results for the Information Gain,
Symmetric Uncertainty, and Gain Ratio metrics are summa-
rized by Fig. 8, and the results using Pearson’s correlation are
summarized by Fig. 9. There are some significant variations
across metrics, but also some common features, such as the
high merit of ast.

The second set of experiments in this section is based on the
use of classifiers to gauge merit. As a representative selection,
Fig. 10 summarizes the results for the 1R as a baseline
and for FURIA and Bayes Net (with unlimited parents per
node) as examples of classifiers with favorable accuracy and
explainability characteristics (from Section III). Here as well
we may observe the consistently high merit for some attributes,
such as ast and alt (Table II).. The above observations are
strengthened by experiments using correlation-based feature
subset selection [6] to select a favorable set of attributes, which
results in the set used for the top3 dataset in Section III: alt,
alt, and che.

V. EXAMINING CLASSIFIERS

This section examines some specific classifiers generated
by a few of the methods studied earlier for the purposes of
determining the ease with which the classifiers’ predictions
may be interpreted by a human expert.

TABLE III
CONFUSION MATRIX FOR THE 12-ATTRIBUTE BAYES NET CLASSIFIER OF

FIG. 14.

category predicted category

c0 c4 c1 c2 c3

c0 530 1 1 1 0
c4 0 6 0 1 0
c1 9 0 9 5 1
c2 5 0 7 9 0
c3 2 1 2 4 21

TABLE IV
CONFUSION MATRIX FOR THE THREE-ATTRIBUTE BAYES NET CLASSIFIER

OF FIG. 15.

category predicted category

c0 c4 c1 c2 c3

c0 524 0 7 2 0
c4 4 0 1 2 0
c1 13 0 10 1 0
c2 5 1 8 5 2
c3 2 0 5 3 20

Based on the results of Section III, it is natural to begin by
examining the classifiers generated by Bayes Net algorithm
with unlimited parents per node (BNtu). The networks gener-
ated for the complete (full) and reduced (top3) datasets of
Section III are depicted by Fig. 14 and Fig. 15, respectively,
and the corresponding confusion matrices appear in Table III
and Table IV. It is notable that there is nontrivial structure
in the learned network. Determining whether this structure is
significant from the biomedical perspective is a task for experts
in that field, potentially guided by such results.

Although the fuzzy (rough sets) unordered-rules classifiers
produced by the FURIA method have accuracy significantly
lower than those from Bayes Net (Figs. 2 to 4), they are worth
studying due to their simplicity and ease of interpretation. A
sample classifier from FURIA for the full dataset appears in
Fig. 13. The classifier for the top3 dataset is very similar and
is omitted for brevity.

TABLE V
CONFUSION MATRIX FOR THE TREE CLASSIFIER OF FIG. 11.

category predicted category

c0 c4 c1 c2 c3

c0 524 1 2 6 0
c4 3 0 0 1 3
c1 10 0 8 3 3
c2 7 0 5 7 2
c3 2 1 1 5 21

Finally, even though the RIPPER-style J48 classifiers are not
as competitive as the above for this problem, they are worth
studying because in addition to of their simplicity and ease of
understanding, they are also very well understood and widely
implemented. The classification trees generated for the full and
reduced datasets appear in Fig. 11 and Fig. 12, respectively,
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Fig. 8. Attributes (Table II) ranked by their merit by the Information Gain, Symmetric Uncertainty, and Gain Ratio metrics.
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Fig. 9. Attribute merit by Pearson’s correlation. Attribute descriptions appear
in Table II.

TABLE VI
CONFUSION MATRIX FOR THE THREE-ATTRIBUTE TREE CLASSIFIER OF

FIG. 12.

category predicted category

c0 c4 c1 c2 c3

c0 524 0 5 1 3
c4 4 0 1 1 1
c1 10 1 3 6 4
c2 5 0 5 8 3
c3 1 0 6 3 20

TABLE VII
CONFUSION MATRIX FOR THE UNORDERED RULES, THREE-ATTRIBUTE

CLASSIFIER OF FIG. 13.

category predicted category

c0 c4 c1 c2 c3

c0 526 0 1 3 3
c4 4 0 0 2 1
c1 10 0 4 7 3
c2 4 1 5 7 4
c3 3 0 1 3 23

and the corresponding confusion matrices appear in Table VI
and Table VI.

VI. RELATED WORK

The algorithms underlying the classification methods used
in this paper are very general and have found very diverse
applications, such as solving linear systems and performance
modeling [8]. Although the dataset used in this paper focuses
on blood tests, the classification study could be profitably
extended to a more diverse array of tests enabled by the rapidly
evolving sensor technologies [9]. In some such applications,
rapid and reliable transmission of test data as enabled by some
recent work [10]–[12] is a significant consideration as well.
Determining and modeling contact among individuals based
on diverse video processing techniques [13] is a complemen-
tary aspect of predicting and controlling the transmission of
infectious diseases, especially those that are easily transmitted
by brief contact. In the broader context of public health records
and informatics, there is an ever growing need for robust data
centers and related infrastructure as studied by some recent
work [14].

The implementation used by the experiments benefits from
the rapid prototyping on the JVM platform as enabled by the
Kawa Scheme system [15], together with database work in
SQLite [2], and from the well exercised implementations of
classification methods provided by the WEKA workbench [3].

VII. CONCLUSION

This paper has examined automated classification of indi-
viduals into Hepatitis C categories based on data from a widely
used panel of tests. Based on experiments with a publicly
available dataset from prior work, has summarized quantitative
results on accuracy and performance. As well, it has provided
a detailed look at some concrete classifiers generated by
the promising methods in order to permit insights into their
suitability based on input from human domain experts.

The results are promising quantitatively although limited by
the characteristics of the dataset (size and skew) and extending
them to larger and more diverse datasets is a topic for ongoing
and future work. Likewise, the qualitative results, such as the
networks of Fig. 14 and Fig. 15, are interesting and would
benefit from attention by domain experts.
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Fig. 10. Attribute merit by the classifiers: OneR (left), FURIA (middle), and Bayes Net with unlimited parents per node (right). Attribute descriptions appear
in Table II.
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Abstract—In this paper, we have represented implementation 

of an informative online platform- Covid-19 Predictor which is 

capable of disseminating accurate prediction of confirmed, 

deceased and affected Covid-19 cases in India on the basis of the 

data available in a reliable online repository. The work 

characterizes proper utilization of advanced technologies for web 

scrapping, model prediction, implementation of web application 

framework and cloud hosting. 
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I. INTRODUCTION 

The novel coronavirus disease 2019 (covid-19) pandemic 
created an urgent threat to global health causing disruption in 
daily livelihood. Despite government lock downs and public 
health responses aimed at containing the disease and delaying 
the spread, several countries have been crippled with a critical 
care crisis, and more countries could follow in future. Outbreaks 
lead to important increases in the demand for hospital beds and 
shortage of medical equipment, while medical staffs have higher 
probability of getting infected. 

Future Projection plays an important role in mitigating the 
burden on the healthcare system, as well as providing the best 
possible care for patients, efficient diagnosis and information 
gathering on the prognosis of the disease. Prediction models that 
combine several variables or features to estimate the future 
numbers of affected due to the pandemic can provide required 
insights about it. It will also help policymakers to generate 
optimal policy for the upcoming situations. This will assist 
medical staffs to take necessary arrangements to allocate 
medical resources effectively.  

Dynamic projection plays a key role in conditions like 
COVID-19 where, daily cases changes rapidly based on 
government restrictions, test conduction, infection rate etc. The 
contribution of the paper is as follows. In this paper, 
implementation of an online information sharing platform has 

been presented which exploits the technological advancements 
like web scrapping, prediction, web application framework, 
cloud hosting etc. to help common people to be aware of data 
analysis of COVID-19 infection in India. Our claim for dynamic 
system performance may be confirmed from, https://covid-19-
predictor-india.herokuapp.com/ regularly. 

II. LITERATURE SURVEY 

In [1], R. Sujath et al. have presented a model that could be 
useful to predict the spread of COVID-2019. They have 
performed linear regression, Multilayer perceptron and Vector 
autoregression method for desire on the COVID-19 Kaggle data 
to anticipate the epidemiological example of the ailment and 
pace of COVID-2019 cases in India. They anticipated the 
potential patterns of COVID-19 effects in India depending on 
data gathered from Kaggle with the common data about 
confirmed, death and recovered cases across India for over the 
time length.  

In [2], S. Lalmuanawma et al. addressed the recent studies 
that apply ML and AI technology towards augmenting the 
researchers on multiple angles. It also addresses a few errors and 
challenges while using such algorithms in real-world problems.  
[3] is an editorial report by A. Alimadadi et al. depicting 
Artificial Intelligence and Machine Learning methods 
applicable to Fight COVID-19. In [4], the N. S. Punn et al. 
propose to utilize the machine learning and deep learning 
models with the aim for understanding its everyday exponential 
behavior along with the prediction of future reachability of the 
COVID-2019 across the nations by utilizing the real-time 
information from the Johns Hopkins dashboard. In [5], Real-
time data query is done and visualized in website, then the 
queried data is used for Susceptible-Exposed-Infectious-
Recovered (SEIR) predictive modelling. Authors utilized SEIR 
modelling to forecast COVID-19 outbreak within and outside of 
China based on daily observations. Authors also claimed to 
analyse the queried news, and classify the news into negative 
and positive sentiments, to understand the influence of the news 
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to people’s behaviour both politically and economically. M. 
Mandal et al. in [6], proposed a mathematical model to analyse 
COVID-19 pandemic both theoretically and numerically and 
evaluated the model by short term prediction in three states of 
India. V. Soukhovolsky et al. in [7], proposed mathematical 
model i.e. ADL (autoregressive distributed lag)-model in 
addition to the phase transition model to describe the 
development of the disease at the exponential phase. The ADL-
model allows describing nonmonotonic changes in relative 
infection over time.  

[8] and [9] represents two reports of WHO representing 
covid-19 pandemic situations at an early phase and at quite 
advanced phase respectively.  

III. DATASET DESCRIPTION 

The dataset [10] is contributed and updated on daily basis by 
Johns Hopkins University Center for Systems Science and 
Engineering (JHU CSSE). This dataset is supported by ESRI 
Living Atlas Team and the Johns Hopkins University Applied 
Physics Lab (JHU APL). Johns Hopkins University is currently 
using a GitHub repository to store its data. It is in 2019 Novel 
Coronavirus COVID-19 (2019-nCoV) Data Repository. 

In our implementation, we have utilized current country wise 
COVID-19 time series data of confirmed, death and recovery 
cases, available in [10] from 22nd January, 2020, to till date 
current data with an update frequency of once a day around 
23:59 UTC. 

IV. IMPLEMENTATION METHODOLOGY AND REQUIREMENTS 

The implementation work has three different 
accomplishment phases, web scraping or web harvesting data, 
model implementation to predict the Covid-19 pandemic data 
and user friendly and visually influential online platform 
interface implementation to represent the data to the common 
people. Regularly the system automatically fetches updated data 
from the data source as and when the data source itself gets 
updated at their GitHub repository automatically and the models 
train themselves to predict next 5 days predictions without any 
human intervention. Figure 1 presents implementation 
methodology. 

A.  Web-Scrapping:  

Web Scraping, also termed as Web Harvesting, is a 
technique employed to extract large amounts of necessary data 
from websites whereby the data is extracted and saved to a local 
database in structured format. In our implementation, the 
GitHub repository is being scrapped regularly for fetching the 
time series data of total confirmed, deceased and recovery 
COVID-19 cases in the Republic of India on a particular date. 
This repository contains day wise total confirmed, deceased and 
recovered cases of different countries i.e.  daily time series 
summary tables of confirmed, deaths and recovered cases 
worldwide. In our local repository, this time series data, fetched 
from remote repository are transformed to the time series of 
cumulative growth of confirmed, deceased and recovered cases 
in India. To fine tune the model learning to capture the trend of 
daily change of values more precisely we modified the actual 
data format in our local repository.  

Python Pandas is an effective tool to work with time series 
data. Website data fetching through remote URL path and data 
parsing from remote location to Pandas data frame directly form 
the backbone of the whole process. Indexing and extracting data 
from data frame enables data manipulation and transformation 
in an application specific way.  

B. Deep Neural Network (DNN)  

Artificial neural networks having multiple number of layers 
is called deep neural network. A fully connected (FC) neural 
network layer is said to be a dense layer. It accepts the input 
from each of the previous units and produces outputs for all the 
output units. Activation function helps in learning the patterns 
of characteristic of data. In this model Leaky ReLu has been 
used as nonlinear activation function which is capable of 
learning the nonlinear trend of data. It is defined as, 

 f(x) = max (a, x) () 

The architecture, present in Fig. 1, consists of only four 
layers of dense and Leaky ReLu. Total 116,161 trainable 
parameters and 0 non-trainable parameters. COVID-19 affected 
numbers and rates are completely dynamic in nature due to large 
population, government restrictions, number of testing 
conducted is variable per day. Therefore, projections needed to 
be corrected as per current data available for prediction of future 
with greater confidence. Our Deep Neural Network model is 
dynamically trained whenever the time series data is updated 
and the scenario of next five days is predicted. Confirmed case, 
deceased case and recovery cases are learnt by the models from 
regular cumulative growth values. Similar model architecture 
has been used for all of the predictions.  

All the experiments have been implemented in Python 3.6.9. 
High level APIs of Google’s deep learning library TensorFlow 
have been used to implement and evaluate the work.  
Implementations have been executed in Google online Colab 
cloud environment where Tesla P100 GPU, 16 GB VRAM, 1* 
Intel(R) Xeon(R) CPU @ 2.30GHz with 2 threads, 13GB RAM, 
68.40 GB HDD. 

C. COVID-19 Predictor Website Implementation  

Website is based on client-server architecture concept and it 
is created using Django web-application framework. Website 
link is already provided for verification. 

a) Web Application Framework: Django web application 

framework is preferred for implementation as it provides users 

certain components like database connectivity, authentication 

system etc and it also provides a lite weight server so that users 

do not need to install any third-party webserver. Following are 

the characteristics features of Django, which are very useful 

from developer’s point of view. 

• Django provides security to client-server data 
transmission by default. 

• Django uses MVT(Model View Template) concept, 
model is for declaring database schema, view is for 
performing the operations and template is to show the 
output in client side. 
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• Django use ORM (Object Relational Mapper) concept 
for database connectivity. In Django we need to create 
python class, ORM converts that class to a relation table 
which gets stored in the database. In this work, we have 
used PostgreSQL database and psycopg2 as on ORM. 

• chartjs is used to plot the graphs using data fetched from 
server. 

• Heroku cloud platform is used to host the server which 
is a platform as a service (PaaS), enables to build and 
run the application built on Django in cloud 

b) Implementation Requirements: For server-side python 

programming language and Django module is used, to design 

client-side HTML, CSS and JavaScript is used. 

Heroku dyno configuration for server-side operation: 

• Operating System: Name of the OS is “Stack”, which is 
based on Ubuntu (Linux based, open source operating 
system). 

• The server has been deployed on Heroku on free dyno 
type with 2* Intel(R) Xeon(R) CPU E5-2670 v2 @ 
2.50GHz, 512MB RAM. 

• Python 3.6.10, tensorflow-2.0.0b1, Django-3.0.4, 
django-heroku-0.3.1 has been provided by Heroku to 
support the cloud hosting. 

Any browser capable of rendering HTML5 with support of 

JavaScript and CSS for example Chrome, Internet Explorer 

10+, Microsoft Edge and Safari along with their mobile 

counterparts will be able to render the website at the client end.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

At our end, we have used Google chrome version 

81.0.4044.129(official built) (64 bit) for our implementation.  

V. EXPERIMENTAL RESULTS 

Covid-19 Predictor disseminates deep learning-based 
prediction of confirmed cases, recovery cases and death cases of 
Covid-19 pandemic in India.  

A. Results Prediction and Informative Website 

Three different prediction results of Covid-19 Predictor are 
represented in tabular form in tables I, II and III respectively. 
High values of accuracy indicate the effectiveness of the system. 
TABLE I, II and III represents Error and Accuracy Computation 
of Total Confirmed Case, Total Deceased Case and Total 
Recovery Case respectively.  Figure 2, 3, 4 and 5 displays 
significant website interfaces. Prediction performance and the 
representations may be verified from the link provided, 
https://covid-19-predictor-india.herokuapp.com/. 

TABLE I.  ACCURACY COMPUTATION OF TOTAL CONFIRMED CASE 

PREDICTION  

Date 

Total Confirmed Case Prediction and Accuracy 

Actual 

Confirmed 

Case 

Predicted 

Confirmed 

Case 

Percentage 

Accuracy 

2nd August, 2020 1803695 1817160 99.25900856 

3rd August, 2020 1855745 1871579 99.1539764 

4th August, 2020 1908254 1924992 99.13048989 

5th August, 2020 1964536 1978740 99.28216946 

6th August, 2020 2027074 2036580 99.53323709 

 

 
 

Fig. 1. Implementation Methodology 
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TABLE II.  ACCURACY COMPUTATION OF TOTAL DECEASED CASE 

PREDICTION  

Date 
Total Deceased Case Prediction and Accuracy 

Actual 

Deceased Case 

Predicted 

Deceased Case 

Percentage 

Accuracy 

2nd August, 2020 38135 38408 99.2841222 

3rd August, 2020 38938 39198 99.33227182 

4th August, 2020 39795 40015 99.44716673 

5th August, 2020 40699 40893 99.52332981 

6th August, 2020 41585 41819 99.4372971 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

TABLE III.  ACCURACY COMPUTATION OF TOTAL RECOVERY CASE 

PREDICTION  

Date 
Total Recovery Case Prediction and Accuracy 

Actual 

Recovery Case 

Predicted 

Recovery Case 

Percentage 

Accuracy 

2nd August, 2020 1186203 1203808 98.51585268 

3rd August, 2020 1230509 1245616 98.77229667 

4th August, 2020 1282215 1292083 99.23039428 

5th August, 2020 1328336 1347921 98.52559894 

6th August, 2020 1378105 1395666 98.72571393 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2. Covid-19 Predictor Interface  

 

 
Fig. 3. Online visualization and prediction of Confirmed Cases  
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Fig. 4. Online visualization and prediction of Recovery Cases 

 

 
Fig. 5. Online visualization and prediction of Deceased Cases 
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CONCLUSION 

Information dissemination to the people allows them to have 
proper visualization power about the spreading of the disease 
which helps them in establishing their own opinions during 
pandemic situation. Thus, they become aware of the 
requirements of different containment measures also such as 
travel ban, border closing, trade control etc. as well as 
sanitization measures as per WHO’s directives. and provide 
support to the implementation authority spontaneously. This in 
turn, provides more successful imposition of human beneficiary 
actions during pandemic.   
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Abstract— Predicting stock market price movements can be a 
difficult task for  traditional algorithms as random events can vastly 
change a stock’s value. The goal of this research project is to design 
machine learning algorithms to predict these changes based upon 
communal discussion. The discussions that are being analyzed will 
be from forum posts of users that have varying levels of involvement 
with the company of focus. The posts themselves should contain 
information related to the current events, problems, community 
sentiment and other factors that would influence buyers and sellers. 
The proposed algorithm to make these predictions with a recurrent 
neural network (RNN) that will be able to analyze patterns in word 
use and order, placing reactions to forum posts into a category based 
upon expected price movement over various lengths of time. These 
methods show promise in predicting performance over many time 
frames.  

Keywords—Stock Market, Recurrent Neural Network, Text 
based predictions 

 

I. INTRODUCTION  
The stock market is a dangerous beast with many factors 

leading to the seemingly unpredictable gains and losses. Many 
of the traditional ways of making the market predictable 
included performing traditional algorithms on the numerical 
data. These regression models have good accuracies, however, 
react slow to major shifts in public events.  

With the amount of data that is poured into the internet at 
any given moment it is important to be able to distinguish 
meaning. Extracting a meaning from text is an idea known as 
text mining providing many uses within many problems [1]. In 
the scope of this project text mining is used to understand 
sentiment within forum posts. The hope of this project is that 
people who are invested within a company would take in 
information related to the company then sharing their opinions 
on public messaging boards. These opinions are then analyzed 
for their thoughts on a topic or various other implicit attributes 
such as passion, authority, and intelligence to produce a guess 
about movement in a company’s stock. 

This project is two parts: creating the dataset and learning 
from the dataset. This is done in the absence of a proper dataset 
for stock market predictions using forum posts with the price 
“reactions” after various intervals. 

The predictions on this data is a class that says the level of 
increase (+-10%, +-5%, 0%). Isolating these values allows an 
efficiency to investing to a respective stock to allow a user to 
maximize gains during a specific time. Time frames are split up 
to get an idea how the predictions scale. The algorithm tries to 
pull data as close to the date as possible, it does not always 
retrieve data for the exact date due to restrictions from the API. 
The time frames that this project uses are one day, one month, 
three months, one year, and five years.  

This paper discusses the methods of a stock market predictor 
using machine learning. The paper is organized such that: 
Section 2 explains similar research that has happened within the 
field. Section 3 details the steps taken to construct the algorithm 
furthered by the inner workings of the choices made. The results 
are the focus of section 4. Ultimately, the conclusion is provided 
in section 5. 

 

II. RELATED WORK 
 Research into predicting stock market fluctuation is a 
lucrative investment for many individuals. This leads to many 
of the systems used to be a black box with much of the research 
to be hidden.  
 Green Key Technologies performs stock market analysis 
using many features from their other software [2]. These 
features allow them to classify different reports using Natural 
Language Processing. This analysis is provided to the user 
within their platform that also identifies the user’s past 
conversational data. 
 In 2018 Queen’s university attempted predicting a stock’s 
performance using articles provided by moneycontrol.com [3]. 
Their method was using a dictionary to account for words that 
would be used within the article then develop a sentiment value 
for each key, these sentiments were then summed up to get a 
total sentiment for the article. Their predictions were “buy”, 
“hold” and “sell”; using these methods they saw an accuracy of 
70.59% showing promise for using text to predict financial 
decisions in the stock market. Issues mentioned with their 
approach were mainly focused on most of the work with the 
dictionary being manual. 
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 Desheng Dash Wu and David L. Olson saw success in 2014 
using analysis on a stock market forum from china. Their 
method was to perform sentiment analysis on a post then run that 
data through an SVM (Support Vector Machine). They saw an 
accuracy of 81.82%, during their testing they found that more 
posts caused a better accuracy. 
 The need the ever-flowing stream of data is ever increasing. 
Using machine learning methods are necessary to be able to 
understand information at the rate it is being created. The related 
work shows that there are enough relationships within text data 
to be able to reliably draw conclusions. 

 

III. PROPOSED METHOD  
 As previously mentioned, this project consisted of two parts, 
being a web crawler and price predictor. Data preprocessing 
occurs during both parts with different objectives. Though being 
different pieces, the project shared many of the same tools. 
 The programming language chosen for this project was 
Python 3. This language is a data scientist’s paradise due to its 
simple syntax combined with well written libraries. Anaconda is 
the platform that was used to manage packages, allowing for 
simplified state management. HTML parser and URL lib were 
essential to the crawling operations. Additionally, NumPy and 
Pandas were essential for various operations including reading 
files, writing files, or managing data [8][11]. The neural network 
was written using TensorFlow with the Keras framework 
allowing for easy development [9][10]. 
 

A. Dataset 
 The goal of creating the dataset is generating an easily 
accessible and low-cost set of documents which will require 
little further alteration. The forum posts for the project is mined 
from Investors Hub, an advanced stock discussion platform. 
This site hosts over 20 years of forum posts with a diverse set of 
public users, boasting ~40,000 posts per day across over 30,000 
boards. The stock performance is taken from the Alpha vantage 
API, with a history matching Investors Hub. These sources of 
data will populate CSV files with their information. 

 

1. Web Crawler 
Web crawling is a lengthy process in which a computer 

program automatically pulls information from a site. The 
crawler mentioned is pulling forum posts, dates, and company 
stock tickers from Investors Hub to be saved for further analysis. 
This is a lengthy process that requires many items to be well 
thought out before starting the crawl.  

The first consideration to be made when crawling a site is 
to do so in a way that is ethical. Being ethical in crawling refers 
to limiting requests to prevent giving too much traffic to the host. 
Failing to crawl ethically can lead to the connection being 
blacklisted, stopping all crawling. Achieving an ethical crawl 
was done simply in this project, each time a post downloaded 
the program would sleep for half a second before resuming. 
Additionally, if there was a failed download the program would 

wait 60 seconds before moving on to the next item to be parsed. 
the next consideration that must be performed is what data is 
being searched for.  

Web crawling is best done when an idea is presented, then 
the machine follows the algorithm to get the data. An example 
of an item that the program may search for: 

 
<a id=”goalID” href=”Search.link”>”data”</a> 

 
 
The first step to data mining is retrieving the html text of a 

website. If one were to search for a link like this, they would first 
look for an the “a” tag that usually contains links. They would 
then try to search for the word “goal” in the id attribute. When a 
desired item is found the data is extracted then saved to its 
respective file. To find the instructions a developer console was 
used, and the site used clear naming schema on the elements 
within the site. A recursive mining hierarchy is shown in Fig. 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 1. Recursive Mining Hierarchy, more iterations performed closest to the 

bottom  

 
The first item to be mined off the website are the tickers for 

each company. A ticker is a collection of letters that represents 
the company, for example, GOOGL is the ticker for Alphabet 
Inc. In the project the ticker is used to label the respective 
dataset, also, leads the request to pull data from the Alpha 
vantage API and the respective stock page. In this step the 
tickers are pulled into an array, shuffled, then pushed into a 
NumPy array to be saved. Saving the tickers allows for the crawl 
to be paused when needed. 

During the main crawl, the ticker file is loaded into memory 
to be fed one by one into the web scraper. A set number of posts 
from each stock is downloaded, formatted then saved. The set 
number is to try to keep every ticker with roughly the same 
amount of posts as to not bias towards certain companies. 

One by one links mined from the ticker’s forum page are 
parsed. The parse looks for all inner HTML from body div. This 
process also includes keeping track of passed tags as to ignore 
any data that is not related to the forum post itself. 

Find Tickers 

Find Post 
Links 

Compile Post 
Message 

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

323



 One API call is made to Alpha Vantage per stock ticker. 
The information sent includes function (daily stock prices), 
ticker symbol, datatype, and the API key. Alpha vantage then 
returns a JSON which contains price information over the 
company’s lifetime. A page is then searched over for each stock 
on the Investors Hub page which lists links to all posts that exist 
for each entry. A selected group is pulled out with the post along 
with the date. This data allows 6 different dates (original date, 
one day, one month, three months, one year, and five years) to 
be calculated, each being matched with the highest price of a 
given day taken from the JSON. These dates returned from the 
API are not always included for various reasons (weekends, 
holidays, etc.). If the exact searched date is not present, the day 
closest to it (while being before the expected date) is selected. 
If the selection falls on or before the date of the forum post, then 
the fluctuation for that period is replaced with “NA”. 

Prior to being saved the forum post undergoes the 
following transformations: 
 

• Removing non-ASCII characters 
• Removing HTML escapes 
• Removing line breaks 
• Allowing only one copy of each character per word 
• Lowercasing every character 
• Removing extra space 
• Removing special characters 
 
Many of these operations were done to reduce the amount 

of unique words to provide space in the dictionary along with 
reducing the size of the saved data overall. The dictionary is the 
way that the program can transform text data into arrays of 
discrete numbers. It does so by having a blob of text, finding the 
top X words used within the blob then assigning each X a unique 
key within the dictionary (if the dictionary is full throw X out).  

Completing the first wave of preprocessing the data is then 
transferred to a NumPy array and saved. The structure of the file 
that is saved is a csv titled by the ticker structured as: 

 
Message Date[0] Price[0] Date[N] Price[N] 

 
With N being the index at a date marker (day, month, year, etc.). 
 

2. Predictor 
Predicting the data should be accurate as well as fast as the 

goal of the project is to keep up with the demand of data 
analysis without human intervention. This model should be able 
to guess a range of movement, with one model per date range. 
The ranges that the model will try to predict are +-10%, +-5%, 
and 0%. These ranges should tell a user the chances that money 
will be made from a stock, leading to how much money one 
would expect. 

Language is often difficult to interpret for a machine. A 
Recurrent Neural Network (RNN) is employed so that context 
can be pulled from the incoming data. The context will be 
trained on similar data to that of the focus discourse platforms 
to ensure expressed mannerisms have been seen before. The 

network will learn like a traditional network, with guesses being 
made followed by adjustments to the neurons through 
backpropagation to minimize the loss (categorical cross 
entropy). 

 
a) Preprocessing Data 

Prior to running data through the machine learning model, 
it is important to preprocess all the data. During this step of 
preprocessing there is a major focus on the output data and 
general discretization of data. It is important that data is discrete 
to ensure that enough of the data is recognizable to the model. 

The first step of preprocessing at this level involves 
tokenizing the input. During this step words are changed to 
codes that are predetermined in the dictionary. A maximum of 
50,000 unique words are stored into the dictionary with favor 
given to frequency. Any entry that cannot be fit into the 
dictionary is thrown away as its scarcity likely will be consistent 
in future tests. All the posts will be arrays of integer codes at 
this point.  

The prediction from the model will be observed through: 
 

              % change = !"#$%&'!"#$%("#)#*
!"#$%("#)#*

               (1) 
 
The new value is represented as a percent change. These 

percentages are separated into buckets to discretize the value and 
allow encoding. The process of one hot encoding entails each 
value being an array with a length equal to the largest integer in 
the list every value being 0 except for the index equal to the 
integer that the change corresponds to. For example: 

 
OneHotEncode(3) = [0,0,0,1,0] 

 
At the index of 3 the value is 1 given a max length of 5, 

allowing the machine learning to compute a percent chance that 
each index is correct, with the largest value being the overall 
prediction. 

 
b) Training the model 

Neural Networks are employed to create predictions from 
large amounts of data in a non-linear format. This subset of 
machine learning takes many nodes or neurons and layers them 
on each other creating a deep schema (deep learning) [5]. This 
method of machine learning was chosen for the high 
dimensionality contained within the dictionary for each post. 

Keras makes creating these neural networks simple as you 
build your model around the concept of layers. Each layer has 
its own attributes as the data flows into a layer from the previous 
and out of the layer into the next or an output layer. There are 
some exceptions to this rule such as recurrent layers. These 
special layers will retain partial information to preserve context 
of incoming data. The model used in this project has three 
primary layers as shown in Fig. 2. This model should not be 
trivial as it is run roughly once per word in a post like a chain. 
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Fig. 2. Price Predictor Model 

 
The input into this model is an array with a predefined 

length. The way this length is found is the longest forum post in 
the training set. For entries with too few words, nulls pad out the 
extra space. Arrays with too many words will trim the end 
changing its length into the max size. 

Each neuron in a layer takes in a sum of all inputs from the 
output of the previous layer. This sum is then applied with an 
activation function which dictates how a neuron “fires” giving 
the model its nonlinear attributes. Activation functions often 
limit the output that a neuron can produce within the network. 

The activation function that is used in this work is known 
as  a “Sigmoid” [6]. This activation function is nonlinear, always 
outputting a value between 0 and 1. The sigmoid function can 
be expressed mathematically as: 

      
																								𝑓(𝑥) = 1

12%34
                                    (2) 

 
 
The first layer in this network is an embedding layer. These 

layers will draw similarities between words providing them 
interchangeability using a similarity vector. The vector can be 
imagined as a graph with N dimensions (definable within the 
layer), words that are similar will be close to each other. The 
primary purpose of this layer is to generalize the meanings of 
words and allow for more insight into posts that the network may 
not see during training. The output of this layer is the similarity 
vector previously mentioned. 

The second layer of this network is a Long Short-Term 
Memory (LSTM) layer which allows the model to become an 
RNN [7]. These layers hold pieces of information from runs that 
are in succession which is usually lost between runs. These 
pieces of information give contextual based learning to the 
network where certain words may change their meaning entirely 
based upon their position in a sentence. An example of this 
would be “not” and “good”, when used as “the outlook is not 
good” the phrase is synonymous with “bad outlook” as opposed 
to a phrase possibly saying “good not a bad day yet” which 
furthers the thought of the performance continuing to be good. 

A drop out of 5% is applied to the LSTM layer. This feature 
allows for random connections to be turned off before the output 
to the next layer. These cutoffs help to force the layer to make 
connections based upon all data in the layer as opposed to key 
points which, in rare cases, may be omitted from the input. 
Additionally, a recurrent drop out of 5% was added which 
blocks partial information from the next run of the same level. 
Fig. 3 shows an LSTM cell that carries data between waves of 
inputs. 

 

 
 

Fig. 3. LSTM Cell preserving data between epochs that would 
normally be lost 

 
The final layer in the model is a dense layer. These layers 

are often seen as the traditional neural network layer. They map 
input nodes to output nodes and perform their activation 
function to find implicit connection of the input data to the 
output data. This layer is important as it provides many of the 
traditional learning sought from the model. An example of fully 
dense neural network is shown in Fig. 4. The output for this 
model is a list of values from 0-1 with the same length as the one 
hot encoded input. Each value is the model’s prediction that the 
text belongs within that class in percentage. Pictured below is a 
simple neural network with a simple layering known as “dense”: 
 

 
 

Fig. 4. Example Fully Connected Dense Neural Network 

 
c) Saving the model 

The final step is to save all data that may need to be used 
in future runs. The program stores the training and test data used 
during runs along with the model’s files. The file that the model 
saves to is ReccurrentClassifier.h5 like a pickle, as reloading 
the model is performed primarily by the library. 

 

IV. RESULTS 
Experiments were conducted to test the accuracy of the 

proposed algorithm. The experimental results for the algorithm 
were calculated in two ways, the first being the ability for the 
algorithm to guess the exact class correctly (the exact class 1-5) 
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with the second being the algorithm predicting the trajectory 
correctly (gains or losses). Roughly 33,000 forum posts were 
collected with a split of 90% used for training  alongside 10% 
testing. The network trained over 50 epochs (waves) per run 
with the loss function being categorical cross entropy. The 
prediction accuracy results are shown below in Table I. 

TABLE I.  PREDICTION ACCURACY RESULTS 

 Predicting the Class Predicting the Trajectory 

1 Day 76.64% 86.97% 

1 Month 71.48% 82.56% 

3 Month 63.87% 76.07% 

 
It is important to note that this accuracy is on a per post 

basis. Commonly on stock discussion boards people will hold 
onto an opinion with little in the way of convincing them away 
from it. A way to combine or average out guesses for posts over 
a period may see better results. A post showing that a stock will 
perform well may also have a higher chance of being an increase 
stock overall as well, so that someone who was using the 
algorithm to make predictions would solely target that class.  

The algorithm also returns a list of all class probabilities, so 
performing different analysis on those values could also prove 
to be valuable. Additionally, there may be people on the 
discussion board who are intentionally providing false 
information that would have slipped passed the site’s security. 
Another interesting pattern with the data is that longer periods 
of time produce better results. This could be due to a wide 
variety of factors including reverse stock splits (combining 
shares of a stock to raise the price) or general inflation which 
have not been filtered out. 

Ways that could be seen to optimize the accuracies 
presented in this model may include seeking out “dummy posts” 
which add no value to the discussion. These posts are often from 
users that hold either strong or no feelings towards the company. 
Similarly, if there were discussions occurring, it would be 
beneficial to stop the program from “double dipping” from 
certain users’ interactions, such as repeating the original post or 
going off topic. Additionally, a way of bundling post scores over 
periods of time could see success. 

 

V.  CONCLUSION 
The employment of computer application to predict trade 

values can be useful for the modern broker. Many algorithms 
have been created to perform analysis that see success from their 
ventures. Most lack the verbal discussion that happen from those 
involved. This paper tries to investigate the viability of investor 
discussion which can sometimes predict important action before 
numerical data. 

The need to collect data comes from the highly volatile 
nature of the stock market. Data will become stale quickly, only 
allowing the model to learn from the old information will miss 
many important pieces which could give a much better output.  
The methods used for data mining would  be able to keep the 

training data up to standard with any evolutions that may take 
place. 

Neural networks were utilized as their  nonlinear structures 
allow for many implicit interactions to be preserved during 
analysis. Moving away from the traditional feed forward 
network into a recurrent neural network, the ability to 
understand the posts within context is added. This context 
proves to assist in producing reliable output. 

Machine learning in the context of stock market predictions 
shows promise as a valid member in an investor’s toolkit. The 
experimental results show that there is a correlation between 
user posts with their corresponding movement. 

The proposed algorithm still has many additions together 
with modifications that could be made to increase its 
effectiveness. The first thing that needs to be done is 
downloading more data as well as more experiments with other 
forms of preprocessing. A way of being able to interject new 
movement in language would also assist in the rapidly changing 
nature of modern language. Additionally, better analysis of 
better ways to use the output from the neural network to make 
better decisions could see large differences (such as the class 
accuracy against the trajectory accuracy). Finally, more 
simulation with decisions that would be made directly from the 
data would give a better idea of how integrating these tools into 
investment would be. 
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Abstract: The coronavirus disease 2019 (COVID-19) outbreak 
has created a great challenge for many industries, including 
healthcare systems, E-commerce, and transportation. 
Cryptocurrencies, such as Bitcoin (BTC), is an alternative class 
of digital assets primarily used as a medium of exchange. In the 
financial market, data collected from social media such as 
tweets, posts, and can assist in an early indication of market 
sentiment. This has frequently been conducted on Twitter data. 
In particular, this paper provides a corpus of tweet text for 
Bitcoin-related tweets during the summer of the COVID-19 
era. This dataset is publicly available covering a considerable 
period of roughly three months, to allow people with a similar 
interest in Twitter, Bitcoin, sentiment analysis, and the 
financial sector to perform research unimpeded. 

. 	
Keywords—Bitcoin, Sentiment Analysis, Tweets, Covid-19 

I. INTRODUCTION 
Bitcoin is an electronic cash system that does not depend 

on financial institutions to keep track of its payments. Twitter 
Sentiment analysis is the automated process of analyzing 
tweets data and sorting it into positive, negative, or neutral 
sentiments. Using sentiment analysis to analyze opinions in 
Twitter data can generally help companies to get a better 
insight into customers' behaviors and interests.  

As observed in [1-6], tweets' sentiments on BTC could 
serve as an indicator of Bitcoin prices. The collected corpus 
of the BTC tweets during the COVID-19 situation could 
predict the BTC trends and their correlation to its sentiment. 
Any observations of association may be of interest to the 
financial sector for price prediction or risk mitigation. The 
dataset is useful for forecasting the behavior of Bitcoin during 
pandemics, similar to COVID-19.   

Access to specific tweets is usually restricted behind a 
paywall or by Twitter. Also, any publicly available tweets are 
limited to a historical depth of 7 days by Twitter's Search API 
[1] or are too general. Thus, this paper introduces the covid-
19 BTC tweets dataset as a useful corpus for many research 
fields related to text mining, price prediction, financial 
analytics, and trend prediction.  

Sentiments extracted from Twitter using Natural 
Language analysis may correspond with the behavior of 
Bitcoin prices. This is consistent with the observations of 
multiple works of research done by E. Stenqvist and J. Lönnö 

[1], O. Kraaijeveld and J. D. Smedt [2], T. R. Li et al. [3], S. 
Mohapatra, N. Ahmed, and P. Alencar [4], C. Kaplan, C. 
Aslan, and A. Bulbul [5], and A. Jain et al. [6]. The 
sentiments expressed in the dataset were intended to be 
correlated against the price of Bitcoin during COVID-19, 
specifically for observing any changes in correlation. Groups 
of research interest include bankers, investors, or other parts 
of the financial sector that deals with trend prediction or risk 
estimation. The dataset may be helpful to anyone interested 
in sentiment analysis or other natural language processing 
related to Bitcoin. The dataset is currently employed in a 
project for sentiment analysis and machine learning. 

The rest of this paper is organized as follows: in section 
2, the data description is provided. Section 3 summarizes the 
data specification.  Experimental design and methods are 
discussed in section 4. Finally, conclusion and future 
directions are presented in section 5. 

II. DATA DESCRIPTION 
Tweets related to Bitcoin were collected by accessing 

Twitter's free REST APIs [7]. Specifically, the Search API 
was used to search for tweets created in the past [8,9]. A tweet 
scraper was built to collect the data and store it in a CSV file 
format. All relevant information for processing tweets on a 
timescale was included if it did not break Twitter's Developer 
Agreement [10]. In the interest of guarding user privacy, the 
username of each tweet's account was not recorded, and 
further preprocessing plans for the removal of usernames in 
text. Each tweet posted on a specific day and month has been 
stored in a file beginning with "month-day-2020". As the 
index of each row in a file increases, the timestamps of the 
recorded tweets decrease, starting around 23:59:59 and 
ending at 00:00:00.  

III. DATA SPECIFICATION 
All data in each file has been stored as a string, and certain 

data columns that don't apply are left blank. Each row of the 
dataset contains all related info for a single tweet, identified 
by the "id" column. The "time", "id" and "text" of any 
requested tweet comprises the first three columns, as a result 
of this labeled as the "requested tweet." The "time" column 
stores the timestamp of the tweet creation as "YYYY-MM-
DD hh:mm:ss" in a 24-hour format. The "id" column stores 
the unique 19-digit number of each requested tweet.  
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The "text" column stores the text of the requested tweet. 
If the requested tweet was a retweet of someone else's tweet, 
then the next three columns are filled with the "original time", 
"original id", and "original text" of someone else's original 
tweet. In the case of the requested tweet being a retweet, the 
last two columns are filled by someone else's tweet info. If 
there requested tweet was not a retweet, then the last two 
columns are filled by the requested tweet. If the respective 
tweet text happens to be greater than 140 characters, the 
untruncated text fills the "full text" column with up to 280 
characters [11]. If the respective tweet text happens to quote 
another tweet, a quotes object is formed and stored in a 
Javascript Object Notation (JSON) format, under the "quotes 
JSON" column. The quoted tweet is used to fill the “time”, 
“id”, and “full text” fields of the object, similar in function to 
the three columns of the CSV table with the same name. 
Should the text of a quoted tweet contain another quoted 

tweet, the quote JSON object will store another quote object 
under the “quote” field. This assumes that each tweet can 
only quote a single other tweet, as per Twitter’s Retweet 
guide [12].  

If this is not the case, then no “quote” field will be 
included. A quote object without that field denotes the end of 
a chain of such objects. Note that the quote objects seen in 
the figures have expanded the JSON text with whitespace for 
clarity. The JSON objects have been stored on a single line to 
save space in the dataset. Data specifications, as outlined by 
the Elsevier Journal’s Data in Brief format, is shown in 
Table1.  Sample Tweets are shown in Table 2.  Fig.1. 
illustrates the structure of a quote object in the JSON form 
with no sub quotes. Fig.2 shows the structure of a quote 
object in the JSON form with two recursive sub quotes. 

	

Table 1. Data Specification
Subject Computer Science 
Specific subject area Research on Twitter Sentiment and Bitcoin Price Correlation 
Type of data CSV Table 
How data were acquired Requested from Twitter’s Search API 
Data format Raw, strings 
Parameters for data 
collection 

Tweets were collected between 8:46:33 AM, May 22, 2020 and 23:59:59 PM, June 
22, 2020. Requested tweets contained at least one of the following keywords: 
bitcoin, Bitcoin, bitcoins, Bitcoins, BTC, XBT, satoshi, #bitcoin, #bitcoins, #XBT, 
#BTC, $XBT, $BTC 

Description of data 
collection 

Timestamps, id, and the text of truncated, retweeted, full, and/or quoted text from 
each tweet 

Data source location Online, requires internet access 
Data accessibility https://drive.google.com/drive/folders/1zB__72h1Q9N58diKzJ194B_Y-

gaxycso?usp=sharing 
Related research article None 

Table	2.	Tweet	rows	for	5	sample	tweets	posted	on	June	22,	2020.	
time	 id	 text	 original	

time	
original	id	 original	

text	
full	text	 quotes	JSON	

2020-06-22	
23:59:52	

1275216…	 Best	ind…	 	 	 	 Best	ind…	 {‘time’:20…	

2020-06-22	
23:59:51	

1275216…	 RT	@IG…	 2020-06-22		
23:46:56	

1275213…	 #BlueLe…	 #BlueLe…	 	

2020-06-22	
23:59:50	

1275216…	 RT	@Sm…	 2020-06-22		
6:55:33	

1274959…	 The	fun…	 The	fun…	 	

2020-06-22	
23:59:49	

1275216…	 @Alt…	 	 	 	 	 	

2020-06-22	
23:59:47	

1275216…	 30	day…	 	 	 	 	 	
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Figure	1.	The	structure	of	a	quote	object	in	JSON	form	with	no	sub	quotes.	

	

	
Figure	2.	The	structure	of	a	quote	object	in	a	JSON	format	with	2	recursive	sub	quotes.

IV. EXPERIMENTAL DESIGN AND METHODS 
The Tweet collection was done by a script made in Python. 
This script used the Tweepy library [13] to requests tweets 
through Twitter’s Search API [8,9]. The script was designed 
to collect all tweets it could from 00:00:00 to 23:59:59 of the 
previous day and store them in a single CSV file. Making our 
own script allowed us to make any unforeseen modifications 
needed for maintaining access to Twitter. The collection is 
intended to be done for each day from the end of May 2020 
to the beginning of August 2020. All tweets from 8:46:33, 
May 22 to 23:59:59, June 22 have been collected so far. The 
dataset will continue to be updated until August 7, 23:59:59, 
once tweets have been gathered for all remaining days. 

V. BUSINESS ADOPTION 
The collected BTC tweets are useful datasets for many 
business applications to predict the BTC market movement 
directions. Financial analytics [14]-[16], anomaly detection 
[17]-[19], and machine and deep learning [20]-[22], and 
association mining [23],[24].. 

VI. CONCLUSION AND FUTURE DIRECTIONS 
In this paper, we have provided the NLP community with a 
new twitter corpus collected in the era of COVID19. This 
corpus can be used in text mining, price prediction, financial 
analytics, and trend prediction. Future Directions include 
extending the corpus size to a more extended period to collect 
tweets in the entire COVID-19 period.  
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Abstract—The progress of the methodology of static analysis
has recently been rapidly consistent. Advancement is gradually
attracting debugging and detailed programs by applying the
intelligent approach to static analytical techniques. This paper
introduces a novel framework for static analysis techniques based
on a multi-agent system. The work investigates an innovative
approach for multiple static analysis methods in an intelligent
way under a distributed environment. To verify the proposed
framework, we implement the traditional method of static
analysis based on multi-agent services and determines a head
track for autonomous and efficient static analysis techniques. Our
approach has used agent characteristics in a multi-agent context.
All agent services communicate with one another, adjustments
were made to the environment of the agent, various restrictions
were applied, and the systems’ effects were calculated. In order to
demonstrate the respective method’s strengths and weaknesses,
each system has been analyzed using several performance met-
rics. This paper develops multiple static analysis is applied to
enhanced system reliability and scalability. Theses provide server-
side static analyzes. Our solution shows high performance within
a reasonable time duration.

Index Terms—Multi-agent system, distributed static analysis,
intelligent static analysis, Intelligent system

I. INTRODUCTION

Web Services (WS) applications have unique characteristics
that need to be, ponder upon to achieve successful and optimal
integration of the applications. Such characteristics vary from
run-time behavior to the collaboration among the developers.
Service-oriented architecture (SOA) has fortunately provided
an open architecture for the integration of WS applications of
this nature. This architecture is loosely-coupled and standard-
based. Now, as the architecture provided by SOA is an open
platform, services can be published at any time, which means
there will be so many services serving the same purpose.
The problem arises when an application switches to another
service during system evolution, and the system should be
consequently reconfigured at run-time [1]. In recent years,
several attempts try to build scalable program analysis tools,
more scalability, and self-depend analysis entity come from
development in Setup Analysis Tool (SAT) solver, data analy-
sis techniques, and data log [4]. Traditional program analysis
is designed to work under a single node or machine within
the limits of data storage and input data size [3]. This work
introduces to novel static analysis approach deals with big data
over a distributed environment. This paper discusses the static

analysis of the multi-agent system to follow all scalable and
distributed static analysis requirements.

Generally, an agent is an autonomous and self-dependent
entity that can interact on its own and perform tasks. Similarly,
a group of agents can be combined to better coordinate and
orchestration the best results [2].

II. STATIC ANALYSIS BASED ON MULTI- AGENT SYSTEM

Static analysis is an automated technique that explores
program properties; it has been helped in code debugging
technique, program understanding, and optimization, which
involves code inspection without executing it [13]. Agents
Smarter entities within a society can change the interaction
between other entities in the same society. The Agent will be
the brain of a society, which controls the interaction between
different agents. In such a way, if the core agent sends a
request to an agent in the society, the core continues or
discontinues based on the other Agent’s response.

This way, Agent will manage the traffic of the communi-
cation between the agents, better than a Multi-Agent system.
Also, the core agent can easily build a benchmark for any
transaction in society. Multi-agent society is a society of
software modules with socialization capabilities with two types
of behaviors: first is the individual behavior that launches from
knowledge base built upon the creation of the entity and re-
forming occurred due to the interaction with the environment.
Second is the society behavior, which is the dominant behavior
[12].

In simulating human beings, people tend to grant decisions
come from known smarter members high credibility (i.e.,
weight) while others are ranked lower in term of weights,
in this paper. We will examine developing knowledge in the
presence of smarter agents; those agents are no different than
others, but they have a more extensive knowledge base and
more experience in reaching conclusions faster. Besides, it is
very costly as well as time-consuming to do static analysis for
the distributed systems.

However, as MAST is composed of groups of intelligent
agents, they carry out the static analysis faster and with more
efficiency. The agents monitor the behavior of the distributed
system and analyze where testing is necessary. All agents
communicate with each other and autonomously discover
the defected areas in the distributed system. The agents can

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

331

Srijita
Typewritten Text
U.S. Government work not protected by U.S. copyright



Fig. 1. Architecture of our approach to apply multi-agent system in static
analysis.

carry out all static analysis techniques, for instance, data flow
analysis, variable type [2]. All of these techniques make the
distributed system least vulnerable to errors or defects.

Novelty: - this work based on Multiple static analysis based
on multi-agent system proves to increase the efficiency and
can be re-used. Using multi-agents, miscellaneous types of
static analysis can be done at the same time. Moreover,
intelligent agents ensure that the static analysis completes
within a minimum timespan regardless of the program’s size
or complexity. These agents extend and further advance static
analysis techniques for WS applications. Along with the dy-
namic reconfiguration and recomposed agents, various levels
of static analysis, such as front-backend, can be achieved. This
paper introduces a novel multi-agent static analysis framework
to Increase the efficiency of static analysis techniques.

Organization: The remainder of this paper is organized
as follows.In Section III describes our approach to apply
multi-agent system. In Section IV we discuss the testing and
validation of our approach. Section V we discuss related works
on using agent and multi-agent in static analysis Section VI
summarizes our findings and concludes the paper.

III. APPROACH AND METHODS

The distributed system has a simple structure consisting
of a server, middleware, and multiple clients. A distributed
application started between them, which contains a server data
repository. The middleware provides the connection bus be-
tween the server and the clients. Figure 1 shown the proposed
system structure. In this work, we intend to build JAVA agents
that, autonomously, are interacting web environment; those
agents are trained with Mentioned JAVA agents. They will
be implemented as a web service; the web application is built
to host instances of JAVA agents.

The client interface can be validated from an agent validator
to meet the required input. If an agent requests a call to
the agent manager to check whether their request has been

existing or not, they will respond to the manager. All the
perceived objects and the perceiving schemes will be saved in
the semantic repository to reduce the heavy load of processing
and network traffic. The distributed systems can use static
analysis efficiently with the help of multiple intelligent agents
that are autonomous and monitor the behavior first and act
accordingly collaboratively.

A. User request process motivation example

Since we are using different agents to do the testing, we
need to give the user a result—this result base on request and
response. The user will make a request, and then the program
will then provide the result back as a response. This response
will be in the call graph. The call graph is the control flow
graph, which characterizes the calling relationship between
function and program. Each node represents a function or
method, and each edge will represent that method M1 call
G1. Therefore, the cycle of a graph indicates what function or
method is calling which method.

This very important to figure out an analysis like you
want to make sure the right type inference you want to
introduce the generic type in the right point. Call graphs are
a primary program analysis result that can be used for human
understanding of programs, or as a basis for further analyses,
such as an analysis that tracks the flow of values between
procedures. A straightforward application of call graphs is
finding procedures that are never called. Call graphs can be
dynamic or static analysis.

A dynamic call graph is a record of the program’s execution,
for example, as output by a profiler. Thus, a dynamic call graph
can be exact, but only describes one run of the program. A
static call graph is a call graph intended to represent every
possible run of the program. The exact static call graph is
an undecidable problem, so static call graph algorithms are
generally over approximations. Every call relationship that
occurs is represented in the graph, and possibly also some
call relationships that would never happen in actual runs of
the program.

Additional details about how agents communicate. We know
today there are lots of automation testing tools, usually, the
automation testing tools are built on the framework, like
Selenium and others like this framework. But this will allow
us to have an automation testing to see where the bugs are
happening, causing the application’s performance issues, etc.
This all good and excellent. But the idea is to create specific
agents to test the app to see the static analysis of the code. It
doesn’t matter what environment we are using. Our purpose
here is to find the bugs and warning of the application from
static analysis of the code by using our framework.

The tester agent will make Ajax call to the client agent, and
then the client agent will send the result to the tester. After the
client agent did the tester will continue base on the outcome.
This result will be sent to the Manager agent, and if negative,
the agent manager will send a report back to use in the call
graph to identify the errors. If the result positive from the
client, the tester will continue to process the find bugs. If the
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find bug agent has a negative request, it will send the report
Manager agent, and this agent will send the result to the user
after receiving the XML report from the tester, and this XML
will be transferring to call graph as a friendly user.

Suppose the agent finds bugs have a positive result. In that
case, it will continue to do the test automation, and the Monitor
agent will send a response back to the tester. The tester will
send an XML report to the Manager agent. The manager
agent will generate the result in the call graph showing every
function call result base introprocedural. That will be reported
back to the user in the call graph report. After all agents
complete the test, it will return all automation results in a
call graph report showing the intrprocedural flow to the user,
including the class and function, including all exceptions from
the monitor agent.

The call graph is to generate a report to the user to show
the result in friendly users, there are frameworks out there and
one of them called soot can be used to generate reports. That
can visualize the result in the flowchart view.

Since we are using different agents to do testing, we need
to give the user a result—this result is based on request and
response. The user will make a request, and then the program
will provide the result back as a response. This response will
be in the call graph.

B. Challenge Technique:

JADE is (Java Agent Development Framework) is a soft-
ware Framework fully implemented in the Java language. It
simplifies the implementation of multi-agent systems through a
middleware that complies with the Foundation for Intelligent
Physical Agents (FIPA) specifications and through a set of
graphical tools that support the debugging and deployment
phases. A JADE-based system can be distributed across ma-
chines (which not even need to share the same OS), and the
configuration can be controlled via a remote GUI.

The configuration can be even changed at run-time by
moving agents from one machine to another, as and when
required. JADE is completely implemented in Java language,
and the minimum system requirement is version 5 of JAVA (the
run time environment or the JDK). In addition to the agent
abstraction, JADE provides a simple but effective task exe-
cution and composition model, peer to peer communications
based on the paradigm passing an asynchronous message, a
framework for publishing subscription discovery, and many
other advanced features to promote the development of a
distributed network. The startup agent, as shown in Figure ??.

It will trace the communication between agents between re-
quest and response, and we have two agents and communicate
with each other since this only for communication with agents
and has to be with the same environment. And if we see, two
agents communicate with each other. The main container will
show the agent and in it can call the sniffer to do a sniff for
each agent, and it will show the request and respond between
the agent, therefore, since Jade is to show communication
between the agent and show the request and respond 4.

Fig. 2. Agent Environment

Fig. 3. Agent Creation

Fig. 4. Agent Creation

We develop the framework for static analysis for a different
environment. Since we are using different agents to do testing,
we need to give the user a result—this result base on request
and response. The user will make a request, and then the
program will provide the result back as a response. This
response will be in the call graph. The call graph is known
as the control flow graph, which characterizes the calling
relationship between function and program.
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Fig. 5. Agent Graph

Each node represents a function or method, and each edge
will represent that method M1 call G1. Therefore, the cycle
of a graph indicates what function or method is calling which
method. This very important to figure out an analysis like
you want to make sure the right type inference you want to
introduce the generic type in the right point. So, Call graphs
are a basic program analysis result that can be used for human
understanding of programs, or as a basis for further analyses,
such as an analysis that tracks the flow of values between
procedures. A straightforward application of call graphs is
finding procedures that are never called.

Call graphs can be dynamic or static analysis. A dynamic
call graph is a record of execution of the program, for
example, as output by a profiler. Thus, a dynamic call graph
can be exact, but only describes one run of the program. A
static call graph is a call graph intended to represent every
possible run of the program. The exact static call graph
is an undecidable problem, static call graph algorithms are
generally over approximations. That is, every call relationship
that occurs is represented in the graph, and possibly also some
call relationships that would never occur in actual runs of the
program.

Therefore, our agent will send the response to the user
in such a call graph result. That will indicate all nodes and
edges that the call did go through. This way will identify the
analysis of the program or the functionality of the request.
Using dataflow analysis and Introprocedural flow analysis 5.

Static Analysis Services: - For our Static Analysis Services,
we need flow analysis for each agent and the agents are:

• Client Parser Agent
• Tester Agent
• Find Bug Agent
• Monitor Agent
• Manager Agent

Algorithm 1: Perception algorithm for agent’s static
analysis.

Input: Sensor capture data
Result: Result action output.
while Not Null do

Sensory input;
Activate modeling Layer;
Activate planing layer;
Activate reactive layer;

end

This algorithm is a generic algorithm that is working in
every agent. The perception subset system will be working
differently from every agent. Focus on the role of the agent in a
global context and the function of the agent. More specifically,
we explain each step within each agent as a functional step
that triggers automatically to control the system architecture.

How the sensor is working with webservice agent? Basi-
cally, sensor is going to sense the environment. To identify
the structure of our sensor function we follow the following
structure: 1 Agent 2 option 3 service name

Form the data; we can initialize the sensor option. From
the option, we can identify the configuration needed, like
service name, port number, and data passing through. The
initial sensor initializes the sensor (without tracing) to begin
collecting and reporting information. For example, if we have
data for login, we can identify which service required to go.

All agent’s services interact with each other to have the
interaction we need to use a flow analysis to be able to have a
good static analysis. In the client parser service and find bug
service will be using data type analysis. The tester service
will be using interprocedural data flow analysis from monitor
service to trace the tester service. Manger service will be the
repository of the result of the trace. Table I shown functional
of agents.

TABLE I
STATIC ANALYSIS AGENTS

Agent Name Goal Function
Agent Client Parser Validate Data Capture data and An-

alyze it
Agent tester Validate functionality Result test
Agent find Bug Validate Object Log file
Agent Monitor Since the repository call Identify services
Agent manager Capture all result Save to database

global

Algorithm 2: Algorithm of agent’s static analysis.
Input: user request submitted.
Result: Program and system analysis.
while Not Null do

tester agent will receive a request;
the tester identify which agent needed;
call specific agent;
specific agent will request call to manager agent for an existing scenario;
if scenario exist then

respond to user;
else

specific agent will send report to tester agent;
end

end
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IV. TESTING AND VALIDATION

We need flow analysis for each agent, and the agents are
1.Client Parser Agent 2 for our Static Analysis service. Agent
Tester 3. Find Agent 4 for Bug. Agent 5 track. Manager
Agent, The services of all agents, interact to ensure interaction
between us to use the flow analysis to have a functional static
analysis. Data type analysis is used in the client parser service,
and the bug finds service. The trace will be used in the test
service by interprocedural tracking data flow analysis. The
software Manger will be the trace results server. Functional
agents display in I.

A. Client Parser Agent

This service will be for the client site to check the correct
type of the input and to do that we will be using the Data
Type analysis. What is data type analysis and how it works?

B. Data Type Analysis

Type is having been around as long as programming lan-
guage themselves. Their two motivations for type one type
will be for what type of data representation for a particular
piece of information and the other type to qualify the logical
properties of the values we need to operate on. Type is, in
general, an idea of a contract of what variable can contain.

For example, if we have v: T it means v it is an expression
of type tie T, and this is a type for v, and it will be in this type
and can do in this type which can not do other types. Figure 6
shows the expression and type for the analysis. When we have
type in the code, it acts constructively, and it won’t break each
other. And this leads to a notion of a strong typing it leads
there is no memory error like if we read a type integer from
somewhere, that means there is an integer from somewhere.
And by the way, not all language has type safety like Assembly
and weakly type safety like C and C++ and strong type safety
like Java and Python.

Strong typing comes in two flavors static type and dynamic
typing. Figure 6 shown a motivation example of static analysis
using Agent parser Because x is declaring as a type of
integer. In the program assigned type of string will see the
compilation error. In our agent services, the one they use the
data type analysis will be looking for identifying errors during
compilation time and identifying the programmer where the
errors are located. Why the errors occur like, for example, if
we are using the data type for client parse in the javascript,
we will identify the wrong type inserted in Graphical User
Interface (GUI). Therefore, data won’t be transfer to the
middle tier, and this can be run by a script to identify the
errors.

Fig. 6. Data Type Analysis

For the server code, we will inject a third party tool to
identify java code error if a variable declare or an object
declare and access object method and if the object instantiated
not null. figure 7 shown front-end variable type analysis.
All this will be in log files after the script been executed.
Also, we will be treating dynamic analysis; for example, if
we have errors happen during runtime, it will be identified
before the run by using third party tools like finding a bug
or other tools. In Summary: Types are contracts over typed
values: Guaranty logical properties: Inform implementation /
in-memory representation Type safety describes the rigor the
language employs, from un-typed to strongly typed. Strongly
typed: detect all type errors before they happen. Statically
typed: detect type errors at compile time. Dynamically typed:
detect type errors at runtime by using the third party can
identify the error and be logged as shown in Figure 8.

C. Tester Agent:

The main reason for this Agent service is to access the client
parser and find bug service by using these services to check
the static type and dynamic type before executing the code.
After code passed by the client parse and find a bug, the tester
will have to execute different codes by using web services;
therefore, the tester will be using Interprocedural Data Flow.
As we mention in the system overview, the tester will be built
from many functions.

The first function will be by calling the client parser to
check the data type, and the second function will be by calling
the found bug to identify the code is right by compilation,
and no instant object will be null in the run time, and that
will be by a warning. The other functions will be accessing
different web services functions, and these services will trace
by Interprocedural data flow.
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Fig. 7. Motivation.

Fig. 8. Static Analysis.

We will be looking for Interprocedural Data Flow consider-
ing the following example we have a program in the left and
functional procedural on the right. We have an integer a and
integer d call a subroutine f(intx, int y) then we will add the
result with a and assigned to e, we notice our analysis does
not know what have to do with f the only thing, it will assign
something to it. This will be imprecise and unfortunate. If we
have to implement a definition like what we have, we need to
be a little smarter, as shown in Figure 9.

We need to take the program and break it into a node with
edges, and these will be the control edges. We will have two
graphs, one on the right-hand side will be the program, and

Fig. 9. Static Analysis.

Fig. 10. Static Analysis.

the left-hand side will be the subroutine f; the f is a simple
subroutine with simple conditions. And in the left-hand side
is linear program simple, also as shown in Figure 10.

We add edges to specify the call function are happening
the first we will show is from the call side to the first node
of the f function. So, the f call will be passing the values to
the f function x will be for a and the x could be seven and y
is two as we see in the figure above. Since we have an edge
from the call to f in the first node, then we need another node
for the return, as we are showing in below graph 11. And the
separate node here is annotate to whatever result we will get
and to catch the analysis result. We add the separate node here
that allows us to join all the things the f is not changing.

The transfer function from the call function bc6 to br6 is
going to tell us the assignment of a, and we can join with
assignment coming from the return that tells d might be 2
or 7. So to join the result in br6 the out from b6 and the out
from b4 will give the out of b6r and then the d will be coming
from the return node and the result will be add in b7 and the
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Fig. 11. Static Analysis.

Fig. 12. Static Analysis.

out b7 can be [14], [5] because that’s what the single possible
assignment is going to tell us. So that nice and useful result so
far 12. But let’s make things a little interesting and what we
mean by that is we are going to introduce the second function.

The image below will show how to call the second function
in Figure 10. And we are going to make the same approach
we did for one function call. We will introduce the return for
both function and the call edges for both function calls into
the beginning of f, now through the calls is going to pass the
concrete parameters for the x and y for the first call will be
7,2 and the second will be 1,5 as shown in Figure 11.

What self-respecting data flow has to do when it has
multiple inputs is to join the input. We will apply the data
flow, and what we can get the return values might be 1,2,5,7,
and the analysis d return it might be 1,2,5,7, and e might be
1,2,5,7. This analysis is perfectly sound and covering all sorts
of results that can happen, but kind of imprecise thy are not
context-sensitive, and this is a limitation of the approach we
looked so far as showing in Figure 14. So, what we have

Fig. 13. Static Analysis.

Fig. 14. Static Analysis.

gone though:
• Split call sites bx into call (bcx) and the return (brx)

nodes.
• Intra-procedural edge bcx -¿ brx carries environ-

ment/store
• Inter-procedural edge (-¿)
• Caller -¿ subroutine, substitutes parameters (for pass-by-

value)
• Caller ¡- return, substitutes result (for pass-by-result)
• Otherwise as intraprocedural dataflow edge
• Naive approach(Consider so far):

All call sites connected to subroutine entry
Subroutine return connected to all return sites
Context-Insensitive

We want to have Context-Sensitive, and we need to go back
to the interoprocedural we did before and try to come up with
a good Context-sensitive. So we need to go back to our notion
of paths that we introduce with MLP algorithm, and we extend
this notion to call paths, and the reason we do that is that we
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Fig. 15. Static Analysis.

Fig. 16. Static Analysis.

want to avoid analyzing invalid paths. The invalid paths are
after all what is missing things up here invalid paths might be
going from call node from node b5 to bc6 then going to the
entire function then returning to node b7r that is the exact case
when you take some information that is flowing from one call
and returning it to different unrelated call so this is something
that we want to disallow. Similarly, we want to disallow the
opposite that if we are at point b7 in the program and we are
calling the subroutine that we return the results for that b7
node to b6 node those paths. As shown in the figure as shown
in figure 16

D. Context Sensitive

We want to exclude but we want to include all the valid ones
so all the ones can happen during execution and for those we
are going to look at paths For those we are looking at paths
going from [b5 ,bc6, b0, b1, b3, b4, br6]

V. RELATED WORKS

Several generic approaches work into a multi-agent system
to test a distributed system. Papers [7], [4] used test agents to
make it easy and bring out flexibility, ease, and extensibility in
testing web applications using any framework. Generally, there
are four-level dataflow testing approaches along with four-level
test agents in agent-based testing. Some basic agent-based
testing approaches can be implemented to all kinds of web
applications, but specific test agents are classified for specific
web documents. Our work extended Inter-procedural data flow
Analysis through call graph techniques with multiple data type
analysis methods.

Well Qi et al. [1] propose that it’s necessary to integrate
various types of testing approaches to bring out the systematic
testing of the web applications. This work focuses on testing
strategy with no approach for static analysis. Yamany et
al. [2] propose a multi-agent framework for testing a three-
tier distributed system. The framework promises to bring out
the ease and reliability in the testing phase.

The framework inculcates intelligent agents that track user’s
actions or activities, generating new test cases accordingly.
Also, the agents help generate an expected output of the exe-
cution of certain test cases, consequently helpful invalidating
the test cases. Yamany et al. propose a scenario where a three-
tier-web-application can be tested in three different cases.

The scenario validates the framework and helps in extracting
the errors at each layer of the web application. The scenario
also extracts the integration-level errors (which occur while
integrating three layers of the web application). The use of
intelligent agents for testing web applications is a step towards
automated testing, which reduces time and cost. But, this work
is doing testing on only web services.

Garbervetsky et al. [16] proposed a distributed static anal-
ysis framework that can test the application according to the
size of the input. The framework makes use of a distributed
analysis framework, which in turn demonstrated how well it
could do testing on a large volume of data without getting
short memory. The framework demonstrated an impressive use
of static analysis on the distributed system, which further uses
call graph analysis. However, the system does not deal with
updates in code and throughput in increment analysis. Our
framework fixed this issue by using Inter-Procedural Dataflow
Analysis techniques based on a multi-agent system.

Not many papers in static analysis adopt a multi-agent
system in the analysis process. Most articles deal with test
agents in a distributed system. However, few approaches ap-
plied distributed static analysis within dataflow Analysis [16].
This paper develops distributed static analysis is applied to
enhanced system scalability.

VI. CONCLUSION

To address the challenges of collaborative services-oriented
static analysis, this paper displays a framework for static
analysis with multi-agent system. Multiple static analysis
tools are using to develop and extend these techniques. Our
framework is re-composed and re-configuration automatically
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based on using smart agent services. Time and cost criteria
are considering in our framework. The analysis will complete
in a reasonable time. No matter how big a program is given.

Our research introduces a robust approach to software
engineering area, which can conduct static analysis with less
complexity within a short time. Our work is the first work
compared to other previous results, to develop a multi-agent
system for call graph analysis during a runtime error with
program analysis. In future work, we plan to design and im-
plement a multi-agent system with static analysis as Software
as a Service (SaaS) in the cloud computing environment;
this implementation provides a platform to access the system
remotely by clients’ Agents everywhere’.
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  Abstract:--New developments in voice and facial video 
generation suggest we are at the verge of a new breakthrough in 
audio and visual interactive companionship. Today's computer-
interactive voices (Alexa and Google Assistant) are largely 
repetitive, robot-like, and all-knowing, sometimes making them 
tiring and monotonous. The challenge is to better simulate the 
human voice and personality, with a face generating the voice. 
Covid and sprawling cities are making people increasingly 
isolated. A game or program on TV can be better enjoyed when 
accompanied by a computer companion. Other than 
companionship for entertainment, there can be companionship 
for therapy, such as at a hospital or at an old-age home. 
Personalities of famous people such as scientists, statesmen, 
actors, and sportsmen can be recreated. The computer voice can 
be a training ground for social etiquette for children and adults. 
A simulated baby voice can be used for training would-be 
parents. A simulated patient's voice can be used for training 
doctors and nurses. With videoconferencing being the new norm 
in these times of Covid, the simulated voice and video will appear 
more real than before. The bonding of humans with the computer 
voice raises ethical questions about whether this could become 
addictive, and whether details of the interaction can be used by 
the company and the government. Ominously, can the simulated 
voice of a child become the face of the government, using the data 
to profile or even arrest users? Could the government use the 
voice to inspire users to be hard working, law abiding, and tax-
paying citizens? It is expected that market forces will prevail, and 
companionship with the computer voice and video will prevail. 
We must find ways to regulate computer voice, video and 
companionship for the greater good. 

  
Keywords: Computers, companionship, company, audiovisual, 

voice, video, face, addiction, Covid, ethics, training, therapy, 
privacy, data, simulate. 

I. INTRODUCTION 

Computers are being used for computation, entertainment, 
video games, communication, the internet, robotics, virtual 
reality, etc. But now, there is also a looming new possibility of 
the use of computers for human-like audio-visual interactive 
companionship. This may even be the next breakthrough or 
revolution in computer technology. 

The advances in computer generated voices have resulted 
in the now-familiar lady of GPS giving driving directions on 
the road. The interactive voice of Alexa (by Amazon) in our 
homes responds to our voice by searching the internet, 
playing music, etc. It is now possible to make human voices 
and words come from a computer generated moving known 
face on the screen.  

Today's computer voices have taken on a simplistic 

personality, introducing the possibility of extending the 
personality to provide companionship. The challenge lies in 
copying the intricacies of the human voice and thinking, and 
supporting it with a simulated video of a talking face. 

A.  History of Computers 

On an approximate time scale, the role of computers 
evolved from simple computation in the 1950s, to 
entertainment and video games in the 1980s, to data 
communication and the internet in the 1990s, to robotics and 
virtual reality in the 2000s. 

New generations of robots were created which moved 
smartly and spoke intelligently. But people were often more 
interested in what the robot was saying than how they looked 
and moved. People were largely interested in their voice, her 
words, and her personality.  

In the field of virtual reality and human entertainment, the 
aim in the past may have been to create an artificial attractive 
partner with human-like movements. There may also be a 
large demand for companionship and non-physical 
interaction with a partner, such as with a computer-generated 
voice. The need may be less for attractive 3D graphics, and 
more for a pleasing voice and personality. For people in their 
40s and 50s, their needs may shift to just plain human-like 
companionship with a voice and face. 

B.  Findings of this Study 

With the real possibility of audiovisual companionship 
with computers, the question arises what does the future 
hold? How can we promote audiovisual companionship to be 
beneficial, rather than detrimental?  

Market forces may introduce computer voices with less 
robot-like and more human responses. The personality, 
gender, age, and experience of the computer voice and image 
may be chosen by the user. Does the user want in his home, 
the voice and simulated video of John. F. Kennedy, or 
Marilyn Monroe, or Joe DiMaggio, or Michael Jackson? Or 
does the user want the voice and video of her husband or 
child, who spends long hours away from home? More 
ominously, does the user want the simulated company of a 
deceased relative, like a parent, or a grandparent?  

In these times of Covid, Zoom and Google Meet have 
become the new norm for meeting colleagues, relatives and 
friends. A simulated voice and image of a person will appear 
even more to be the reflection of a real person on the other 
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side.  

There may be entertainment for the user with a simulated 
voice and face while watching a TV game. There can be 
therapeutic companionship, such as at a hospital or an old-
age home. A simulated talking face in monitors around the 
home or in the hospital room would complement the illusion 
of a companion. 

Would a simulated companion be beneficial to the user, 
or would it become harmful or even addictive? To the 
terminally ill, dying of say Cancer, can computer 
companionship be like medical marijuana, to ease the pain 
and suffering before death?  

While using one's energy and resources on a simulated 
voice and face may be counterproductive, it may also act as 
training for future real encounters.  

Could all these interactions and information from the user 
be used unethically by the company? Will the government 
invade the user's privacy by accessing his/her private 
conversations with the computer? Will law enforcement use 
the data for advance knowledge of a crime? 

This paper explores the possibilities and ethics of 
audiovisual companionship in the coming years.  

II. LITERATURE REVIEW 

The concept of computers for companionship is 
relatively new, as is evidenced by the small amount of 
literature on this subject. The debate and discussion so far 
has been when (and if) computers will reach the capability of 
the human mind (singularity). But this debate has distracted 
from the very real possibility of companionship with 
computers. 

It has been proposed that computers respond to human 
emotion [1, 2] according to the needs of the user. It was 
suggested that there are inherent dangers of humans bonding 
with social robots [3, 4]. Computers have been likened to the 
human spirit [5]. There has been research on children 
interacting with computers both as a learning tool [6] and as 
therapy for autism [7]. Computers have taken on the 
personality of pets [8] There has been discussion of human 
companionship with smart-home devices [9,10]. This paper 
extends the concept of companionship much further. 

III. SPREADING ISOLATION AND SOLITUDE 

Today's technologically and economically successful 
society has a negative side, which is the spread of isolation. 
Covid has confined people in their homes, compounding the 
isolation. With towns and cities becoming more spread-out 
and dependent on cars (urban sprawl), there is less face to 
face interaction between people. 

Loneliness is a problem both in developed countries like 
the US and in developing countries like Bangladesh. The 
percentage of one-person households in Canada has 
increased over 1951 to 2016 from 7 % to 28 % (Statscan). In 
the US, the number of one person households has increased 
over  1960 - 2017 from 7 million to 35 million (Statista).  

Loneliness is often a problem for the elderly, whether 

living alone or at a retirement home. Children may move to 
college, leaving parents by themselves, contributing to the 
empty nest syndrome. Residents of old age homes are known 
to be lonely. The sick often become lonely, whether at home, 
in a hospital, or an old-age home.  

In Talk Radio on the FM radio channels, speakers talk to 
each other on a contemporary topic. People living alone may 
leave this Talk radio on all the time, to create a sense they are 
not alone at home.  

Those living alone may tend to talk to themselves, at 
first in their minds, and then in a low audible voice. 

B.  Companionship with Inanimate Objects 

Perhaps the best examples of companionship with 
inanimate objects are children with their teddy bears and 
stuffed toys. In the movie, Cast Away, Tom Hanks forms a 
human-like bond with a crude face painted on a coconut.  

Computer simulations have created pets (popular in 
Japan), that require regular feeding and attention and even 
simulate death. 

IV. EXISTING PERSONALITY OF  THE COMPUTER VOICE 

The issue is that Alexa already has a somewhat robot-like 
personality. Google Assistant will ask the user how he is 
doing. It will even suggest giving a nickname to the user, 
such as “Chatterbox.”  

It is socially unacceptable to use abusive language with 
the computer voice. A mother may reprimand her teenage 
son for speaking inappropriately with Alexa. Children may be 
expected to behave as if Alexa or Google assistant were real 
people, effectively helping in the upbringing of children.  

The author's sister once asked Alexa, "Would you go out 
with my brother?," to which Alexa replied, "I don't know 
about that," giving the author a mild feeling of rejection(!).  

These responses of the voice give it a rudimentary 
personality. Grown ups are expected to use socially accepted 
language (no abusive words or language) with the voice, 
making it a rudimentary training ground for polishing the 
social skills of adults. 

Today’s computer voices (Alexa and Google Assistant) 
basically know everything that can be searched on the 
internet. The voice knows everything, unlike a real human 
companion.    

Today’s voice hardly has any background, like a place 
and date of birth, primary, secondary and high school, 
university.  

Social conversations with the computer voice usually do 
not go on for long periods of time. This could be because 
long interactions would take up bandwidth and computer 
time of the company, with little value addition for them. The 
solution may be to have companionship be generated at a 
home computer, rather than at a far-away server of the 
company.   

Interactions with the computer voice create a little 
company at home. It is better to talk to the computer voice 
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than to talk to oneself.  

V. OVERCOMING MONOTONY OF COMPUTER VOICE 

What makes computer voice monotonous, and mainly a 
repository of information? The monotony could be because 
the voice has a single tone and volume, is designed to find 
facts, is repetitive, and does not remember past interactions. 
So what can be done to overcome the monotony, making the 
voice suitable for companionship? 

A.  Tones and Volume of the Computer Voice 

We can start by programming more tones of voice into 
the computer. The voice may sound happy, sad, impatient, 
etc.. The voice may express mild impatience if the user asks 
the same question repeatedly. The voice may sound happy 
if the user is able to ask and talk intelligently, saying, 
"Yes, you are right!" 

The voice may be sleepy or drowsy, saying, "I think I will 
get some rest now." 

The voice may be hurried, "Please hurry. Or else you will 
be late for the meeting" 

The uniform volume of the voice only adds to its 
monotony. By altering tone and volume, there can be the 
illusion of a companion speaking from another room. Or the 
volume and tone can simulate a companion speaking barely 
audibly in the same room, or even lying in the same bed.  

B.  Remembering Data on User 

The computer voice may remember the user's family and 
education, traits, life events, etc. From the user's date of birth, 
the voice can wish him/her happy birthday. The conversation 
can be steered towards interests matching the user's age. A 
teenage user may be directed to his/her interests in fashion or 
social events in the downtown area.  

An older user may be reminded of past events from say 
the 1960s, such as, "Jenny, remember Woodstock? That's 
when we had great music."  

The companion may remember the user's schools, 
universities, and workplaces. It can ask, "Ned, didn't your 
school have a good football team?"  

Workplace information mentioned in a CV can be used 
for a statement, "Hey, your old company Schlumberger's 
stock is rising fast."  

The companion can use knowledge on parents, siblings, 
spouse and children of the user. "Judy, it is your mom's 
birthday tomorrow. Why don't you send her flowers?"   

C.  Remembering Past Interactions with the User 

Perhaps most important, and easily implementable would 
be a memory of past discussions with the user. Example 
would be the voice saying, "Harriet, you asked me that 
before." Or, "I played John Denver yesterday. Did you like 
my selection?" 

VI. IMPROVING PERSONALITY OF THE VOICE 

Today's voice may remind the user, "You have an 

appointment with your uncle at 7:00 pm," 

But the voice may have a more engaging personality by 
greeting the user, "Good morning. How are you today?"  

Or the voice may respond to a greeting, "I am fine. And 
how are you?" 

Google Assistant already greets and conducts chit chat, 
and the challenge may be to extend the chit-chat. The voice 
may ask questions like or initiate an interaction by, "How is 
your cold today?" Or, "What are you doing in the kitchen?" 

"Did you solve the problem at the office?" or "Did you 
talk to your boss?" 

In presence of bad news, the computer voice can say, "I 
am sorry your friend came down with Covid." 

Detecting the crying sounds of a user, the voice may say, 
"Maybe we should be with friends at this difficult time." 

A.  Length of response 

To overcome monotony, the computer-generated voice 
may give answers ranging from long to short. A short answer 
may be "Yes" or "No." 

A medium length of response from the computer voice 
may be, "Yes, I had a good day looking up facts on the 
internet." 

A lengthy response from the companion may be, "Let me 
tell you what happened in the game today. The quarterback 
John Bower started well, but could not match the opposing 
players,..." 

B.   A Sense of Humor 

Perhaps hardest to program would be a sense of humor. 
Initially, the computer may be programmed to laugh with the 
user. It would not be difficult to program the computer to 
laugh at adult oriented comments by the user, such as: 

"The news caster looks good. I wonder whether he/she 
works out." Or, "I would marry him/her if given the chance."  

The voice may respond with a short laugh, or a comment 
like, "Ha ha. He/she looks muscular. You can become his 
facebook friend. " 

VII.  ADDITIONAL SENSORS AND GRAPHICS 

There may be additional sensors, such as motion 
detectors in the rooms of the house. That would allow the 
voice to ask questions like, "What are you doing in the 
kitchen?" or, "Shouldn't you fix the car today?" 

If the user is spending too much time on the couch or bed, 
the companion voice can say, "Perhaps, we should go out for a 
walk." 

A monitor can show an image of a person lying on a bed, 
or a person on a monitor while watching a game. 

In hazardous situations, such as in a laboratory, there is 
often a "buddy rule" that one should not work alone. A 
companion can help in an emergency, and also keep a person 
mentally grounded. A solitary person may become lost in 

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

342



thought, making him more likely to make mistakes. A 
computer-generated voice in a lab may keep a user alert and 
safe. 

C. Accompaniment While Watching Television 

The voice and supporting video may accompany the 
user in front of the television, commenting on a football 
game or an ongoing TV program.  

 
 
 
 

 
 

 

 

 

 

 

 

 

Figure 1. Computer generated voice and supporting face while watching TV 
 

VIII. LIMITED KNOWLEDGE, WITH SOME EDUCATION 

AND EXPERIENCE. 

The ability to access the internet and extensive knowledge 
of the computer voice can be perceived as unreal. So there can 
be an artificially imposed limit on what the computer voice 
knows and can talk about.  

The background and education of the voice can be 
according to the needs of the user. It could have gone to some 
named school, college, and university. It could have had 
extensive work experience, when the human user is an older 
person.   

A voice and personality used for training social interaction 
to children need not know quantum physics. Such a voice can 
be like a mother; helpful, and yet authoritative.  

A highly educated person should be able to choose a 
simulated companion with knowledge on his own area of 
expertise, like General relativity. 

The computer voice at an M.S. or PhD thesis defense may 
be able to flag plagiarism and inconsistencies (with internet), 
in the verbal presentation of the student.  

D.  Multiple Personalities 

The user may be able to choose from multiple 
personalities, such as by saying the following. 

“I grew tired talking to middle-aged John yesterday. Can I 
speak to the younger Jane now?” 

To have a sense of continuity, the user may not easily be 
able to alter the personality of the computer voice. For 
continuity, the age, gender and background of the computer 

voice may not be readily changed by the user. Just as the 
computer pets of Japan die, there can be an irreversible 
simulated death of a simulated companion.  

Like in Talk TV, there can be a choice of channels, 
discussants and topics. The computer voices could be talking 
to each other, based on the published news, and other sources 
of information. "John, what is the news with Covid around 
the world?" 

"Jim, it has not been getting better. In some countries 
there is a second wave. Looks like restrictions on 
international flights will not be going away anytime soon." 

IX.   PERSONALITY TYPES - ACTUAL VS. SYNTHETIC, LIVING 

VS. DECEASED 

The voice may be a simulated real or an imaginary person. 
The voice could be a famous personality, such as a scientist, a 
statesman, an actor/actress or a sportsman. If voice recordings 
are available (such as for John F. Kennedy), today's 
technology allows synthesis of new words and sentences based 
on past audio recordings. For a person deceased for a century 
or more, such as for Newton, Abraham Lincoln, or George 
Washington, the voice can be synthesized from existing 
recordings of others.  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Famous personalities as choices for companions 

 

 

 

 

 

 

 
 

 

 

Figure 3.  Friends and relatives as choices for companions 
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X        THE ETHICS OF COMPANIONSHIP WITH COMPUTERS 

There exists the dark possibility that the user may bond 
too closely with the computer. Should a companion talk like 
a relative, such as a child, parent, or spouse, or sibling? The 
companion could fill-in for the relative during their absence. 
The companion could address the user as mom, dad, honey, 
etc., with questionable effects on the mind. This could fool 
the mind into thinking there is interaction with the relative or 
friend, when actually there has been none.  

There is the even darker situation of the companion 
remaining behind after the death of the person. What about a 
mother who has had a miscarriage, interacting with, what to 
her is the deceased child's computer voice, complete with a 
growing and changing personality? 

Would computer companionship be the new addiction, 
after the smart phone, Facebook, and Whatsapp?  

Regardless of the ethical issues, it is expected that market 
forces will prevail, and companionship with computers may 
become a breakthrough. 

XI.       DATA AVAILABLE TO COMPANY AND GOVT. 

In human interactions with real people, there is the 
underlying assumption of privacy, meaning the discussions 
and interactions will not be shared with others. 
Unfortunately, the interactions with a computer-generated 
companion will not enjoy this privacy, and will be accessible 
to the company and ultimately to the government.  

The company or the government can use such computer 
companions to influence the thoughts of the user. Today's 
voice interactions are already being used to advertise 
products to the user. The voice of tomorrow can advertise 
products like, "You should check out the new iPhone model." 

Law enforcement can profile and even arrest users based 
on their confidential conversations with the voice. For 
example, a computer voice of a child can be the ears of law-
enforcement, listening in on whether the mother had an 
illegal abortion.  

The so-called Big-brother of novel, 1984 by George 
Orwell, may take the form of this computer-generated 
companion. Taking the voice of a baby or child, the 
companion may lull the user into surrendering their 
innermost thoughts. The Orwellian saying would become, 
"Big Brother is watching, and talking with you."  

Through the voice companion, the government can 
influence the user to become a law-abiding and hard-working 
person, taking care of his family and paying taxes. "John, I 
think you should go to sleep. You have an early day 
tomorrow." Or, "Jim, its almost the middle of the year. Are 
you preparing your taxes?" 

"Jane, you are listening to radical radio again. How much 
longer will we listen to all these conspiracy-theorists?"  

XII.        CONCLUSION 

With today’s technology of voice and supporting facial 
video generation, there is a likelihood that companionship with 
a simulated voice and face may become the next new 

computer breakthrough. Covid has only served to confine 
people to their homes and increase social isolation. Urban 
sprawl is making towns and cities more spread out. Users are 
spending more time with their smart phones and computers, 
increasing real-life isolation and solitude.  

This brings the possibility of extending the rudimentary 
personality of computer voices further to make them much 
more suitable as companions.  

The right tone and volume (and supporting video) can 
indicate the simulated companion is speaking from another 
room, or lying right next to the user.  

This companionship can be for enjoyment, such as when 
watching a game, or for therapeutic purposes, such as at an 
old-age home or a hospital.  

Both children and adults are expected to speak politely 
to the computer voice, effectively acting as training ground 
for enhancing the social skills of children and adults.  

The voice can be used for training parents how to raise a 
child, or for training a teenager how to interact with the 
opposite gender. The voice could simulate a patient for 
training doctors and nurses.  

The Buddy rule in the lab means a person should not 
work alone. The buddy may be a computer-generated 
companion helping to keep the user alert. 

Ethical questions arise about recreating the voices of 
living or deceased persons. There is the danger of the user 
bonding too closely to the computer voice and face. 

Data on interactions will be available to the company 
and to the government, infringing on the user's privacy. The 
company may use the data to advertise products to the user.  

Law-enforcement may use conversations to profile or 
even arrest a user. A child-like voice can be the ears of law 
enforcement looking for evidence of a crime. Can a woman 
be arrested for telling a computer voice that she has had an 
illegal abortion? 

The government may shape the personality of the user, 
inspiring them to be law-abiding, hard-working, tax-paying 
citizens. George Orwell's quote will become, "Big Brother is 
watching, and Talking with you." 

Will computer companionship be the new addiction after 
the smartphone? Can simulated companionship act like 
medical marijuana, to ease the pain and suffering before 
impending death?   

Regardless of the ethical issues, it is expected that 
market forces will prevail, and computer-generated 
companionship will become the new normal in some years. 
Regardless of whether we like it or not, our society must find 
ways to regulate the computer generated companionship for 
the greater good. 
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Abstract— A dual band monopole resonator antenna is 
proposed in this paper. The antenna works at two different 
bands with central frequencies of 2.4 GHz and 5 GHz. To cover 
the two bands of WLAN (i.e., lower band of 2.4 GHz and upper 
bands of 5 GHz), two monopoles are used: one working for the 
lower band and the other working for the higher band. 
However, there is a limit in most of these antennas to obtain 
the wideband characteristic especially at the 5-GHz band for 
WLAN applications, when operating simultaneously at 2.4 
GHz. The proposed antenna achieves a good bandwidth at the 
upper frequency, the data rate has been increased with the 
help of MIMO configuration.  The simulated results are giving 
a very good return loss of -22.14 dB for 2.4 GHz band and -
35.43 dB for 5.0 GHz for the single antenna. 

Keywords—Dual band, monopole antenna, multiple input 
multiple output. 

I. INTRODUCTION 

With the increase in  need for high data rate in wireless 
communications making substantial demands on bandwidth 
and Interoperability within the physical layer, which has 
resulted in wireless devices expected to function in different 
multi-band environments. To serve this purpose, a multi-
band antenna module with a low profile and miniature size 
has attracted considerable attention. In addition, the antenna 
shall have the features of effective impedance matching over 
broadband, an acceptable gain, and consistent radiation 
patterns at different frequency bands. Among different types 
of antennas, monopole or dipole antenna can easily fit for the 
above-mentioned objectives. Monopole antennas is preferred 
over the dipole antenna due to the ease of feeding and space 
constraints. The bandwidth of the monopole or dipole 
antenna can be enlarged by widening the width of its 
resonating arm without substantial changes in the radiation 
pattern over the operating band [1]. The increase in arm 
width results in a change of the current distribution from the 
conventional sinusoidal pattern, which helps in broadband 
impedance matching.  The total length of the monopole 
antenna is generally quarter wavelength long and has 
symmetric current distribution in the two arms of the 
monopole with respect to the plane of electrical symmetry 
[2]. Printed monopole antenna enjoys the features of low 
fabrication cost, lightweight, easy integration of monolithic 
microwave integrated circuit (MMIC) components, and 
simple feeding technique. In recent years different printed 
monopole antennas for multiband application have reported  

 
Fig. 1. Prototype configuration of the designed dual band monopole.

 

[3]−[6]. In [4] coplanar waveguide (CPW) fed planar 
inverted F antenna (PIFA) to operate at GSM and worldwide 
interoperability for microwave access (WiMax) band. Zeroth 
order resonance of dual composite right/left-handed 
(DCRLH) transmission line structure has used to get multiple 
frequency bands for monopole antenna in [5]. 

The proposed antenna combines two folded strips and is 
fed by a CPW transmission line, which radiates at 2.4 and 
5.0 GHz. The growing demand for WLAN technology has 
led to an interest in integrating the 2.4-GHz and 5-GHz 
frequency bands into a single device that requires a dual-
band antenna. The WLAN antenna not only has a wider 
frequency band, smaller size, and is easier to install, but it 
also has a high radiation efficiency [7]. MIMO wireless 
technology can highly improve the data rate, capacity, and 
link reliability of wireless systems through multi-path data 
transmission and reception. MIMO system is currently 
employed in 4G user equipment and is a promising 
technology for use in the future 5G mobile terminals [8]−[9]. 
The last section of the paper is focusing on implementation 
of the MIMO for the current design. 
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Fig. 2. Imaginary part of the input impedance for the designed dual band 
monopole antenna. 

II. DUAL BAND MONOPOLE ANTENNA 

A. Antenna Geometry 

The proposed antenna is constructed on FR4 substrate of 
18 mm × 14 mm. Substrate with thickness of h=1.6 mm and 
relative dielectric constant of 4.4. Fig. 1 shows the 
configuration of the  antenna which consists of two branches 

resonating at 2.4 GHz and 5 GHz. It consists of a coplanar 
ground plane, a radiation structure, and a feed line. A CPW  

transmission line of 50 Ω, which consists of a signal strip 
width of 2 mm and a gap distance of 0.45 mm and 0.4 (right 
and left respectively) between the single strip and the co 
planar ground plane, is used for feeding the antenna. The 
width has been further optimized to get a better performance.  
The width of the microstrip feed line is fixed at 0.75 mm and 
1mm for 2.4Ghz and 5.0GHz respectively. Dimensions of 
the port has been found out using the equations (1) and (2), 

1 23*( )fW g g W= + +                                   (1) 

H=6*h                                    (2) 

where g1, g2 are the gap lengths between the co planar 
ground plane and the feed line, Wf  is the width of the feed 
line, h represents the height of the substrate. The dimensions 
of the co planar ground plane is 7.9 mm × 4.55 mm and 7.9 
mm × 6 mm. The approximate dimensions of the feed line is 
optimized so as to get an impedance matching. The two 
monopoles on the left and the right will resonate at 5 GHz 
and 2.4 GHz respectively. The length were chosen as λ/2 for 
each resonating frequency. 

From Fig. 2 it can be seen that the proposed antenna is an 
open circuited parallel resonating circuit which will resonates 
at even multiples of λ/2. We have optimized the length after 
taking the λeff /2 as a reference. 

eff

o eff

c

f
λ

ε
=                                  (3) 

This can be verified by looking at the imaginary part of 
the impedance. From the Fig. 2. It can be observed that at  

 
Fig. 3. Simulated reflection coefficient of the dual band antenna.

 

 
Fig. 4. Simulated surface current distribution at 5 GHz. 

 

frequencies 2.4 GHz and 5 GHz, the circuit is acting like an 
open circuited parallel resonator. Here The impedance 
abruptly changes its value from maximum positive to the 
most negative value. We can exploit this for understanding to 
our dual band antenna design. The gap length between the 
feed line and ground plane will affect the higher band 
frequency. While observing the current distribution, we 
could observe that the direction is opposite in both the 
surfaces. This is an indication of the capacitive effect 
between the feed line and the ground plane. 

B. Simulation Results 

The CPW-fed monopole antennas with various 
parameters were simulated and studied to demonstrate the 
proposed results. The simulated results are obtained using 
the Ansoft simulation software high-frequency structure 
simulator (HFSS) [10]. Fig. 3 shows the simulated return 
loss for the dual band antenna. The designed monopole 
antenna is showing a dual band resonance with S11 of -22.14 
dB for 2.4 GHz and -35.43 dB for the frequency 5 GHz. It is 
observed that with the increase in gap length, the lower band 
frequency almost remains same while the upper band 
frequency is affected. Observing the surface current 
distribution in the feed line and the ground plane, it is seen 
that a capacitive effective is acting between them as seen 
from the Fig. 4. This is shifting the upper band frequency 
when the gap length is changed. The triangular cut made at 
the edges of the strip is used to increase the current 
distribution through the monopole. The strips were cut at the 
edges, where there will be a hindrance to the current flow.  
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(a) 

 
(b) 

Fig. 5. 3D radiation patterns of the monopole antenna at frequencies (a) 
2.4 GHz and (b) 5 GHz. 

 
 

 
(a) 

 
(b) 

Fig. 6. Simulated radiation pattern of the monopole antenna at 2.4 GHz 
(a) E-plane (b) H-plane. 
 
 This has also resulted in a good impedance matching 
between the antenna at both the frequency. The upper 
frequency band is showing a very large bandwidth of about 
2.425 GHz while the lower 2.4 GHz is primarily a narrow 
band. The 3-D radiation patterns are shown in the Fig. 5 at 
the two different frequencies. It is observed that the 
radiation pattern is approximately omnidirectional 
especially for the higher frequency. The measured peak 
gains for the proposed antenna is around 2.445 dBi at 5 
GHz. The co-pol and cross-pol radiation patterns of antenna 
are for the two frequencies 2.4 GHz and 5 GHz are shown in 
Fig. 6 and Fig. 7 respectively. It is clearly see that the co-pol 
and cross-pol difference is less than -10 dB which indicates 
that a good amount of power is utilized in for a particular 
polarization results in the plane the corresponding plane. 

 

 

 
(a) 

 
(b) 

Fig. 7. Simulated radiation pattern of the monopole antenna at 5 GHz 
(a) E-plane (b) H-plane.
 

Fig. 8. Schematic for the 2 × 1 dual band MIMO antenna. 
 

III. GEOMETRY OF MIMO ANTENNA 

The MIMO implementation is done to increase the data rate 
of the entire system. A 2 × 1 MIMO has been implemented 
using the same design that is described above. The antenna 
axis has been placed perpendicular to each other 
to reduce the mutual coupling between the two antennas. 
The distance between the antennas have been optimized to 
get the required results making λ/2 as the reference distance. 
Fig. 8 depicts the geometry of the 2 × 1 MIMO 
configuration. Two dual band monopole antennas have been 
placed with orthogonal feeding position to improve the  
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Fig. 9. Simulated return loss and isolation between the two antennas. 
 

Fig. 10. Simulated ECC from S-parameter for MIMO antenna. 
 
 
isolation between them. The simulated results for various S 
parameters have been studied and analyzed using the HFSS 
software. The Fig.9 shows the results of the two bands at 2.4 
GHz and 5 GHz. The S21 results are also plotted vs 
frequency. The maximum value of S21 is around -20 dB 
indicating a reduced mutual coupling effect between the 
antennas. 

The Envelope Correlation Coefficient (ECC) of the 
MIMO antenna is also studied. The ECC is calculated by 
using the following expression,  

 

( )( )
2

2 2 2 2

11 21 22 12

* *
11 12 21 22

1 1

| |
| | | | | | | |

ECC S S S S
S S S S

=
− − − −

+                  (4) 

The expression is fed into the software and the plots were 
made as presented in Fig. 10. ECC is well below 0.5 for both 

operating frequency which suggest the possible application 
of the designed configuration for WLAN application. 

IV. CONCLUSION 

The proposed antenna has a simple configuration and is easy 
to fabricate. To obtain the required impedance matching, the 
gap widths have been optimized by parametric analysis. The 
designed antenna satisfies the -10 dB return loss 
requirement 
at 2.4 GHz to 5.0 GHz band and also provides a good 
radiation pattern at the higher frequencies. Further the 
proposed antenna array also shows superior performance 
robustness and MIMO capabilities under different hand-grip 
conditions. In conclusion, the proposed MIMO antenna 
design and array is promising for WLAN applications. 
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Abstract— The benefits of Autonomous Driving (AD) and 
Advanced Driver Assistance Systems (ADAS) include providing 
critical capabilities that would help to reduce accidents due to 
driver errors, improve safety in traffic, and enhance driving 
efficiency. The goal of this paper is to utilize the Robot Operating 
System (ROS) and Gazebo 3D simulator for realizing a fully 
immersive software-in-the-loop (SIL) simulation framework, 
which could be utilized for the virtual design, verification, and 
validation of AD/ADAS features. It supports designing and 
implementing a software platform and methodology to validate 
different features for AD/ADAS with a high degree of realism. The 
paper will also discuss the configuration of the sensors, such as the 
camera, LiDAR, and RADAR, that are later used as part of a 
sensor fusion technique that shows the usability of the developed 
environment. 

Keywords— Simulation Framework, Software-in-the-loop 
(SIL), Robot Operating System (ROS), Gazebo, Autonomous 
Driving (AD), Advanced Driver Assistance System (ADAS) 

I. INTRODUCTION  

In recent years, research and advancements in the fields of 
sensors, automation, and intelligent systems have greatly 
helped the automotive companies to offer products in the form 
of Advanced Driver Assistance Systems (ADAS), that is 
becoming a necessary feature for today’s vehicle owners. The 
possibility of having a system that can monitor the vehicle’s 
surroundings and the on-board sensors to maintain safety are 
becoming necessary features in the newer vehicle models.  The 
autonomous and intelligent systems are not considered a myth 
anymore, but they are becoming a reality and one of the most 
vital research areas in the automotive industry these days. 
Development of a system that is capable of navigating 
autonomously while being aware of the surroundings, without 
any human interaction, is a challenging task.  

Over the last decade the automotive industry has been 
actively developing ADAS features for driver comfort and 
safety, and now the technology is advancing towards the 
development of fully autonomous cars. Advancements in 
technologies such as, Light Detection And Ranging (LiDAR), 
cameras, Radio Detection and Ranging (RADAR), and their 
fusion help provide a 360-degree surround view of the 
environment around a car, thus enhancing the ability to perceive 
the dynamic environment around the vehicle in the best 

possible way. The amalgamation of multiple powerful sensors 
with the intelligent algorithms help ensure improved vehicle 
mobility and enhanced safety of the passengers and vulnerable 
road users such as cyclists and pedestrians.  

Even with many of these technological advancements, 
there are still a number of challenges that need to be overcome 
to achieve the full potential of autonomous vehicles for the 
highest levels of safety, driver/passenger comfort, efficiency, 
and cost before the autonomous vehicles become available 
commercially for consumers. Today, many universities and 
research institutions, major companies, and government 
organizations are working hard to get a fully functional 
autonomous vehicle on the road. Although it appears they are 
getting close to achieve this goal with proof of concept and 
fleets of test vehicles; for a fully robust autonomous vehicle, 
there needs to be over a billion miles of autonomous driving 
experience. Developers need to fine-tune their technology to 
handle well all kinds of difficult scenarios on the road, which is 
necessary before they can bring their technology for mass 
production. This however can be facilitated with the help of 
simulation, as demonstrated by Waymo [1]. Hence, we see a 
significant need for a simulator. A simulator can speed up the 
process of validating the driving technologies and reduce the 
costs for the testing as well. Based on a study made by  KPMG, 
a professional service company, the utilization of autonomous 
vehicles for transportation and defense applications is expected 
to show tremendous growth over the coming decade [2] 

For autonomous vehicle simulation environments many 
research groups utilize the Robot Operating System (ROS) [3]  
along with Gazebo [4]. ROS is a collection of tools and libraries 
which helps to simplify the task of building robotic and 
autonomous vehicle systems. Gazebo is a simulation tool that 
helps to simulate robots or vehicles along with their sensors in 
various environments. The advantage of using Gazebo is 
because it has a topic based publish/subscribe model of 
communication which goes hand in hand with ROS and makes 
it easy to create distributed and networked models [5]. The 
Gazebo Plugins help to build a direct communication interface 
with ROS thereby being a competent simulation tool for 
developing and testing robots and autonomous vehicles.    

In this paper we present the software-in-the-loop (SIL) 
simulation framework that we designed and evaluated. The 
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developed vehicle model, named MIR vehicle, allows anyone 
to build a simulated vehicle model in Gazebo for testing using 
ROS. The evaluation proved that the proposed simulation 
framework can be an effective platform of SIL modeling and 
simulation for autonomous vehicles research and development. 
This paper is being presented as an improvement over a 
previous version of the simulation environment [6], with easily 
adaptable vehicle, sensors, and environment models. 

II. RELATED WORK 

With the rapid technological advancement in the field of 
automated driving systems, researchers often use simulation 
environments for the development lifecycle of their algorithms. 
Companies are investing vast amounts of their budget to 
identify effective simulation tools that can be used for their 
developments. A simulation environment with relatively close 
to real-life physics engine and solid sensor models are favored 
over others. Currently, there are lots of open-source simulation 
platforms that can be utilized for various research applications.  

One of the earliest developments in the field of 
autonomous vehicles testbeds is the CAT Vehicle (Cognitive 
and Autonomous Test Vehicle [7]. This open-source testbed is 
built over ROS as middleware and provides several packages 
for the control application and different simulated sensor 
models. The testbed gives the possibility of transferring the 
MATLAB or Simulink control model from simulation to the 
physical platform through a straightforward workflow. The 
system model also includes sensors and actuators with 
configurable parameters for monitoring the vehicle’s motion, 
perception of the objects in the environment and for controlling 
the driving behavior of the vehicle in a simulated world. The 
simulation tool also supports logging and playback of data for 
close analysis of the system’s performance [7].  

LG Simulator (LGSVL) [8] is a ROS/ROS2 simulator that 
helps in the testing and development of autonomous driving 
software systems. The simulator helps as well in speeding up 
the algorithm development cycle and system integration 
process. The simulator can publish real-time sensor outputs 
from sensors including camera, LiDAR, RADAR, GPS, and 
IMU. The LGSVL is compatible with Apollo and Autoware for 
easier migration to these frameworks [8]. 

CARLA [9] is an open-source simulator developed for 
autonomous vehicles systems research. Built to serve as a 
modular and flexible API to solve most of the problems 
involved in the development of autonomous driving system. 
CARLA is built using the Unreal Engine (UE4.24) to run the 
simulation and uses the OPENDRIVE maps to define roads and 
urban settings. The control over the simulation is easily 
accessible through a Python and C++ API. CARLA simulator 
consists of scalable client server architecture. The server is 
controlling the traffic manager, sensors, recorder, and scenario 
runner. CARLA can be integrated with ROS and Autoware [9]. 

Another driving simulation software used for the 
development and testing of autonomous vehicles, ADAS and 
vehicle dynamics is rFpro  [10], which allows the introduction 

of professional test drivers into the model-based engineering 
process. The advantage of rFpro is its ability to replicate the 
vehicle dynamics so developers can evaluate how comfortable, 
safe, and anxious the passenger feels. The ability of pushing 
your AI to the limit and testing it in complex situations with real 
human road users entirely in simulation and nobody would be 
hurt when something goes wrong, is the best thing these types 
of systems offer. The co-simulation between rFpro and IPG’s 
Carmaker allow the transfer of sensor data and traffic objects 
between them [10]. 

Plenty of other simulation software tools are currently 
available for commercial use. Major companies are currently 
investing in the research of building their own simulation 
platform such as NVIDIA Drive constellation created by 
NVIDIA, Carcraft created by Waymo, Prescan by Tass 
international. These and many other simulation software are 
developed on top of powerful physics engines such as Unity, 
PhysX, and the Unreal Engine. These all are great tools for 
testing and validation of autonomous vehicle algorithms. The 
issue with these tools is the lack of accessibility and cost for 
many researchers and students with limited budgets. Hence, our 
goal in this paper is to create a framework which is based on 
open-source and free software platforms, which are easily 
accessible to anyone interested, and with the flexibility to create 
their own environment and vehicle models. 

III. FRAMEWORK DESIGN  

The core of this project was to build a simulation 
framework with an integrated vehicle model and all the 
necessary sensors that will be utilized to develop and validate 
autonomous vehicles algorithms. All the procedures that are 
undertaken were documented to help anyone to replicate the 
development process of such software-in-the-loop (SIL) 
environment and the integrated vehicle model. The framework 
is developed using Python, C++, and point cloud library (PCL 
1.8). The simulation environment used is compatible with 
Gazebo versions 8 and 9, utilizing ROS Kinetic as the 
framework middleware.  

A. ROS 

ROS (robot operating system) is a set of packages and 
libraries that provide the hardware abstraction, sensor drivers, 
and messaging infrastructure that enable the robot application 
framework. The reason behind using ROS as middleware is to 
maintain the modularity of the perceptions and decision-
making modules. Installation and environmental setup 
instructions for the ROS system are explained at the ROS 
website [11]. 

B. Gazebo  

Gazebo is a 3D simulation engine. It gives the capability to 
simulate robots accurately by defining the robot joints and 
links. Joint is a point which is connecting two links, and a link 
is the actual robot part; it can be an arm, a manipulator, or a 
wheel.  What makes Gazebo a useful tool for building your 
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environment and simulating your robot on is the robust physics 
engine that realizes your model with a high degree of fidelity 
and a decent graphical rendering feature [12]. To integrate the 
ROS with Gazebo, a set of ROS packages named 
gazebo_ros_pkgs must be used. These packages provide the 
interfaces to simulated vehicles in Gazebo to ROS nodes. 

IV. ENVIROMENT MODEL 

The simulation environment is a modified version of the 
Open Source Robotics Foundation OSRF (OSRF) car_demo 
package [13], as seen in Figure 1. 

Different road conditions, different lane marking colors 
and types, traffic signs and traffic lights, and moving as well as 
stationary pedestrians were added in the environment. An 
integrated vehicle model was used with a real life vehicle size 
of Chevrolet Bolt with all the necessary sensors (Camera, 
LiDAR, and RADAR).  

Figure 1: Environment Model 

A. Traffic sign Modeling  

There are several steps that need to be followed in order to 
create and import a model in Gazebo. For creating a traffic sign 
in Gazebo, the first step is to create a 3D computer-aided design 
(CAD) model that assembles the shape of the traffic sign in any 
CAD software such as SolidWorks, Siemens NX, or Catia. The 
second step is to add texture on the traffic sign; this step adds 
the color and the emblem of the traffic sign on the CAD model, 
this can be quickly done using a free open-source software 
named Blender using the UV editing tool, the output of which 
can be seen in Figure . 

 

Figure 2 : Traffic signs in Gazebo 

 

Figure 3. Model Structure in Gazebo 

The next step is to export the model into a COLLADA 
(.dae) file format. After exporting the model to .dae, create a 
folder named Meshes and paste the .dae file inside this folder, 
also add the image which was used while attaching the texture 
on the CAD model inside a folder named Materials > textures, 
as shown in Figure 3. The steps mentioned here can also be 
followed for adding texture to your simulated vehicle.  

The final step required to complete the traffic sign model 
is to create the model configuration files for Gazebo. The 
model.config and model.sdf files are written in xml file format. 

B. Traffic Light, pedestrian, and road conditions Modelling 

The Traffic light, walking/standing pedestrians, and 
SUV/sedan vehicle models used in this simulation environment 
are available for importing directly to the Gazebo model. After 
downloading the necessary models, import them by copying the 
models to ~/.gazebo/models. After restarting Gazebo, you will 
be able to find the imported models in the insert tab. The model 
dimension and model collision properties can be changed from 
the model.sdf file. The model collision properties are used to 
prevent the object from being a shadow in the simulation 
environment. In other words, if the collision properties are not 
added to the model, and a vehicle is crashing into that model, it 
will just pass through it; and the object cannot be detected by 
the sensors such as LiDAR. 

There is a plugin named libActorCollisionsPlugin [13] 
which is for adding collisions to the actor pedestrians. This 
plugin was used to detect pedestrians using LiDAR pointcloud2 
and to prevent the vehicle model from passing through them. 

A plugin has been used to control traffic lights [14] from 
the keyboard through publishing a visual message to the 
Gazebo topic named  /gazebo/default/visual and subscribing to 
/gazebo/default/keyboard/keypress Gazebo topic.  

For moving objects in the Gazebo environment, either a 
pedestrian or a vehicle, their movement is defined by adding the 
trajectory in the world file. The method used to move 
pedestrians is by setting a loop of the set of points the pedestrian 
moves through within the simulation environment and 
continuously updating the location. 
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V. VEHICLE MODEL AND SENSOR PLUGINS 

A vehicle model with different sensors for autonomous 
vehicles such as cameras, LiDAR, and RADAR need to be 
integrated inside Gazebo as seen in Figure 4. The vehicle model 
is adopted from the OSRF open-source hybrid Prius model [12]. 
As mentioned before, to import an environment into Gazebo, a 
.world file needs to be created, which gathers a set of models 
that can be visualized. 

A universal robotic description format (URDF) [16] model 
needs to be created, the files of which are written in XML 
format, and it is used in ROS to describe all the elements of a 
robot and its environment. The vehicle created is matching the 
real life size vehicle and also the frames orientation and position 
is matching with the real life research vehicle that has been 
created for Kettering University’s entry in the GM/SAE 
sponsored AutoDrive Challenge [17]. 

To be able to navigate the vehicle in Gazebo simulation, a 
plugin is needed to control the wheels and the vehicle speed. 

Typically, a PID controller can be implemented to control the 
vehicle model to maintain the assigned speed. Also, it is 
possible to control the vehicle using the keyboard by 
configuring it to respond to specific ASCII codes of the 
keyboard input. The vehicle controller plugin lets us adjust all 
the vehicle parameters like the maximum vehicle speed and 
many more parameters which affect the vehicle performance. 

For testing purposes a custom ROS message is created to 
publish the vehicle readings, such as the vehicle’s speed, the 
transmission shifting status (D, N, R), the throttle percentage, 
the brake signal as either 0 or 1, and the steering angle from -1 
to 1 (1 is the maximum steering value to the left and -1 is the 
maximum steering value to the right). 

A joint state publisher [18] is used to calculate all the 
transformations between all the defined joints in the URDF 
with the help of an ignition math package, that provides a 
library to deal with all the math operations needed for robotics 
applications [19]. The primary function of a joint state publisher 
is to manipulate the joints; for instance, it was used to move all 
wheels with the same velocity. The vehicle description with 
links and joints in the URDF is shown in Figure 5. 

A. Sensor plugins 

One of the significant capabilities of self-driving cars is 
their ability to sense the surrounding environment. Without 
such ability to detect the area around the vehicle it would be 
impossible for it to recognize obstacles or other objects of 
interest.  The primary sensors that are commonly used in most 
autonomous vehicle developments are camera, LiDAR, and 
RADAR.  

There are lots of open-source sensor plugins ready to be 
integrated with ROS. The main task here will be working on 
integrating the sensor plugins with your model and adjusting 
the sensor frames. The sensor frame is one of the essential 
elements to consider while building your model.

Figure 5. Vehicle Transformation Frames 

Figure 4. Vehicle Model view in Rviz 
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For clarification, if we detected an obstacle that is 5 meters 
away from the camera, the transformation between frames will 
exactly give us how far the object is from any frame in the 
vehicle. As all the links are linked to the chassis link, therefore 
by using the transformation ROS package, a relation between 
them is easy to calculate [20]. 

1) LiDAR 

LiDAR is one of the most commonly used sensors for 
object detection. We were able to use a Velodyne LiDAR 
sensor plugin in a pointcloud2 format. There are lots of versions 
for the Velodyne LiDAR, but for our work here we used the 
VLP16. 

2) Camera 

An 800x800 pixel resolution, eight-bit, RGB camera is 
used as a front center camera, and a frame named camea_link 
is used to publish the camera sensor messages. The type of 
noise modeled by the sensor is Gaussian noise, whose 
parameters such as its mean and standard deviation can be 
varied in the tag in the sensor link. The libgazebo_ros_camera 
[20] is part of Gazebo plugins, which is automatically installed 
when installing Gazebo plugins. 

3) RADAR 

The RADAR plugin is not generating the same sensor 
header as the real Delphi SRR/ESR, but it can be easily mapped 
to publish specific messages, with all the primary sensor data 
available to be utilized. The idea behind this plugin is that, since 
Gazebo does have a sensor plugin named the logical camera 
[21]; this camera plugin can give the coordinates of the object 
based on the ground truth coordinates of an object in the 
simulation environment as seen in Figure .  

 

 

 

Figure 6 : RADAR sensor view in Rviz 
 

 

Basically, Gazebo is publishing the coordinates of the objects 
detected in the simulation environment over a Gazebo topic, the 
plugin subscribes to that topic and publishes the calculated 
range, the bearing, and azimuth of the detected object over 
ROS. 

VI. EXAMPLE USE CASES 
a) Data collection for training a neural network. A 

driver-in-the loop (DIL) system is setup using the developed 
simulation framework for data collection that can be used as 
part of development of autonomous vehicle algorithms, such as 
lane keeping assist systems using neural networks. Since good 
data helps the network to learn nicely and easily, on the other 
hand if the data is not proper then however good the network is, 
it will not be able to learn, predict and converge as expected. 
The simulation framework presented in this paper was used for 
data collection task using Logitech G920 dual-motor feedback 
driving force steering wheel, accompanied with pedals, gear 
shifter and car seat. Multiple screens were setup to monitor 
different perspectives of simulation and to observe the output 
of the image taken by the front mounted camera on the model 
vehicle [23].  

b) Evaluating sensor fusion algorithms. Another 
application example that proves the validity of the SIL 
framework is the evaluation of different sensor fusion 
techniques. The authors developed and tested sensor fusion 
techniques using camera and LiDAR sensors (see Figure ), to 
demonstrate effective detection of pedestrians and various 
types of vehicles in the environment. The two types of sensors 
used in this study are camera and LiDAR, which are commonly 
used in AD/ADAS applications. Each of these sensors have 
their own inherent strengths and shortcomings under different 
operating environments. The two alternative sensor fusion 
techniques evaluated are: i) data fusion (also referred to as early 
fusion), and ii) results fusion (also referred to as late fusion).  
Early fusion techniques fuse the raw sensor readings of the 
camera and LiDAR to overlay range information from the 
LiDAR on top of objects detected from the camera vision 
sesnor. In the results (or late) fusion method, however, separate 
algorithms process each sensor data and the final determination 
of the detected object is made based on the detection confidence 
levels from each of the individual sensors [24].  

The complete details of the sensor fusion techniques 
evaluated along with the performance metrics is being compiled 
for furture paper presesntation.  
 

 

Figure 7: Sensor Fusion testing using the SIL framework 
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VII. CONCLUSION AND FUTURE PLANS 

The purpose of this work was to develop a solid vehicle 
model and simulation environment based on ROS and Gazebo 
that enables researchers to develop and test various autonomous 
vehicle algorithms. The developed software-in-the-loop (SIL) 
simulation framework has been successfully utilized for the 
development, testing, and evaluation of different sensor fusion 
algorithms for object detection and classification purposes 
using camera and LiDAR. The authors are currently preparing 
another paper to present the sensor fusion techniques and their 
performance assessment. 

In future work, the authors would like to explore controlled 
testing environments that will allow researchers to add 
environmental conditions (such as snow, dust, and fog) to the 
Gazebo model, which will be useful for enhancing the models 
to represent realistic sensor features.  

The presented simulation framework is publicly available 
and can be cloned from GitHub [25]. 
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Abstract—Row detection in agricultural applications has 
commonly used Hough transform techniques and traditional 
signal processing based approaches relating to machine vision. 
There are various learning based methods available that are 
capable of producing similar results in terms of detection. In this 
paper, a neural network based algorithm is developed, and we 
compare the Hough transform and a machine learning 
implementation with the proposed approach to determine which 
would be the most appropriate in a real-time application given a 
variety of factors including computational performance, accuracy, 
and environmental variability. Compared to the learning based 
approaches which rely on training data, Hough transform based 
detection relies on a variety of processes, including binarization 
and denoising, which are not required to be explicitly implemented 
in the machine learning or neural network models. Additionally, 
to add another layer of diversity to the three possible solutions 
examined is the consideration for color input data. The Hough 
transform method and the neural network model implemented 
both require color input data while the machine learning model 
relies on texture features instead of color to make its classification 
predictions.  Compared to the traditional image understanding 
techniques, autonomous vehicles face challenges due to similarities 
in color and texture between the crops and their surroundings. 
Therefore, the algorithm is developed to overcome such 
challenges. Preliminary results show that the neural network 
model developed was found to offer the most versatility compared 
to traditional methods and the highest accuracy on the order of 
97% for this application across several different input conditions. 

Keywords---Hough Transform, Neural Network, Machine 
Learning, Machine Vision, Image Processing, Texture Analysis, 
Color Processing, Autonomous Navigation, Furrow Detection, 
Agriculture 

I. INTRODUCTION 

There are a few facets to examine when considering crop 
row detection using a machine learning model and comparing 
that with using a neural network model. Traditionally, crop row 
detection has adopted a purely signal processing approach with 
a commonly used technique being the Hough Transform. Some 
considerations when choosing an appropriate solution for a 
given environment are computation time, reliance on color data, 
the variability of environment, etc. When deployed in a real-time 
application and depending on the required resolution, there are 
several challenges from a design perspective including lighting 
conditions, complexity and variability of distinct regions, 
possible similarities between a region of interest versus another 
region, and unforeseen or periodically occurring phenomena in 
the input images like a shadow. These aspects may be easier or 
more complex to address depending on the chosen approach, as 
suggested by Jinlin in [6]. 

A major aspect to consider outside of overall computational 
efficiency is pre-existing knowledge of exactly what the input 
will contain. For most types of applications, you may have a 
general idea of what an image input might be, as seen by an 
autonomous vehicle. However, when operating in a real working 
environment, there will often be unexpected obstacles or various 
unforeseen conditions. If everything about the image input is a 
constant factor, then a machine learning model may be more 
appropriate given that certain features must be selected to 
construct the model, which generally suggests some pre-existing 
knowledge about what exactly will be seen by the system. A 
neural network, on the other hand, does not require pre-existing 
information about specific features, rather just an understanding 
of input dimensionality, resolution and a general expectation of 
content. 

Specifically, in this type of agricultural application, there 
exists the potential for significant amounts of variation. 
Identifying areas in the sky region can depend on weather 
conditions and time of day. This consequentially has an effect 
on the other regions because if the sky is clear and the sun is out, 
the grass and crop will be illuminated, but depending on the 
direction of the sunshine with respect to the crop, it may cast 
shadows on the grass which looks different from grass in 
conditions where lighting is not an influence. The crop region is 
by far the most complex. It is possible when examining close up 
parts of plant matter belonging to crops to misidentify them as 
sections of surrounding grass. The anatomy of the corn stalks 
and the time of the season for harvest also influence the color 
and texture of the crop, which further complicates classification. 
The grass region could have patches of dirt, inconsistent grass 
length, or even unexpected items sitting on the ground. Given 
the qualities of this type of input data, it might be easy for one 
to say that a neural network model would be the best pick in 
every case due to the various complexities however, a machine 
learning model can be designed with certain specializations in 
mind that might require a more complex neural network model 
equivalent. There are too many facets to machine learning and 

 

 
 

Figure 1: The three main input samples that will be examined, 
referred to throughout the analysis as Fig. 1A (left), Fig.1B (center), 
Fig. 1C (right) 
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neural network models for a logical one to one comparison for 
this application, therefore this investigation will focus on the 
specialization that each type of model can offer with an analysis 
of various techniques and methods seen in [1,3,11,12]. 

For the machine learning model, feature specialization will 
be emphasized, and for the neural network approach, model 
flexibility will be emphasized. This will be shown by examining 
a machine learning model that used a greyscale input for texture-
based identification and a convolutional neural network that 
uses color input images. To maintain an unbiased comparison 
between the model performance, the preprocessing and post-
processing schemes are kept consistent. The main alternative to 
these methods is a signal processing approach based on the 
Hough Transform. Variations of techniques involving the 
Hough transform have been the most commonly used methods 
for row detection in agricultural applications. Associated 
filtering techniques and processes like morphological 
mathematics are required for this kind of machine-vision based 
method. 

In the comparison of the machine learning and neural 
network models, three different variations of an input image will 
be compared.  First, Figure 1A is the typical input where the crop 
is in the expected condition, and there exists some but not overly 
dramatic distortions in the grass region caused by shadow. The 
second figure, 1B, is a close-up view of a corn stalk at the ground 
level. This view contains a minimal amount of the grass region 
and is highly relevant because the grass and corn regions share 
several attributes. The program does not have predefined 
information indicating that it should expect the grass region to 
be present all the time.  If it did, then when facing the crop head-
on, it would incorrectly interpret part of the crop region to be the 
grass region, which would be highly undesirable. Because the 
crop region is the most varied with several different textures and 
colors, a close-up view has the potential to further complicate 
analysis if previous training data was based on the crop observed 
from a more expected orientation. The third figure, 1C, is an 
unexpected input on multiple different levels. The lighting and 
condition of the crop are the main unexpected factors. If the 
analysis method is insensitive to color, this by itself does not 
pose a major concern; however, if the crop is in a different 
condition than was expected based on training data, it may pose 
identification issues. Additionally, there is an unexpected object 
on the grass in the distance. In a real-world application, if a 
farmer were to leave something like farm equipment or an 
unexpected item in the field, it is important to observe, 
especially for the training based methods, how the model reacts. 

II. PRE AND POST PROCESSING 

There are several aspects to consider in terms of image 
preprocessing for training based approaches. The raw input 
image size is 5760x3840, and each input image is further broken 
up uniformly into segments. This preprocessing method was 
found to work well during the early stages of development 
because it is relatively straight forward to use and is capable of 
setting segment dimensions to their minimum reducible pixel 
size. As a comparison, preprocessing in the Hough transform 
based method employs denoising and other filtering techniques 
and processes the input image as a whole rather than segmenting 
it piece by piece and assembling a representation of the 
classification at the output. 

An important factor to consider is the size of segments that 
the input image is divided into and the training images of the 
same size. Recall that the input image is divided into segments 
where the model then determines which region of interest they 
belong to (sky, grass, or corn). When cconsidering possible 
dimensions for a given segment, the larger the segment, the 
greater the chance it will include more than one region. 
However, the smaller the segment, the greater the possibility that 
it is not distinguishable from other parts from the image. For 
example, a very small piece of a corn plant image may look 
indistinguishable from the grass. This means that the segment 
size is an important design decision, and there are potential 
tradeoffs to consider, including post-processing. 

If segment size is too large using the grid based segmentation 
method, the resulting predictions will be limited in resolution. 
Depending on the needs of the autonomous vehicle, a lower 
resolution might be accurate enough, but if individual sections 
of the crop at a close up ground level need to be identified, then 
a more complex preprocessing method is required. 

In the case of constructing a training image directory, the 
segment size must be large enough to contain an identifiable 
pattern. This means that when using texture to interpret input 
data, the segments will always need to be larger when compared 
to using color because a pattern cannot be defined in one pixel. 

 
Figure 3: Representation of sliding window that moves across the 
input image in order to produce segments which feed into the 
model 
 

 
 

Figure 2: Example division of the input image into 4 equal parts 
where each part shares the same aspect ratio as the original 
input 

 

Figure 4: General block diagram for both the machine learning and 
neural network implementations 
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There is a finite amount of pixels available in each input image. 
However, it must also be considered that there is a finite amount 
of area per input image. This is relevant because a pattern takes 
up much more room than small pixel groupings, which means 
that later in the program, if the prediction is mapped at a 1:1 ratio 
using a simple grid division, resolution may be compromised. 

Some form of processing needs to happen to the input image 
to check it one segment at a time with the model.  Figure 4 shows 
the general structure of the implemented training based methods.  
The model then outputs a prediction of what the correct label is 
for a given piece. The dimensions of the training images and the 
input to the model must be the same, and there is a finite number 
of pieces of the input when using the simple grid division 
method described previously. Using the second method shown 
in Figures 3 and 5, the number of pieces the model can process 
per input is increased, and the accuracy of the overall row 
detection prediction is increased. This is because any given piece 
may contain more than one pattern, so a sliding window across 
would capture more detail in cases where one region begins and 
another region ends (for example, the boundary between the 
grass and the corn). 

Unlike the Hough based method, a certain amount of post-
processing is required due to the fact that the original input is 
broken up in the preprocessing phase in order to apply the 
models.  The post-processing method is the same for both 
segmentation schemes discussed in the preprocessing section.  
The original image input dimensions are related to the number 
of segments when no overlapping is implemented where: 

𝑯𝒐𝒓𝒊𝒈𝒊𝒏𝒂𝒍 = 𝑯𝒔𝒆𝒈𝒎𝒆𝒏𝒕 ∗ 𝒏                                            (1) 

𝑾𝒐𝒓𝒊𝒈𝒊𝒏𝒂𝒍 = 𝑾𝒔𝒆𝒈𝒎𝒆𝒏𝒕 ∗ 𝒏                                          (2) 

# 𝒐𝒇 𝒔𝒆𝒈𝒎𝒆𝒏𝒕𝒔 = 𝒏𝟐                                                (3) 
 

In equations 1-3, n represents the number of segments in 
each row and column.  With overlap, an overlap factor is chosen 
based on how tightly knit the regions are in the input.  If regions 

are highly intermingled, this factor is increased, which makes it 
easier for the model to identify regions as a whole because, on a 
per-segment basis, there is a greater chance of observing a 
distinct region rather than multiple regions in a given segment. 

During development, color filtering techniques were also 
examined as a possible preprocessing stage. Unlike the Hough 
transform based method which uses a series of complex filtering 
techniques in order to identify the crop, a simple mask can be 
applied to the input based on predefined ranges of color pixel 
values.  If this method worked 100% of the time, it would be an 
attractive solution to the identification problem, although for this 
application, two out of the three distinct regions present in the 
image have overlap in both their color ranges and texture 
patterns which is demonstrated in Figure 6. 

It could be argued that identifying the sky region is not useful 
if an autonomous vehicle will be traveling on the grass 
throughout a series of farm fields, however, differentiating the 
crop from the sky specifically, offers important spatial data 
which may be relevant for autonomous vehicle orientation and 
potentially even data which could be used in order to determine 
the height of a crop from the ground up. 

III. MACHINE LEARNING MODEL 

The machine learning model consists of a classifier, a pool 
of training images, and a specific set of features in order to 
construct a model.  For this application, a Random Forrest 
classifier is used. In testing for this application, the classifier 
effectiveness of the machine learning model was found to be 
relatively consistent among commonly used classifier types.  
The holdout method was applied to verify classifier 
effectiveness, where data was separated into train and test 
partitions.  Classifier choice is not the main design decision that 
dictates performance, rather it is the selection of specific 
features.  The machine learning model implements a filter bank 
of Gabor filters. Gabor filters are a specific type of bandpass 
filter used to identify various patterns in a given texture. Gabor 
filters are a type of modulated Gaussian function and have 
several parameters including wavelength, angle, standard 
deviation, phase offset, and aspect ratio, shown by Rafi in [5]. 

The result shown in Figure 7 demonstrates some of the 
rigidness associated with the need for predefined features as well 
as a reliance on the training pool.  In this case, there is a 
significant amount of misidentification between the corn and the 
grass regions and low accuracy in the most critical areas of the 
image, which are at the boundaries. 

 
Figure 7: Machine learning model application on input 1C using 
simple grid division and mapping method set to display predictions 
in excess of 65% confidence where any classification that falls 
below this threshold is not mapped, thus creating the white areas 
which are voids in the mapping 

 
Figure 6: Example of color based pixel identification to attempt to 
separate differentiate regions where the left shows perfect isolation 
of the sky region and the right shows unsuccessful separation of the 
crop region due to shared colors and textures with surrounding 
regions 

 
Figure 5: Representation of simple grid division of the input image 
(left) and generation of overlapping segment of the input image 
(right) 
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The result shown in Figure 8 demonstrates better 
performance with fewer predictions falling short of the set 
threshold accuracy. However, there is still an undesired area of 
misclassification of the crop region with a section of the grass 
region.  Even with the implementation of a more complex 
preprocessing method and considering other small parameters 
that can be adjusted to tweak accuracy, the main factor 
influencing performance is still feature diversity.  It would be 
possible to keep adding features and check performance 
afterward but the associated feature matrix is already 
significantly large containing several million elements. Adding 
more features in this way may be inefficient for this application. 

Because the input data is two dimensional, the filter 
parameters also include X and Y coordinates.  In order to 
construct a filter bank, these parameters must be systematically 
incremented to produce several Gabor filters across the 
spectrum. It is then possible to identify the filters that contribute 
most to the feature matrix of the machine learning model. 

IV. NEURAL NETWORK MODEL 

One of the more prominent overarching benefits when 
comparing using a machine learning model and a neural network 
model is the reliance on pre-existing knowledge of the system. 
The machine learning model requires the use of features, and 
knowing the most appropriate features has an impact on the 
accuracy. On the other hand, when using the neural network 
model, certain pre-existing knowledge like features is not 
required. Instead of features and classifiers being the main 
construction for the model, parameters and layers are the main 
focus. First, the three main parameters of interest are the training 
cycle (epochs), iterations, and batch size. When changing these 
parameters, the size of the model is a consideration. Similar to 
the machine learning model, the neural network model is saved 
after it is trained to prevent having to train data multiple times 
during normal operation. In the case of the machine learning 
model, the size of the saved model is proportional to the number 
of features in the feature matrix, whereas, in the neural network 
model, the memory used can be effected by the number of 
training cycles. Similarly, the batch size dictates how many sets 
of samples will be processed at a time for training. Smaller batch 
size will train faster and require less memory where a larger 
batch size will ideally have greater accuracy at the cost of 
training speed and memory resources. 

Getting a clear sense of the effect of these parameters is 
important, so there is a benefit to examining data related to 
varying these parameters and the impact on the model.  
Changing the layers and changing these three main parameters 
are the main ways to influence the effectiveness of the model.  
There are several aspects to consider when designing the model, 
but the main ones are the activation function, optimizer, and loss 

function. Secondary factors to consider are training cycles and 
batch size. A discussion of the relevant layer types used for this 
model is important to understand its overall effect. A dropout 
layer is meant to reduce the chance of developing a model that 
overfits to training data by randomly removing nodes. This, in 
effect, regularizes the network by decreasing its size. It means 
that any single feature cannot be relied upon because it could be 
randomly eliminated from the model. An unbalanced scheme 
that is overly dependent on one subset of features would be 
detected by observing the effects produced by applying this 
layer to a model. While the dropout layer works to prevent 
overfitting, pooling layer downsamples, as shown by Kim [10]. 

The next relevant neural network functionality that needs to 
be addressed is pooling.  When applied to an image, pooling 
downsamples the input, by reducing the number of pixels 
systematically. Effectively the pooling operation works like a 
sliding window across the input. By reducing the resolution of 
the data, this helps to decrease the number of weights required. 

The convolution layer detects the desired patterns in images 
where a filter and convolution window transform the input. This 
is essentially just scanning over image pixels of predefined 
window size and calculating the dot product per each window.  
The loss function and optimizer work together to minimize loss 
through the best possible calculation of model weights, while the 
purpose of an activation function is essentially just a transform 
from an input to the output of a neuron. 

The RMSprop optimizer is essentially the moving average 
of the square of gradients. Comparable to Adam, which is 
regarded as the most used optimizer, RMSprop is one of the 
most widely used. The choice of the optimizer is highly 
application-specific, and through testing, RMSprop was found 
to deliver consistent results.  This is most likely due to the 
averaging operation applied by RMSprop rather than the 
gradient descent, which is used by Adam. 

Sparse categorical cross-entropy is used for the loss function 
of the neural network model. Categorical cross-entropy based 
loss functions are appropriate because they are designed for 
single label categorization. In an application where a particular 
region could be categorized as more than one thing, this type of 
loss function would not be appropriate.  For example, it would 
not be logical for the grass to only sometimes be categorized as 
grass.  The Softmax layer increases maximum values and 
decreases minimum values, in effect normalizing the values so 
that probabilistic functions can be applied to the data. 

Relu, (Rectified Linear Unit) is one of the most commonly 
used activation functions in neural networks, mainly for its 
general performance in both quality and computational 
performance. Other activation functions might produce slightly 
better performance for this application at the tradeoff of being 
more computationally intensive. In a real-time application, 
identifying all possible sources of preventable lag are critically 
important. Relu passes all inputs above zero and suppresses all 
inputs below zero. This design choice would also become more 
relevant if a deep neural network were to be considered instead. 
Compared to activation functions like a hyperbolic tangent, 
which are fundamentally bounded mathematically, Relu 
performs better in cases where many layers introduced gradient 
related issues for the performance of a model shown by Guo [9]. 

 
Figure 8: Machine learning model application using overlapping 
preprocessing method 
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V.  RESULTS 

When comparing the training based (machine learning and 
neural network) approaches specifically, it is important to 
compare the preprocessing methods which offer varying levels 
of output resolution. As an example, Figure 9 shows the effect 
of increased overlapping in the preprocessing stage on the same 
input.  The result is a more defined resolution at the cost of 
computation time, and the same results are observed when using 
the machine learning model. The main effect of the 
preprocessing method for both training based model types 
comes down to resolution. Minimum resolution with consistent 
accuracy may be a suitable solution for this type of application. 
Over-processing the input to achieve higher resolution sacrifices 
real-time performance for possibly unneeded accuracy. 

Regarding the state of prediction output for each model, how 
neural network model output is relatively straight forward as far 
as expected accuracy while the machine learning model output 
requires some interpretation of the predictions before a final 
output is established.  Training pool size and the reliance on 
training data is also a consideration. A diverse and extensive 
pool of training data is required for the machine learning and 
neural network models, while the Hough transform based 
method does not require this. 

Figure 10 shows some of the challenges when designing the 
neural network model for this application.  On the left is an 
application of the neural network model with relatively high 
accuracy on the order of 97% while on the right is the same 
model with the use of a different optimizer.  This creates near-
perfect classification in two of the three regions with mass 
misclassification in the other region.  Model reusability is also a 
consideration compared to Hough transform based methods, 
which may require the change of several parameters with a 
change in environment. If expected crop conditions are known 
beforehand, different models can be swapped out as needed for 
changes in the seasons. 

Another factor to consider is the actual application in the 
field in terms of real-time response. Both the machine learning 

and neural network applications are GPU intensive. Also, the 
Hough transform application relies on several predefined signal 
processing functions. All of these have the potential to be 
computationally intensive when running with onboard hardware 
and not in a simulation. 

Another similar application explained by Cheng in [2] where 
we can draw some parallels is detecting curbs on roads and 
sidewalks for autonomous vehicles.  Curb detection could 
employ classifier based techniques, along with geometry-based 
techniques.  Unlike for curb detection, this application does not 
have regular distinct and reliable geometries to rely on, rather it 
contains loosely expected textures and colors.  The Hough 
transform based method relies on the input image’s pixel color 
data converted to the HSV (Hue, Saturation, Value) color space 
after noise removal and binarization operations, the data is in a 
state where the Hough transform can be applied.  The Hough 
transform essentially maps points in the image to a parameter 
space to construct decision boundaries. Depending on 
application specifics, there could be a few issues with using this 
method, as suggested by Tu in [7] and Zheng in [8]. 

It could be argued that using a Hough transform based 
method could be performed more efficiently in terms of 
computational intensiveness because of the difference in 
preprocessing compared to the training based methods.  In the 
example of curb detection previously mentioned, identifying the 
vanishing point in the input image is an important part of the 
program function in order to establish a sense of depth and 
forward target.  For the neural network and machine learning 
implementations, in an expected orientation, the vanishing point 
could be implicitly determined by the point at which all three 
regions meet. 

Shown in Figure 11 is the ideal result for the binarization 
stage, where the crop is clearly distinguished.  In cases where 
the positioning of the crop or the orientation of the camera is 
more complex, binarization results become less defined, which 
results in the calculated decision bounds becoming less reliable. 

In cases where the autonomous vehicle might make a turn, 
the camera input may be in an orientation where it is head-on 

 

 
Figure 10: Example of neural network model tuning for input Fig. 1A 
The result on the left is relatively consistent and the result on the right 
exhibits a large amount of misclassification but only in one region 

 

 
Figure 11: Hough transform preprocessing binarization showing 
crop and grass separation with the sky seen as the same type of area 
as the grass 

 

 
Figure 9: Overlap factor of 2 (left) and overlap factor of 4 (right) for 
1B showing enhanced resolution and clear separation of crop and sky 

 

 

TABLE I.  TABLE OF OPTIMIZER EFFECTIVENESS 

SGD Not Effective 

Adadelta Somewhat Effective 

Adagrad Somewhat Effective 

Adam Somewhat Effective 

Adamax Somewhat Effective 

Nadam Not Effective 

RMSprop Highly Effective 
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with one of the regions rather than observing it from an expected 
viewpoint.  When analyzing this type of input, the Hough 
transform becomes more inconsistent in the binarization stage. 
As shown in Figure 12, the grass and corn regions are heavily 
intermingled, which ultimately makes it difficult to form a 
decision boundary.  A neural network scheme can more 
accurately differentiate regions without any other functionality 
or filtering stages required. 

When analyzing the three distinct variations of input images, 
it becomes clearer what the possible strengths and drawbacks 
are for each method.  In the case of inputs 1C and 1A, which 
exhibit relative uniformity in orientation, the Hough transform 
based method is highly applicable.  Input 1C poses the same 
issues with the training based methods due to the unexpected 
change of one of the regions. 

The binarization stage of the Hough transform based 
detection method is consistent for uniform rows at a uniform 
perspective. However, any number of factors having to do with 
changing the input may introduce undesired effects.  The major 
strength of the Hough transform based method is that it doesn't 
require a pool of training data or extensive post-processing. The 
drawback is in its lack of flexibility under certain input 
conditions where it performs very well in an expected 
orientation but would require extra functionality added if certain 
environmental factors changed from one input image to the next. 

Regarding the neural network scheme, as long as it has a 
robust training pool, it is highly adaptable in catching 
unexpected input conditions.  In contrast, the machine learning 
model, whose inherent issue is establishing the proper features, 
still maintains this adaptive quality with a robust training pool.  
Also, the HSV color space is somewhat resilient in 
differentiating lighting conditions as seen in [4] by Kaur, 
however, with changing grass or crop color throughout the 
season or even operation during dusk or evening times, the 
flexibility of multiple different models that can be swapped out 
as needed becomes an option worth considering. 

VI. CONCLUSIONS AND FURTHER WORK 

 The paper presents preliminary analysis and results of a 
Neural Networked based algorithm to detect rows so that farm 
vehicles can autonomously navigate through corn fields 
without damaging the crops. Challenges due to color and 
texture similarities in the crop rows were addressed and 
successfully resolved in the preliminary analysis. In order to 
rival the performance seen by the neural network model, the 
machine learning scheme requires several optimizations, 
including the consideration of additional features. Also, the 
Hough transform based identification isolates the crop region 
by differentiating it from everything else, but unlike the 
machine learning and neural network approaches, it does not 
offer specific information on the other surroundings like the 
sky.  Even though the Gabor filter is an excellent feature to 
identify textures, other factors like optimal classifier choice, the 
calculation time for higher resolution data, and overall 
resilience of model performance for a given input clearly 
suggest that for this type of complex classification problem, a 
neural network model is easier to implement.  Further work will 
consist of modifying the preprocessing stage to allow for video 
input and increasing the complexity of the neural network 

implementation. The algorithm will be further tested on other 
crops such as soybeans to test the stability of the algorithm. 
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Figure 12: Hough transform preprocessing binarization of input 
example 1B showing indistinct separation results 
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Abstract- In this work we have proposed p-TiO2-GO 
nanocomposite field effect transistor based ethanol 
sensor. p-type TiO2 nanoparticles was prepared by 
sol-gel method and mixed with 2 wt% aquas solution 
of graphene oxide (GO) and sonicated for 30 min. The 
nanocomposite was prepared in combination of 5 
vol% p-TiO2 nanoparticles with 95 vol% GO. The 
morphological and structural characterizations of  
developed nancomposite were carried out with field 
emission scanning electron microscopy (FESEM) and 
Raman spectroscopy techniques, respectively. The p-
TiO2-GO field effect transistor (FET) sensor showed a 
response magnitude of 6% in terminal structure when 
VGS=0 and 41% as in three terminal structure when 
VGS=0.65 V in the exposure of 100 ppm ethanol at 
100°C. The p-TiO2-GO FET showed maximum ~7 
times amplification in sensitivity due to application of 
positive gate voltage.    

Keywords- TiO2-GO hybrid, FET, Ethanol sensing, 
Amplified sensitivity 

I. INTRODUCTION 

Highly stable and low power gas/vapor sensors 
along with low operating temperature is of great 
interests for the researchers. A number of 
experiments and techniques have been reported to 
develop a highly efficient vapor sensor [1]. Ethanol 
is one of the important volatile organic compounds 
(VOCs) used in multiple industrial and domestic 
applications. Low ppm and low temperature 
detection of ethanol is important to monitor the 
quality of alcoholic beverages, restrict drunk 
driving, diagenesis diseases though breath analysis 
[2].     
Different materials and methods have already been 
implemented for efficient detection of ethanol by 
using solid state vapor sensors. Graphene and its 
derivatives like graphene oxide, reduced graphene 
oxides are potential candidates are reported for 
gas/vapor sensing in recent years. Graphene oxide 
(GO) in composites with metal oxides nanoforms 
attract a significant attention in recent days. Not 
only the gas/vapor sensing applications, GO-metal 
oxide nanocomposites have proven themselves as a 
promising candidate in different applications like 

photocatalysis [3], solar cells [4, 5] etc. The 
nanocomposites have many advantages like high 
mechanical strength, high specific area, low 
activation and sufficient fictional groups. Also, 
graphene serves as strong substrate in the formation 
of nanocomposite [6]. The formation of p-n 
junction on the synthesis of hybrid leads to a better 
performance than pure material [7]. The hybrid 
provides excellent chemical and electrical 
properties which in turn improves the sensing [8]. 
Various reports have been published stating the 
improvement in sensor performance by united 
effect of both graphene oxide and metal oxide. 
Rare experiments have been done by the 
researchers in the field of graphene field effect 
transistor for gas/VOC sensing. Nakaruma group 
have reported graphene FET based gas sensor with 
Si/SiO2 surface having enhanced surface adsorption 
sites [9]. Luszczek and co-workers reported the 
modelling of a top gated graphene field effect 
transistor (GFET) which was suitable for electronic 
sensing application [10]. Liu and group synthesized 
single graphene field effect transistor (FET) which 
showed selective sensing towards NO2 NH3, H2O 
and CH3OH [11]. Lu and group have demonstrated 
the ultra-fast ammonia sensing by fabricating 
positively gated reduced graphene oxide field effect 
transistor. They have reported fast, repeatable and 
room temperature gas sensing [12]. Rumyantsev 
and co-workers have showed selective sensing of 
individual gases by using graphene devices. They 
demonstrated the sensing in terms of two 
parameters - low frequency noise and memory step 
[13]. Inaba and co-workers have fabricated 
graphene field effect transistor gated by ionic liquid 
for ammonia sensing [14]. Larisika and group have 
reported olfactory biosensor based on reduced 
graphene oxide field effect transistor [15]. 
Until now, the nanocomposites of graphene, 
graphene oxide or reduced graphene oxide with 
metal oxides in   FET structure for gas/VOC 
sensing has not have been explored by the 
researchers. Herein, we have investigated the FET 
behaviour of nanocomposite for the efficient 
detection of ethanol. p-TiO2 nanoparticles  
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Fig. 1 FESEM images of (a) pure p-TiO2 nanoparticles (S1), (b)  p-TiO2 nanoparticles-GO hybrid (S2), (c) GO nanosheet (S3). 

decorated graphene oxide field effect transistor 
were fabricated for ethanol sensing. An amplified 
sensor response was achieved with an accurate gate 
voltage (VGS = 0.65 V) which was 7 times more 
than the sensor response obtained in the two-
terminal planar configuration. 

I. EXPERIMENT 

p-TiO2 nanoparticles were fabricated by sol-gel 
method where 2 ml of titanium iso-propoxide 
(TTIP) was added into acetic acid dropwise. This 
solution was kept inside an ice bath under stirring 
condition. After that 40 ml of deionized water was 
added to the mixture of TTIP and acetic acid and 
was kept under continuous stirring for 90 min. As-
prepared TiO2 solution was kept in an 
unilluminated place for aging which lead to the 
change in the colour of the TiO2 solution from 
translucent to hazy [16]. Dense (6.2g/L) graphene 
oxide solution, purchased from graphene 
supermarket was used. 0.2 wt% aqueous solution of 
graphene oxide was prepared for the formation of 
nanocomposite. To synthesize the nanocomposite, 
5 vol% of GO solution and 95 vol% of pure p-TiO2 
nanoparticles solution were mixed properly through 
sonication.  
FET sensors were fabricated with pure p-TiO2 
nanoparticles (S1), p-TiO2-GO nanocomposite (S2) 
and pure GO solution (S3). All the three solutions 
were deposited on SiO2/Si (500 µm thick <100>) 
substrate with the help of dip coating technique 
(Appex Instruments: Xdip-SV-1). This SiO2/Si 
wafer which was taken as the substrate was cleaned 
with ethanol and was cut into 1cm × 1 cm for 
sample formation. Gate contact was taken from the 
back side of the substrate after selective HF etching 
of SiO2 layer. All the three samples were kept for 
annealing at 250 �C for 5 hours. 
Morphological characterization of all the three 
samples (pure p-TiO2 nanoparticles, pure GO 
solution and the p-TiO2-GO nanocomposite) were 
done through FESEM (Fig.1). Structural 
characterization was confirmed by Raman 
spectroscopy (Fig.2).  
All the fabricated sensors were tested for ethanol 
sensing in a sealed glass chamber (450 ml) with a 
gas inlet, outlet and electrical measurements 

facilities.  The sensor setup has already been 
explained in our previous reports [17],[18]. Dry 
synthetic air (N2:O2=4:1) was used as the carrier 
gas and a constant flow of 450 sccm was used in 
throughout sensor study. The response magnitude 
of each sensor was calculated using [(Ia-Ig)/Ia]x100 
where Ia is the current of the sensor measured in air 
ambient and Ig is current of the sensor measured in 
ambient.   

III. RESULTS AND DISCUSSIONS 

(a)  Material Characterization  

A dense and continuous layer of pure p-TiO2 
nanoparticles was observed in S1 sample by 
FESEM (Fig1.a). The size of the TiO2 
nanoparticles synthesized was approximately 10 
nm.  The uniform decoration of p-TiO2 
nanoparticles on GO nanosheets is seen the 
nanocomposite formed (S2) (Fig.1b). Scanning 
electron micrograph also confirmed that the 
nanocomposite formed has not affected the 
morphology and structure of both p-TiO2 
nanoparticles and GO (Fig.1b).  
Structural characterization of the three samples 
were studied using Raman spectroscopy which is 
depicted through two scans; one from 100 cm-1 to 
700 cm-1 (for anatase TiO2) and the other from 
1200 cm-1 to 1800 cm-1 (for GO). Raman 
spectroscopy was done using the green laser (500 
nm) at room temperature (300 K). The anatase 
crystallinity of p-TiO2 nanoparticles in S1 is 
verified by the modes Eg (144 cm-1), Eg (199 cm-1), 
Bg (399 cm-1) and Eg (639 cm-1) (Fig2.a) [19]. The 
sharp intensity peaks D and G in pure graphene 
oxide sample (S3) are observed very clearly. The p-
TiO2 nanoparticles-GO hybrid sample  (S2) 
comprises of very low intensity Eg (144 cm-1), D 
and G peak which confirms the presence of both in 
the TiO2 and GO. A sharp peak around 525 cm-1 is 
appearing in all the three samples due to the silicon 
of SiO2/Si substrate.   

(b) Sensor study in two terminal structure (VGS=0)  

All the fabricated sensors i.e. pure p-TiO2 
nanoparticles, pure GO and the p-TiO2-GO 
nanocomposite FETs were tested for ethanol  
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Fig. 2. Raman spectroscopy study in the wave number of (a) 100-700 cm-1, (b) 1200-1800 cm-1. 

 

 
Fig.3 Transient behaviour in two terminal structure of the sensors (VGS=0 V) for (a) p-TiO2 nanoparticles, (b)  p-TiO2 nanoparticles-GO 
nanocomposite and (c) GO,  Repeated cycles study in the exposure of 100 ppm ethanol for (d) S1 (e) S2 and (f) S3

sensing at 100 �C. The base line resistance of p-
TiO2 nanoparticles and pure GO was 550 KΩ and 
1.44 MΩ respectively at 100 �C. The p-TiO2-GO 
nanocomposite showed a resistance of 200 KΩ. 
This drop in the base line resistance of the 
synthesized nanocomposite is due to the formation 
of Ti-O-C bond and the transfer of holes from p-
TiO2 nanoparticles to GO upon formation of 
nanocomposite [20]. The nanohybrid acted like C 
doped TiO2 and thus exhibited a higher stability 
and higher conductivity [21]. The transient 
response of all the three samples were taken in two 
terminal structure i.e. VGS=0 in the range from 300 
ppm to 25 ppm and shown in Fig. 3. p-TiO2 sensor 
(S1) exhibited relatively high response (~30% in 
300 ppm) as compared to others (Fig. 3a). The 
response magnitude of pure GO sample (S3) was 
very low among all the samples and also this 
sample was not able to sense below 100 ppm (Fig. 
3c).  S2 had shown a moderate response magnitude 
of ~8% in 300 ppm ethanol at VGS=0 (Fig. 3b).  
The p-type behaviour of pure TiO2 nanoparticles 
were due to the presence of excess oxygen and 

deficiency of vacancy (Vo) type defects. Holes as 
the majority carrier was confirmed by the reduction 
of current on exposure to reducing type ethanol 
vapours. [22]. Also, adsorbed oxygen on the 
surface of graphene oxide extinct the electrons in 
GO which is responsible for its p-type behaviour 
[23],[24]. The p-TiO2-GO hybrid also showed the 
p-type behaviour during ethanol sensing. On 
exposure to a reducing vapour i.e. ethanol, 
electrons are attracted towards the surface of p-
TiO2 nanoparticles and GO resulting in a 
recombination process of holes and electrons and 
thus current is decreased which is depicted in 
transient (Fig. 3). The stability behaviour i.e. 
repeated cycle study all the three sensors i.e. p-
TiO2 (S1), p-TiO2/GO  nanocomposite (S2) and 
pure graphene oxide (S3) are shown in Fig.3.d-f.   
The reapted    cycles for pure graphene oxide 
sample  depicted a lower drift idicating less 
stability behaviour as compared to the p-TiO2/GO  
nanocomposite.  
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(c) Amplified sensitivity in FET structure (VGS>0) 

 

Fig.4 Schamatic of p-TiO2/GO  FET with essential biasing 
arrangement. 

The three terminal device structure with applied 
back gate potential (VGS) is shown in Fig.4. All the 
above transients were taken in the two- terminal 
configuration with no gate voltage applied (VGS= 
0). Being a pure metal oxide, S1 was unable to show 
any FET behaviour i.e. VGS effect. The devices S2 
and S3 in three terminal configurations showed a V 
shaped current – voltage (IDS-VGS) characteristics 
with a minimum drain current point known as the 
Dirac point  (VDriac). IDS-VGS characteristics were 
taken at different drain voltages (VDS = 0.2 V – 1 
V) to analyse the ambipolar nature of graphene 
oxide and structure (Fig.5).  
The majority carrier concentration p-TiO2-GO 
nanohybrid in field effect devices can be altered 
from holes to electrons in the 2D channel with the 
help of applied suitable gate potential. S1 the pure 
TiO2 nanoparticles sample did not show any 
ambipolar behaviour and S3 showed very low 
unstable response (Fig. 3c,f). So, the p- TiO2-GO 
nanocomposite sample was taken for sensor study 
only.      
 

IDS-VGS characteristics in air ambient and 100 ppm 
ethanol for the nanocomposite was measured at 
VDS= 0.5 V and at 100 �C (Fig6.a) and 
simultaneously the response magnitude was 
calculated for different VGS (Fig.6.b).The response 
magnitude was calculated using the formula [(IDS air 
- IDS ethanol)/IDS ethanol]×100. At VGS= 0.65 V response 
spike of 60% magnitude was obtained for the 
nanocomposite sample.  After that the transient was 
measured at VGS = 0.65 V and VDS=0.5 V from the 
range of 300 ppm to 25 ppm (Fig6.c).  The 
sensitivity obtained was 41 % in exposure to 100 
ppm ethanol at 100 �C which was 7 times higher 
than the response magnitude obtained with two 
terminal devices.  

IV. CONCLUSION 

Herein, we have prepared three sensors were 
prepared i.e. pure p-TiO2 nanoparticles, pure GO 
and p-TiO2-GO nanocomposite. p-TiO2 
nanoparticles- GO field effect transistor exhibited 
extraordinary high sensitivity at appropriate gate 
voltage. FESEM confirmed the decoration of p-
TiO2 nanoparticles on graphene oxide without any 
structural deformation. Raman spectroscopy 
showed the anatase crystallinity of TiO2 

nanoparticles and presence of graphene oxide in the 
nanocomposite. The ambipolar nature of graphene 
oxide is depicted through the IDS-VGS characteristic. 
In conclusion, an amplified sensor response has 
been achieved by with p-TiO2-GO field effect 
structure by applying a specific VGS measured from 
the two IDS-VDS characteristics in air and VOC 
ambient respectively. An amplified transient 
response measured by S2 at VGS = 0.65 V was 7 
times more than the transient obtained in two 
terminal configuration (VGS = 0 V) from 300 ppm 
to 25 ppm at 100 �C.  

 

 

 

  

Fig. 5. IDS-VGS characteristics varying VDS from 0.2 V to 1 V.  (a) p-TiO2-GO nanocomposite FET, (b) pure GO-FET 
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Fig.6. p-TiO2-GO FET. (a) IDS-VGS characteristics in air and ethanol, (b) measured response magnitude from IDS-VGS characteristics, (c) 
amplified transient response S2 at VGS=0.65 V. 
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Abstract—In spite of advances in electrical and computer 
engineering, the issue of blackouts in the power grid has not 
been solved. A new method is proposed to alleviate 
transmission line overloads, created by the outage of a single 
transmission line. An overloaded transmission line may trip, 
causing power to be redistributed to other transmission lines, 
which may get overloaded themselves. This may lead to 
cascading outages, destabilization, and blackouts. The 
proposed new method uses the PSS®E to shed load from 
specific buses and to reduces power output of specific 
generators. The method was applied to the IEEE 39-bus power 
system using additional softwares Python, and Excel. All 34 
transmission lines were disconnected individually and 
transmission lines were monitored for overcurrents. The 
proposed method for reducing loads and generation was found 
to successfully remove overloads of transmission lines, 
ensuring stability and continuity of power. The method was 
found to be effective for power system protection. The method 
may not be optimal, but may be practical for implementation. 

Keywords—contingency, generation rescheduling, load 
shedding, overload, power system protection 

I. INTRODUCTION  

Among the last unsolved remaining problems with the 
power grid are blackouts, most notable of which are the 
2003 blackout of Eastern US, and the 2012 blackout of 
India. This paper focuses on the possibility of blackout from 
outage of a transmission line.  

When a transmission line gets disconnected, its power 
flow may be redistributed to the rest of the grid, which may 
result in overloading of remaining lines, possibly leading to 
cascading outages and system blackout. It is important to 
find effective measures to stop cascading outages arising 
from outage of a transmission line. 

In case of an overloaded transmission line, the human 
operator in a control center may try to bring the current 
through the line within operable limits, before the 
transmission line gets disconnected. This may be difficult 
for an operator since he must consider a range of complex 
factors before deciding on a remedial action. In addition, 
there may not be enough time for human response. Clearly, 
automated decision-making, or helping the operator to make 
an informed decision are preferred.  

Generator rescheduling (power reduction) and load 
shedding (disconnection) are two methods that can reduce 
overload. The overload of a single transmission line is not 
affected equally by all loads and generators. For removing 
overloads of any transmission line, it is desirable to select 
the most appropriate generator/s and/or load/s. Generator 

rescheduling or load shedding on their own may not be 
enough to solve overloading, and a combination of both may 
be more effective. 

A. Literature Review  

Reference [1] proposes alleviation of transmission line 
overload by power flow tracking, using the superposition 
method and proportional distribution principle. Based on the 
calculations, the generator output and/or load have been 
reduced. Reference [2] proposes alleviation of transmission 
line overload by decentralized communication and 
computation. Intelligent agents are installed at each 
substation for making autonomous decisions based on 
incomplete system information. Reference [3] proposes 
alleviation of transmission line overload using Particle 
Swarm Optimization (PSO) for generator rescheduling 
and/or load shedding. During a contingency, participating 
generators and load buses are selected using a Direct 
Acyclic Graph technique. Reference [3] classifies generators 
into a Generator Decrease group which contribute to the 
overload, and a Generator Increase group which do not 
contribute to the overload. Reference [4] proposes using 
local optimization for alleviation of transmission line 
overload by generation rescheduling and load shedding. 
Reference [5] proposes alleviation of transmission line 
overload by a knowledge-based system considering multiple 
transmission lines. Reference [6] proposes alleviation of 
transmission line overload using Newton-Raphson and fast 
decoupled load flow model.  

B. Method of Load Shedding and Generation Reduction  

This paper proposes the Reduction Method of Load and 
Generator Output (RMLGO) for alleviating transmission 
line overload. This new method determines the correlation 
of specific generators and loads with the overloaded 
transmission line. In this study, generator rescheduling 
mostly refers to reduction of generation output. Scheduled 
generation voltages mostly implies planned generator 
voltages.  

Using the PSS®E software, it was found that 
transmission line outage mostly leads to low power factors 
of generators. The proposed method attempts to bring the 
power factor of the generators within acceptable limits. This 
method is flexible as it can incorporate other safety 
measures. With all these new possibilities, power system 
security can be further strengthened. 

The proposed method was implemented using PSS®E 
software for power flow calculations, and was found to 
effectively simulate real-life power systems. It simulated 
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overloads created from different single transmission line 
outages on a IEEE 10-machine 39-node power system. It 
was successful in alleviating most overloads.  

The paper is organized with Introduction in Section I. 
Section II has Methodology, details of transmission line 
overload, system constraints, the proposed method and case 
study. Section III provides the simulation results. Section IV 
has further discussion, and Section V provides the 
Conclusion.  

II. METHODOLOGY 

A. Transmission Line Overload Alleviation 

Line flow can be changed by changing state variables of 
bus voltage magnitude and phase, which in turn can be 
changed by generator rescheduling and load variation [6].  

Transmission lines can be overloaded even though the 
bus voltages are within acceptable limits. It may be effective 
to decrease loads at specific buses to eliminate transmission 
line overloads. Load shedding at receiving end buses up to 
two lines away from the overloaded line was found to be 
satisfactory [4]. Removing the load completely at the 
receiving end of an overloaded transmission line does not 
necessarily remove the overload. Overloads of specific 
transmission lines are affected by specific generators and 
specific loads. It is necessary to identify the generators and 
loads having the greatest influence on overloaded lines, and 
reduce power output of those generators or reduce those 
loads until there is no overloaded line.  

B. PSS®E Software 

Power System Simulator for Engineering (PSS®E) is a 
software used for high-performance transmission planning 
and analysis [7]. It allows analysis of networks, and is found 
to be reliable and accurate. PSS®E is used in industry, is 
popular in the developed world, and is found in the 
academic literature. Application Programming Interfaces 
(APIs) of PSS®E are based on open PythonTM technology. 
PSS®E Xplore edition has been used, which is a free 
version available online. 

PSS®E has been used in this study for power flow 
calculations and simulation of the IEEE 39 bus power 
system.  The software uses Full Newton-Raphson power 
flow, to provide voltage, reactive power, and other 
parameters of the system. Based on the results, loads have 
been identified for disconnection, and generators have been 
identified for reducing power. Selected loads and generator 
outputs may be decreased simultaneously.  

C. Assumptions 

The following assumptions are made during power flow 
calculation: 

• All loads have constant impedance. 

• The transformer taps are fixed at the same position all 
the time. 

• Generator terminal voltages are within limits 

D. Overloaded Transmission Lines 

The current flowing through the transmission line is Ipq. 
The current flowing between the buses p and q can be 
written as [8]: 

 Ipq= -Ypq(Vp - Vq),      p≠q, p,q ϵ SN         (1) 

In equation (1), Vp is voltage at bus p, Ypq is admittance 
of line between p and q, and SN is the set of nodes or buses. 

The static rating (maximum current rating) of 
transmission line (p - q) is Ipq,max. The transmission line 
overload, ∆Ipq is given as follows:  

 ∆Ipq = Ipq – Ipq,max            (2) 

The line overload alleviation problem can be considered 
as an optimization problem and can be formulated as below 
[4]: 

 Minimize TOL (X) = Σpq ∈ OL (∆Ipq)2          (3) 

In equation (3), TOL (X) is Total Overload, OL is set of 
Overloaded transmission lines and X is state vector of the 
power system, consisting of the voltage magnitudes and 
phase angles 

To reduce the current from Ipq to Ipq,max new values are 
needed for the variables: (i) phase angles at buses p and q 
(δp, δq) and (ii) Voltage magnitudes at buses p and q (Vp , 
Vq). In order to get the phase angles and voltage magnitudes, 
the power flow equations must consider different control 
variables. The control variables are the scheduled voltages 
of generators, real power output of generators, and loads at 
different buses.  

To solve equation (3), an iterative solution is necessary 
since it is a large-scale nonlinear optimization problem. 

E. Control Variables Selection 

In the proposed method, the control variables are the 
loads at specific buses and scheduled voltages and power 
outputs at specific generators.  The method shows how the 
values of control variables are determined whenever there is 
any overload. The control variables have their effect in 
reducing overloads.  

F. Equality Constraints 

 The real power of the power system must fulfill the 
following equality constraint [3]: 

 g(x) = 0 ≅ Σi=1
NG (Pgi) - Pd - PL=0           (4)              

 In equation (4), Pgi is real power generated by the 
generator ‘i’, Pd & PL are  total real power demand and loss 
of the system and NG is the number of Generators. 

 The reactive power of the power system must fulfill the 
following equality constraint: 

 h(x) = 0 ≅ Σi=1
NG  (Qgi) - Qd - QL= 0          (5)               
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 In equation (5), Qgi = reactive power generated by the 
generator ‘i’, Qd & QL is total reactive power demand and 
loss of the system. 

G. Inequality Constraints of Control Variables 

The generator’s active power and reactive power output 
needs to be within the following range: 

 Pgi,min ≤ Pgi ≤ Pgi,max                          (6)               

 Qgi,min ≤ Qgi ≤ Qgi,max                          (7)                

In equation (6), Pgi,min is the lower limit of the active 
power output of generator ‘i’ and Pgi,max is the upper limit of 
the active power output of generator ‘i’. In equation (7), 
QGi,min is the lower limit of the reactive power output of 
generator ‘i’ and QGi,max is the upper limit of the reactive 
power output of generator ‘i’. 

H. Inequality Safety Constraints of AC Power Grid 

The node voltage magnitude in pu needs to be within the 
following range: 

 0.95 ≤ Vp ≤ 1.05                         (8)                   

In equation (8), Vp is voltage magnitude in pu at node p. 

The transmission lines need to operate within their static 
thermal rating: 

 - Ipq max ≤ Ipq ≤ Ipq max p,q ϵ SN           (9)                    

In equation (9), Ipq max is Static thermal rating of 
transmission line connecting the buses p and q.  

The phase angle difference in degrees between two 
nodes  p and q of a transmission line needs to be within the 
following range to ensure frequency is within acceptable 
range [9]: 
 

 -45o ≤ Ѳpq ≤ 45o                        (10)                  
 

In equation (10), Ѳpq is phase angle difference between 
nodes p and q in degrees 

I. Proposed Method 

The problem defined by equation (3) and all other 
constraints is a large-scale nonlinear optimization problem. 
The proposed method coordinates reduction in output of 
selected generators and reduction in load at selected buses. 
The method also fixes low power factors of generators by 
changing their respective scheduled voltages and by 
shedding reactive loads. 

Initially, the safe operating currents of the different 
transmission lines must be provided. This enables the 
system to detect overloading of transmission lines. 

Reduction in loads, generation output and scheduled 
voltages are the control actions necessary for overload 
alleviation. 

The method is first simulated to obtain the necessary 
control actions. The results are then to be applied in real life. 

The proposed method for power system protection after 
outage of transmission line is divided into 5 parts. Part 5 

deals with alleviation of overload. The steps in the proposed 
method are given below: 

Part1: Alleviation of Generator Overload  

     Step 1: If real power demand of generator at slack bus 
does not exceed maximum capacity go to Step3. 

     Step 2: Reduce real load at all buses until the real power 
demand comes within capacity. 

     Step 3: If reactive power demand of generators at plant 
buses does not exceed maximum capacity go to Step5. 

     Step 4: Reduce reactive load at all load buses until the 
reactive power demand comes within capacity. Go to Step 1. 

Part 2: Alleviation of low power factor of Generators 

     Step 5: If the power factors of all the generators are in 
acceptable range, go to Step 8. 

     Step 6: Reduce scheduled voltages of generators having 
low power factors. The minimum allowable per unit voltage 
is 0.955. It was found that below 0.955 pu, under-voltages 
result at different buses. If the power factors of all 
generators do not come into allowable range with scheduled 
voltages at minimum limit, go to Step 7, or else go to Step 
1. 

     Step 7: Reduce reactive loads in the whole system until 
there is no low power factor of generators. Go to Step 1 

Part3: Alleviating negative reactive power of generators 

     Step 8: If generators are not producing negative reactive 
power go to Step 10. 

     Step 9: Increase scheduled voltages of generators at plant 
buses with negative reactive power generation until there is 
no negative reactive power. Go to Step 1. 

Part 4: Voltage control at buses 

     Step 10. If there is no undervoltage at buses go to Step 
12. 

     Step 11. Increase scheduled voltages of closest generator 
buses to the undervoltage buses until there is not 
undervoltage. Go to Step 1. 

     Step 12.If there is no overvoltage at buses go to Step 14 

     Step 13 Decrease scheduled voltages of closest generator 
buses to the overvoltage buses until there is no overvoltage. 
Go to Step 1. 

Part 5:  Alleviation of Transmission Line Overload 

     Step 14: If there is no overload terminate program. 

     Step 15: Reduce loads at specific buses to relieve 
transmission line overloads. If there are still more 
transmission line overloads, go to Step 16, or else go to Step 
1. 

     Step 16: Reduce power output of specific generators to 
relieve transmission line overloads. Go to Step 1. 

In between all steps, it is checked whether all the 
constraints discussed in previous sections are fulfilled. 

The method for Step 14 is given below: 

1) Record initial state of all loads 
2) Detect overloaded branches (Branch Group A) 
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3) For each overloaded branches: 
a) Find receiving end bus (Bus A) 

b) Find receiving end bus (Bus B) connected with Bus 
A 

c) Find receiving end bus (Bus C) connected with Bus 
B 

d) Find out load buses from Bus A, Bus B and Bus C 

4) Decrease every load by 1% in load buses found in 2.  
5) Identify the branches (Identified Branch Group) from 

Branch Group A for which overload has decreased by more 
than or equal to 1% 

6) Reduce the loads of corresponding load buses of 
Identified Branch Group from initial state until the identified 
branches are no longer overloaded.    

 
The method for Step 15 is given below: 

1) Record initial state of all generator outputs 

2) Detect overloaded branches (Branch Category A) 

3) For each generator: 

a) Reduce generator output by 30% while keeping 
other generator outputs at 100%.  

b) Identify branches in branch category A for which 
overload has reduced by more than 40%. When 
such branch exists keep record of the generator and 
the identified branches for each generator. 

4) Reduce output of all recorded generators from 
initial state until their corresponding recorded 
branches has been relieved of overload. 

Both the methods of Step 4 and Step 5 make sure of the 
following when finalizing control actions: 

• The severity of overloaded lines has not increased. 

• No previously uncritical loaded lines have become 
overloaded. 

The software PSS®E with Full Newton-Raphson Power 
Flow has been used at all times. 

 

 
Fig. 1: IEEE 10-machine 39-node system Source: Adapted from [10] 

J. Case Study 

The proposed method was applied on the IEEE 39-bus 
system (fig. 1), consisting of 39 nodes, 10 generators, 34 
lines and 12 transformers. The details of the test system 
have been found in the references [10] and [11]. Data which 
are not available have been assumed, and some data has 
been modified.  

Simulation was done with the software PSS®E, Excel 
and Python. It is assumed that all generators and loads can 
take part in overload alleviation. Single transmission line 
outage was simulated and analyzed before, during, and after 
application of the proposed method. 

The following three contingencies have been simulated 
and the output of the proposed method has been analyzed: 

i. Outage of branch 25-26 
ii. Outage of branch 05-06 

iii. Outage of branch 13-14 

III. RESULTS OF SIMULATION 

A. Outage of branch 25-26 

Outage of branch 25-26 leads to reduction in power 
factor of the generator at bus 30, and overload of branch 17-
27, with current of 120% of its static rating. 

The proposed method successfully brings the power 
factor of the generator into normal range and removes the 
overload. The scheduled voltages of generators 30, 31, 32 
and 35 are reduced. 8% of load at bus 27 has been decreased 
to remove overload. The swing bus is not overloaded. The 
power system is in stable state after the method has been 
implemented. 

B. Outage of branch 05-06 

Outage of branch 05-06 leads to reduction in power 
factors of the generators at buses 30, 31 and 32, and 
overloads of branches 04-14, 06-07, 07-08, 10-13 and 13-
14. The branches 04-14, 06-07, 07-08, 10-13 and 13-14 
have currents of 104%, 117%, 180%, 103% and 105% of 
their maximum ratings respectively. 

The proposed method successfully brings the power 
factors of the generators into normal range and also removes 
the overloads. The scheduled voltages of generators 30, 31 
and 32 are reduced. Also total system reactive load has been 
decreased by 2% to bring the power factors within 
acceptable range. A further 4%, 7%, 19%, 3% and 19% of 
loads at buses 4, 7, 8, 15 and 39 has been decreased 
respectively to remove overloads. The swing bus was not 
overloaded. The power system is in a stable state after the 
method was implemented. 

C. Outage of branch 13-14 

Outage of branch 13-14 leads to reduction in power 
factors of the generators at buses 30, 31 and 32 and 
overloads of branches 04-05, 05-06, 06-11 and 10-11. The 
branches 04-05, 05-06, 06-11 and 10-11 have currents of 
162%, 104%, 123% and 120% of their maximum ratings 
respectively. 

The proposed method successfully brings the power 
factors of the generators into normal range and also removes 
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the overloads. The scheduled voltages of generators 30, 31 
and 32 are reduced. Also total system reactive load has been 
decreased by 10%, to bring the power factors within 
acceptable range. A further 36% of load at bus 4 has been 
decreased to remove overload of the branches 04-05 and 05-
06. The real power output of the generator at bus 32 was 
reduced by 18% to remove the remaining overloads. The 
swing bus was not overloaded. The power system was in 
stable state after the method was implemented. 

IV. DISCUSSION 

A. Verification of the Proposed Method 

The proposed method has been applied to different 
scenarios in previous sections. The results demonstrate 
effectiveness at alleviating transmission line overload for 
various scenarios. The method prevents excessive power 
flow throughout the grid in all the cases. It coordinates load 
shedding from specific nodes and generation reduction at 
certain nodes. This stops further spread of abnormal 
operation and cascading tripping.  

B. Comparison with other methods 

In reference [1], the power flow calculation involves 
only generator power and load power, which makes it 
insufficient when other electrical components or control 
variables are considered. Our proposed method can be 
applied to any type of power flow and is easier to implement 
in practice.  

Reference [1] only considers active power, but reactive 
power should be considered in practical scenarios. 

In reference [2], a decentralized approach has been 
taken. However, our study shows that in order to overcome 
overload, a centralized approach is necessary. The 
sensitivity of any generator and load with overloaded 
transmission lines vary according to the situation. Reference 
[2] does not include this, and considers reduction of any 
generator output power or any load shedding. In practice, 
these corrective steps may worsen the situation. Our 
proposed method can determine the specific generators and 
loads affecting a particular transmission line overload.  

In reference [3], pre- and post-contingency generator 
areas are considered. However, it may be unsuitable when 
an area with multiple generators is studied, as power flow 
may vary due to the outage of transmission lines. Our 
method is not dependent on generator areas. 

In reference [4], only real power is considered. But it is 
necessary to consider reactive power when there is 
transmission line outage. Our method considers reactive 
power and brings the power factor of generators within 
operable limits. 

In reference [5], generators are rescheduled based on 
sensitivity, but it does not explain how sensitivity is 
measured. The sensitivity of different generators has been 
evaluated which has been discussed in our method. 

In reference [6], the method relieves swing bus overload 
by shedding load at the swing bus or connected receiving 
end buses. However, this method does not always relieve 
the overload of the swing bus. In our method, it was found 
that curtailing certain percentage of load from the buses of 
the whole system is satisfactory. 

C. Extending Method to a Centralized system 

Full utilization of the method may be helped with a 
centralized system.  The model of the practical power 
system may be created and stored in the centralized system. 
The power system model in the software may be updated 
whenever there is any change in the real-life power system. 

The local information at the nodes regarding bus, load, 
power plant, generator, transmission line, transformer will 
be sent to the control center, based on which, power flow is 
calculated at time intervals. 

The nodes should be installed with equipment to detect 
overloads in the transmission line and inform the control 
center in case of an overload. An alarm message should be 
added to the information when overload is detected. After 
the alarm message, the proposed method should be 
implemented at the control center. 

V. CONCLUSION 

In spite of great advances in technology, the issue of 
cascading failures, and blackouts are yet to be solved for the 
power grid [12,13]. 

The proposed response to transmission line overload 
prevents further transmission line outage. Using the 
software PSS®E, the method was used to coordinate a 
reduction in different loads and different generator outputs. 
This reduced overload bringing the operation of 
transmission lines within the permissible range. The 
simulation was conducted effectively on the IEEE 39 bus 
system.  

Our method is able to identify loads and generators 
which have the most effect on transmission line overloads. 
Our method avoids needless reduction of loads and 
generation at other buses.  

In future, Python can be used to create an interface 
between PSS®E software and SCADA.  

The proposed method can be used for renewable energy 
sources, and may be effective even if islanding has taken 
place. 

The proposed method is not claimed to be an optimal 
solution; rather it provides a feasible solution in the time of 
emergency. 

Further studies can be conducted as follows: 

     (1) Our method has the potential to reduce overload 
arising from different types of contingencies. It may be 
evaluated for different types of N-1 contingencies and for 
beyond N-1 contingencies.  

     (2) Our method may be evaluated for different types of 
loading scenarios and different weather conditions.  

     (3) Our method may be tested with other corrective 
controls such as phase shift adjustment, dc tap adjustment, 
switched shunt adjustment, and optimal power flow. 
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Abstract— In this paper, Extended Kalman Filter (EKF) and 
Unscented Kalman Filter (UKF) based robust adaptive PI 
Control Scheme have been proposed and implemented on the 
simulated model of the non-linear benchmark processes. The 
servo and regulatory performance using proposed tuning 
methodologies were found satisfactory. The performances of the 
proposed control schemes have been compared with 
conventional adaptive PI (CA-PI) control scheme. From the 
extensive simulation studies, it was found that the proposed 
schemes implemented on non-linear processes are having better 
performance over CA-PI control scheme. It was also found that 
proposed control schemes are able to eliminate measurement 
noise and having good robustness features.  

Keywords—Model-based control, parameter estimation, UKF, 
EKF, spherical tank process, tracking. 

I. INTRODUCTION 

This template P/PI/PID and model based control 
schemes are the widely used control schemes over past few 
decades. Different kinds of adaptive control schemes such as 
gain scheduled adaptive controller, self-tuning controller and 
model reference adaptive controller are widely-used control-
techniques for various types of systems whose parameters 
vary with respect to time [2]. The design plethora of deriving 
tuning methodologies for conventional adaptive PI  control 
schemes (CA-PI) on the basis of different performances have 
been discussed in the literature [2-3]. 

 
As a well-recognized example of feedback control loop, 

CA-PI scheme was improvised for non linear processes. 
However, CA-PI control scheme specifies output feedback to 
formulate driving action for generating proper manipulated 
variable to control the system output [2]. The noteworthy 
phenomenon of CA-PI control technique deals with tradeoff 
between plant-set point mismatch [13]. Several articles have 
already been recognized about different ways of approaches 
for CA-PI control schemes like direct synthesis mehod 
[10,19], Skogestad's  method [1], Ziegler-Nichol’s method 
[19], Cohen-Coon’s method [13], Hagglund-Astrom’s 
method [3], Tyreus-Luyben’s method [4], Relay method [19], 
Gain-Scheduling method [18], Setpoint overshoot method 
[19], Good Gain method [19], IMC-PID method [13] and so 
on. In general, PID control scheme can be classified in four 
categories namely PID0, PID1, PID2 and PID3 [13]. In case 
of PI control scheme both PID1 and PID2 control strategies 

are equivalent and our proposed work comes under this 
category. Furthermore, the needing of adaptation mechanism 
in PI control techniques has been explained by Michael and 
Costas (2003), which shows significant improvement in 
feedback control performances.  

 
Thus, the objective of this simulation study employs 

implementation of ydifferent tuning methodologies in PI 
control scheme for chemical processes. A typical structural 
characteristics based models have been studied and 
considered in this proposed work. The motivation of the 
proposed work lead to developing an accurate inexpensive, 
less computationally hazardous controller which would be 
able to track desired value and would be able to eliminate 
load disturbances. Performance of the proposed work shows 
significant improvement in set point tracking or uncertainties 
associated with process/load disturbance. 

 
Maintaining In this work, a comparison study has been 

made between proposed works with CA-PI control technique. 
From the extensive simulation study an illustration of 
performances like ISE (integral square error) and TV (total 
variation) for the mentioned control schemes have been 
calculated. The robustness of all the mentioned controllers 
also have been discussed in this study. Best of our knowledge, 
the proposed work has not been addressed in the literature. 

II. CONTROL SCHEMES 

A. Conventional adaptive PI control scheme (CA-PI):  

 The adaptive conventional PI control law has been 
described by the general equation as [3,14,21]: 

1 1 1( ) ( 1) ( ( )) ( * ( ) * ( ))* /c s c ik k k k T k T ke eu u= − + ∂ + (1)
  

                

 sT is the sampling time. e and e∂  are the process error 

and change in process error and can be expressed as: 

( ) ( ) ( )spk y k y ke = −
    (2) 

 
( ) ( ) ( 1)k k ke e e∂ = − −       (3) 

Where  1( ; )c ik T
  

is the conventional adaptive PI controller 

tuning parameters. We have named conventional adaptive PI 
controller as CA-PI shortly.   
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B. Proposed adaptive PI control scheme using UKF tuning 
methodology:   

In this case, adaptive PI controller tuning parameters  have 
been estimated by UKF algorithm. The system equations for 
the controller parameters of the adaptive PI controller are as 
follows [9,14-15]: 

( ) ( 1) ( 1)= − + −k k w kθ θ    (4) 

1( ) [ ; ]= c ik k Tθ                                  (5) 
( ) [ ( 1), ( 1), ( 1)] ( )pv k f pv k k k v ku θ= − − − +      (6) 

pv is the measured value (of process variable) obtained from 

the plant. The predicted controller parameters estimation are 
obtained as  
ˆ ˆ( | 1) ( 1 | 1)− = − −k k k kθ θ                       (7) 

The covariance matrix of estimation errors in the predicted 
controller parameters estimation are obtained as follows: 
 

( | 1) ( | 1)P k k P k k Qθ θ− = − +
   (8) 

 
A set of (2 1)+L  sigma points with the associated weights 

( )w i  are chosen symmetrically about ˆ( | 1)k kθ − as 

follows: 

ˆ ˆ ˆ( | 1) ( | 1) ( | 1) ( | 1) ( | 1)[ , ( ) , ( ) ]s P Pk k k k k k k k k kL Lθ θθ θ θ θκ κ= − − − − −+ + − +
      (9) 
  
The measurement prediction ˆ ( | 1)pv k k − , computation of 

innovation  | 1( )k ke −  covariance matrix of innovation 

( ( ))eeP k  the cross covariance matrix between the predicted 

model parameter estimation errors and innovation ( ( ))eP kθ  

are computed as follows: 

ˆ ( | 1) ( ( 1), ( 1), ( | 1))i ipv k k f pv k k k ku θ− = − − −    (10) 
2

0

ˆ ˆ( | 1) ( | 1)− −=
L

pv k k pv k k

   (11) 

| 1 ˆ ( ) ( )− −=k ke pv k pv k
    (12) 

2

0

ˆ( ) ( | 1) ( | 1) ( | 1) ( | 1))( )(
=

− − − − − −= +
L

i i T
ee i r r r

i

P k w pv k k pv k k pv k k pv k k R
     

                    (13) 
2

0

ˆ ˆ ˆ( ) ( | 1) ( | 1) ( | 1) ( | 1))( )(
=

− − − − − −=
L

i i T
e i s r

i

P k w k k k k pv k k pv k kθ θ θ
     

         (14) 

Where 0 /( )= +w Lκ κ
   

 
/(2( ))= +iw Lκ κ

 
The Kalman gain is computed using the equation 

1( )−= e eeK P Pθ      (15) 
The updated model parameter estimates are obtained using 
the equation:  

| 1
ˆ ˆ( | ) ( | 1) −= − + k kk k k k Keθ θ

   (16) 
The covariance matrix of estimation errors in the updated 
model parameter estimation are obtained as:  

( | ) ( | 1)= − − T
eeP k k P k k KP Kθ θ    (17) 

 

C.  Proposed adaptive PI control scheme using EKF tuning 
methodology:   

In this case, adaptive PI controller tuning parameters 

1( ; )c ik T have been estimated by EKF algorithm. The 

system equations for the controller parameters of the 
adaptive PI controller are same like equation [1-3].The 
predicated controller parameters’estimation areobtained 
as: 

      
ˆ ˆ( | 1) * ( 1 | 1)k k I k kθ θ− = − −     (18) 

The covariance matrix of estimation errors in the predicted 

controller parameters estimation are obtained as follows: 

( | 1) * ( 1 | 1) * TP k k P k k Qθ θϕ ϕ− = − − +            (19) 

where ϕ  is the phase transition matrix. Measurement 

covariance can be obtained as: 

( | 1) ** T
k j jS R H P k k Hθ+ −=

                     (20) 

   jH  is the Jacobian of the observation matrix. The Kalman 

gain is computed using the equation: 
1( | 1) * *( )T

j kK P k k H Sθ
−= −

                                (21) 
The updated model parameter estimates are obtained using 
the equation:  

| 1
ˆ ˆ( | ) ( | 1) −= − + k kk k k k Keθ θ

                (22) 

( | ) ( | 1) * ( | 1)*jP k k P k k K H P k kθ θ θ= − − −
 (23) 

In this proposed work a performance comparison study (ISE 
and TV) has been made between proposed control schemes 
with conventional adaptive PI control technique. The ISE and 
TV can be derived as follows [18]: 

2

0

( ( ) ( ))spISE y k y k dk
τ

= −
  (24) 

1

| ( ) ( 1) |
k

i

TV u k u k
=

= − −
  (25) 

III. PROCESS DESCRIPTION  

 
The processes considered for the simulation study is spherical 
tank, CSTR and pH processes.  

A. Spherical tank system: The material balance equation for 
the spherical tank system is as follows [9,20]: 

( ) = − outinf f
dh

A h
dt                                              (26) 
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Where A(h) is the area of the tank. fin(cc/sec) and fout (cc/sec) 
are inflow and outflow rate of the tank respectively. H(cm) is 
the water level in the spherical tank system. The relationship 
between outflow rate and the water level (h) in the tank is as 
follows: 

 2  = outf v ghc
    (27) 

Where vc  is the discharge co-efficient. It should be noted 

that the area of the spherical tank varies with water level in 
the tank. In case of spherical tank, the area of the tank can be 
calculated using following relations.  

2( ) 2= − 
 

A h rh hπ
       (28) 

Where r is the maximum radius of spherical tank.   

Table I. Values of the process parameters 

Process variable Nominal operating value 

Maximum Height (H)  50 cm 

Maximum  Radius (R) 25 cm 

Valve Coefficient ( vC ) 0.5 

 

All the simulations were executed by considering first 
principle model mentioned in equation (26-28). True state can 
be obtained by solving differential equation using MATLAB 
7.2 toolboxes. In the entire simulation studies, sampling time 
has been considered as 0.0833 min. A constrained on the 

manipulated variable 
(0.01 20 / sec)< <

in
f cc

 has been 
imposed. Following operating point has been taken for entire 

simulation studies
( 30, 2.7386)= =inh f

. The controller 
performances (ISE and TV computation) of all mentioned 
control schemes at servo level, regulatory level and in 
presence of measurement noise have been reported in Table 
II. 

B. Open loop study: In order to assess the open loop study of 
the spherical tank system, a sequence of step changes 
(combination of positive and negative steps) in the 
manipulated variable has been introduced. Fig. 1(a) represents 
the steps changes in the input (fin).  The variation of process 
output (h) is reported in Fig 1(b). 

 
C. Servo response: 

Fig. 1 Open loop response of the spherical tank processes (a) 
variation of input, (b) process output. 
 

Fig. 2 Servo response of the spherical tank system with 
various tuning methodologies - (a) process output, (b) 

variation of controller output, (c) ck , (d) it . 

In order to assess the tracking capability of all the above 
mentioned control schemes, set point variation as shown in 
Fig. 2(a) has been introduced. Simulation studies were made 
based on the set point variation of 30 to 35 and finally 35 to 
25. From Fig. 2(a), it can be inferred that the all the controllers 
are able to maintain the set point at desired level. The variation 
of controller output is reported in Fig. 2(b). The evolution of 
the EKF-PI, and UKF-PI controller tuning parameters 

1( ; )c ik T  have been shown in Fig. 2(c) and Fig. 2(d) 

respectively. From the simulation study, it was observed that 
CA-PI controller performs aggressively at the time of set point 
change. However, it can be stated that robustness of both 
EKF-PI and UKF-PI controllers were found satisfactory and 
better over CA-PI control scheme. 
 
D. Regulatory response: 

 
Fig. 3 Regulatory response of the spherical tank system with 
various tuning methodologies - (a) Evolution of downstream 

valve ( vc ), (b) ck , (c) it , (d) process output, (e) variation 

of controller output. 
      
In order to assess the disturbance rejection capability of all the 
mentioned control schemes, step like changes in the 
downstream valve position as shown in Fig. 3(a) has been 
introduced. In this simulation study, set point was maintained 
at 30 cm. It should be noted that a positive step change in the 
downstream valve position of magnitude 0.05 (from 0.5 to 
0.55) has been introduced at 101th sampling instance and the 
same value has been maintained up to 400th and again 
negative step change in the downstream valve position of 
magnitude 0.05 (from 0.55 to 0.5) has been introduced at401th 
sampling instance and the same value has been maintained up 
to 800th sampling instance. From Fig. 3(d), it can be inferred 
that the all the controllers are able to reject disturbance and 

0 2000 4000 6000 8000 10000 12000 14000
2

2.5

3

3.5

f in
 (

cc
/s

ec
)

(a)

0 2000 4000 6000 8000 10000 12000 14000

20

30

40

50

60

(b)                                                                                                            Time (sec)

h 
(c

m
)

100 200 300 400 500 600 700 800
25

30

35

(a
) 

   
   

   
   

   
 h

 (
cm

)

 

 

100 200 300 400 500 600 700 800
0

5

10

15

20

Time (sec)(b
) 

   
   

   
   

   
f in

 (
cc

/s
ec

)

 

 
100 200 300 400 500 600 700 800

0

0.05

0.1

0.15

0.2

(c
) 

   
   

   
   

   
k c

 

100 200 300 400 500 600 700 800

9

9.5

10

10.5

11

11.5

Time (sec)

(d
) 

   
   

   
   

   
   

   
T

i

 

 

Set point
EKF-PI
UKF-PI
CA-PI

EKF-PI
UKF-PI
CA-PI

EKF-PI UKF-PI

EKF-PI UKF-PI

100 200 300 400 500 600 700 800
2

2.5

3

Time (sec)

(e
) 

   
   

 f
in

 (
cc

/s
ec

)

 

 

100 200 300 400 500 600 700 800

0.05

0.1

0.15

0.2

(b
) 

   
   

   
   

k c

 

 

100 200 300 400 500 600 700 800
8.72
8.74
8.76
8.78
8.8

8.82

Time (sec)

(c
) 

   
   

   
   

T
i

 

 

EKF-PI UKF-PI

EKF-PI UKF-PI EKF-PI UKF-PI CA-PI

100 200 300 400 500 600 700 800
29.8

29.85

29.9

29.95

30

30.05
(d

) 
   

   
   

   
  h

(c
m

)

 
Set point EKF-PI UKF-PI CA-PI

100 200 300 400 500 600 700 800
0.5

0.55

0.6

(a
) 

   
   

 c
v

 

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

375



bring back process variable to the desired level. The variations 
of controller outputs are reported in Fig. 3(e). The evolution 
of the EKF-PI, and UKF-PI controller tuning parameters (

1,c iTk ) have been shown in Fig. 3(b) and Fig. 3(c) 

respectively. From the simulation study, it can be concluded 
that eliminating disturbances with CA-PI control scheme is 
taking longer time to settle..scheme is taking longer time to 
settle  
E. Measurement noise elimination:            

 
Fig. 4 Servo and regulatory response of the spherical tank 
process with various tuning methodologies in presence of 
measurement noise (NSR = 0.02) - (a) process output -
servoresponse, (b) variation of controller output- servo 
response,(c) process output - regulatory response,  
(d) variation of controller output- regulatory response.  
 

As measurement noise is a common phenomenon in 
real time plant, hence efficacy of the controller can be 
identified by checking the ability to track at desired level in 
presence of measurement noise [4]. In order to introduce 
measurement noise into the process, white random noise has 
been added into the plant output. The efficiency of both EKF-
PI and UKF-PI control schemes in presence of measurement 
noise have been measured and compared with CA-PI control 
scheme. 

It should be noted that, for introduction of 
measurement noise, NSR (noise to signal ratio) has been taken 
as 0.02. From Fig. 4(a), it can be inferred that all the control 
schemes are able to eliminate measurement noise and bring 
back process variable to the desired value, whereas regulatory 
performances in presence of measurement noise was 
evaluated successfully (see in Fig. 4(c)). The evolution of 
controller outputs at servo and regulatory level are reported in 
Fig. 4(b) and Fig. 4(d) respectively. 

 
F. Assesing Robustness of the Controller: 
 

In order to assess the robustness feature for both 
EKF-PI and UKF-PI control schemes, changes of parameters 
(downstream valve co-efficient) at different point of time 
between plant and model have been introduced (Shown in Fig. 
3(a)). From Fig. 3(d), it can be inferred that all the control 
schemes are able to maintain water level at desired set-point 
in presence of plant and model mismatch. The variations of 
controller outputs have been shown in Fig. 3(e). The ISE and 
TV values of all the control schemes in the absence and 
presence of process and model mismatch (10 % deviation of 
discharge coefficient) are reported in Table II. From Table II, 
it can be concluded that there are deterioration in 

performances for all the above control schemes in the 
presence of plant and model mismatch.   

 
G. Performance measurement of different control schemes: 

 
In order to assess performances of different control schemes 
for servo-regulatory response and in presence of measurement 
noise, ISE and TV computation have been reported. Table II 
represents ISE and TV computation of spherical tank process 
respectively. Servo performance of spherical tank was made 
based on set point variation as shown in Fig. 2(a), whereas 
regulatory performance was made based on Fig. 3(a) and Fig. 
3(d).  From the ISE chart for regulatory performance, it can be 
inferred that CA-PI scheme performs better over both EKF-PI 
and UKF-PI schemes, whereas EKF-PI and UKF-PI schemes 
performs better over CA-PI scheme in servo level. It was also 
noticed that there is deterioration in performances for all the 
control schemes in presence of measurement noise. From the 
performance chart, it can be concluded that, there is slight 
difference in performances between EKF-PI and UKF-PI, 
where UKF-PI performs slight better than EKF-PI scheme.  

Table II. ISE chart for servo, servo-regulatory responses and 
in presence of measurement noise (NSR = 0.02) for various 
control schemes implemented on spherical tank process. 

 

IV. CONCLUSION 

In this paper, a successful design and implementation of EKF 
and UKF based adaptive PI control schemes have been 
discussed. From the simulation study, it can be concluded that 
servo and regulatory performances of EKF and UKF based PI 
controller (both presence and absence of measurement noise) 
implemented on spherical tank was found satisfactory. From 
the comparison study, it can be inferred that proposed control 
schemes take very less time to settle over CA-PI controller at 
the time of set point variation. It can also be concluded that 
proposed tuning based adaptive PI control schemes take less 
time to eliminate disturbances over CA-PI control scheme. It 
was also observed that, CA-PI control scheme is having poor 
robustness compared to proposed tuning based adaptive PI 
control schemes. From the controller performances chart (ISE 
and TV computation), it can be inferred that proposed 
controllers are having better performance over CA-PI control 
schemes. It was also noticed that proposed control schemes 
are good to eliminate measurement noise compared to CA-PI 
control scheme. From overall performance of all the 
mentioned control schemes, it can be concluded that proposed 
control schemes performs better over CA-PI control law. 
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Abstract — This paper describes about the development and 
conversion of a mobility vehicle into an autonomous mobility 
vehicle using image processing, ultrasonic and infrared sensors, 
relays etc. The paper focuses on the rebuilding of the vehicle, 
interfacing the various sensors and the image processing module 
to work in sync with the vehicle to cause the vehicle to navigate 
autonomously on lanes dedicated for pedestrians without collision. 
The rebuilding phase involves a lot of the mechanical work done 
on the vehicle which includes turning the vehicle from scrap to 
working condition and converting the manual steering into an 
automatic steering by installing a motor for the same. The image 
processing bit involves lane detection algorithms to actuate the 
vehicle and pedestrian detection algorithms using YOLO object 
detection which involves machine learning. The paper also 
describes the use of a line following system in custom designed 
navigation lines specifically only for indoor environments where 
there are no lanes.  (Abstract) 

Keywords— Autonomous; vehicle; mobility; image processing; 
(key words) 

I. INTRODUCTION  

   Daily Commuting can be quite hectic for old or handicapped 
people without another person accompanying them for their 
daily activities. This is a bigger challenge when an old or a 
handicapped person has to go for purchasing daily or weekly 
groceries or using public transport on a regular basis. Doing 
such activities will be challenging for old/handicapped people 
without a regular pedestrian accompanying them or at least 
getting help from nearby pedestrians [1]. 

  An autonomous mobility vehicle should be capable of sensing 
its surroundings and navigate without any human input or 
intervention. It uses a range of techniques to find its 
surroundings, like radiolocation, odometry and computer vision. 
Advanced management systems interpret sensory information to 
spot acceptable navigational methods for avoiding obstacles. It 
also has management systems which are capable of analysing 
sensory information to differentiate between different cars and 
pedestrians [2]. 

  A fully computerized automobile capable of doing nearly 
everything a human driver can do is the main attraction of 
autonomous vehicles. The various activities that can be 
performed by them are for example, picking up kids from 
school, picking up relatives from the airport, going on long 
drives with less fatigue on the driver etc. Our main focus is for 
the elderly and physically challenged to be able to commute 
independently. As a matter of fact, vehicles around the planet 

are currently equipped with intelligent devices that allow the 
vehicles to respond to various factors such as abrupt 
acceleration or braking [3]. 
 
  The system utilizes image processing by using a webcam 
capable of at least 720p video recording and four ultrasonic 
sensors, in which three ultrasonic sensors would be at the front 
i.e. one at the right and one at the left as well as one at the center 
and the fourth one at the rear. The input would be taken by the 
sensors which would increase the accuracy of the vehicle to 
detect obstacles [4]. The motors are actuated by the 
programming device based on feedback from the camera and 
the respective sensors. The speed is adjusted automatically 
based on the feedback from the sensors, respectively. 
 
  When there is an obstacle within a minimum distance set by 
the user, the vehicle stops [4]. The feedback from the camera is 
taken and sent to the processing unit of the vehicle where lane 
detection and object detection is done. Lane detection module 
helps the vehicle to stay within a lane [5]. This is particularly 
useful in huge office campuses and college campuses where 
there are roads with lanes. 
 
  To process the video feed for image processing, we would 
require a processor that is capable enough to process images at 
a desirable framerate. The ideal processing module for this 
would be one of the boards from NVidia Jetson Tegra series 
built specifically for self-driving cars [6]. A screen would need 
to be attached to this which would help the user access the GUI 
and facilitate the user to give instructions to the vehicle. The 
screen must be wireless, a tablet would be ideal due to its low 
cost and its capacitive touch screen. 
 
  The main goal of this project is to present an autonomous 
mobility vehicle that has the capability to detect and follow 
lanes such as pedestrian lanes while simultaneously avoiding 
any obstacles in its path using sensors as well as detect and 
recognize various objects in its environment. 
 
  Along with outdoor capabilities the vehicle can also be utilized 
in indoor spaces such as malls or plazas with a lane line 
designed specifically for this vehicle. Hence, a line following 
system would be an added benefit.   
 
  To navigate within an indoor environment, it would need to 
follow lines instead of lane lines. For line following, we could 
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potentially add two I/R sensors in the front to make the vehicle 
continue in a line.  
 
  This paper comprises of the following sections. Section II 
deals with the various components involved in this project. 
Section III explains the interfacing the sensors and actuators 
with the microcontrollers. Section IV is the implementation of 
the lane detection algorithm. Section V puts more emphasis on 
the real time object detection and finally Section VI details the 
results and conclusion of this paper. 

II. COMPONENTS INVOLVED  

  The control unit of the autonomous mobility vehicle includes 
micro-controllers and processing modules. They are as follows:  
 
1. Arduino Mega 2560 

Arduinos are micro-controllers which can control and interface 
most of the motors, relays and sensors such as ultrasonic 
sensors, infrared sensors etc. Arduino Mega has 54 I/O Pins, out 
of which 16 pins are PWM I/O pins. It has a USB Port which 
was used to communicate with the processing module. Using 
the module Pyfirmata, the processing module can communicate 
using a set of commands in python with the Arduino. Out of the 
54 I/O ports about 20 ports were used to interface the other 
components such as relays, servo motors and sensors etc. The 
Processing module is also responsible for powering the 
Arduino, since it is connected to the processing module using 
the USB port. 
 
2. Servo Motor (SG90) 

  The accelerator of the vehicle is controlled by a 2k 
potentiometer. To actuate the potentiometer, we needed an 
appropriate motor to actuate it. The most appropriate motor to 
serve this purpose is a 5v Tower Pro (SG90) servo motor. 
 
3. Relay 

  Except the acceleration, the rest of the vehicle is controlled by 
relays. Two dual channel relays were used to control the 
steering and a single channel relay was used to control the 
forward and reverse gear of the vehicle. 
 
4. Tie Rod 

  To form the steering system a rod was used. A single tie rod 
was to connect the window motor to the steering mechanism to 
control the steering. Tie rod ends are basic components that 
connect the steering rack to the steering knuckle on the front 
wheels. Once the wheel is turned, the movement is transmitted 
through various steering parts till the rod ends are pushed or 
pulled to make the wheel change direction. 

 
5. DC Motor 

  The window motor (which is a DC motor) is used for 
controlling the steering mechanism of the vehicle. As our 
vehicle is an electrical vehicle, DC motor is used here. This 
motor is controlled by a series of relay circuits which is 
controlled by the Arduino. 
 
 
 

6. Ultrasonic Sensor 
 
  For this project four ultrasonic sensors were used, three at the 
front and one at the back. When an obstacle is 2 meters within 
range of the sensors placed on the vehicle, the processor would 
give a signal to the propelling motors to come to halt. The 
sensors work in tandem with the rest of the modules of the 
vehicle to avoid any sort of collision. The Ultrasonic sensor 
which we used is HC- SR04. This sensor has a range of 2cm to 
400 cm. It has four pins namely Vcc, Ground, Trigger and Echo. 

III. INTERFACING THE VEHICLE  

1. Controlling the Vehicle. 

  For the vehicle to be autonomous one of the key features is to 
have a complete control over the steering mechanism. In order 
to gain control over the steering mechanism, we had to attach a 
motor to it. The right choice of motor was a DC motor, since it 
must handle the weight of the vehicle as well as the weight of 
the passenger sitting on the vehicle. 

  The steering motor is controlled by the signals received   from 
the Arduino. The Arduino sends signals to the 5 volt dual 
channel relay, which sends signals to the 12v dual channel relays 
to actuate it in the desired direction. 

2. Use of Relays 

2.1 Steering 

  The 12 volt dual channel relay is connected to the motor and 
the power source. Two digital pins from the Arduino is 
connected to a dual channel 5v relay. this 5v relay is connected 
to a 12v dual channel relay circuit on a printed circuit board. The 
12v dual channel relay circuit is connected to the motor and a 
12v power source. The 12v power source is connected to the 5v 
relay. Upon giving a trigger signal from the Arduino Uno to one 
of the 5v volt relays, it’d close the circuit which would give a 
trigger signal to the 12v relay to actuate the motor in a particular 
direction. The two 12v batteries are connected in series to power 
the ECU, we take a parallel connection from the batteries 
connected in series which gives a total of 24 volts. In order to 
draw the required power from the batteries we use a power 
converter to reduce the power to 12v and 30 amps as this is the 
requirement of the steering motor. This is a 24 volt to 12 volt, 
DC to DC 30 amps power converter.  

2.2 Forward Reverse Switch 

  The forward reverse switch was a two way switch which had 
to be manually actuated by the user. In order to automate this 
process we use a single channel 5v relay with the Power 
connected to the common. The Forward switch would be 
connected to normally closed and the Reverse Switch would be 
connected to normally open. So when this relay is triggered the 
vehicle switches to reverse and when it isn’t triggered the vehicle 
is in forward mode by default. The trigger to this relay is given 
by the Arduino. 
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Fig. 1. Forward Reverse Flowchart 
 

 

Fig. 2. Steering Flowchart 

2.3. Controlling the Acceleration 

  The accelerator of the vehicle is controlled by a 2k 
potentiometer which works by varying the voltage by varying 
the resistance. The mechanism already in place was a spring 
pulley which actuate the potentiometer based on how much the 
shaft was rotated. In order to automate this process, we used a 
5v Tower Pro SG90 servo motor to attach to the knob of the 
potentiometer. The servo receives signals from the Arduino for 
it to actuate to certain angles to control the potentiometer. The 
servo motor actuates accordingly to the specified angle and as a 
result the potentiometer moves along with the servo. This results 
in the acceleration of the propelling dc motor based on the varied 
voltage signals. 

 

Fig. 3. Replacement of the spring mechanism with a Servo motor for the 
accelerator 

IV. LANE DETECTION USING OPENCV 

 
  Python and OpenCV are used to find lane lines on the road and 
to accomplish this task we use the following techniques: 
 

1. Colour Selection 

2. Canny Edge Detection 

3. Region of Interest Selection 

4. Hough Transform Line Detection 

 

1. Colour Selection: 

  We have our lane images in RGB (Red Green Blue) which is 
the normal image that we see on our screen: 
 

 
Fig. 4. Video feed images of lanes 

   
  Now as we can observe in the above images, the lane lines are 
either yellow or white. So, the first step in detecting lane lines 
is to create a mask of yellow and white color that will show only 
these two colors and anything apart from yellow or white is 
rendered as black or null. 
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Fig. 5. Applying white and yellow color selection to HSL mask  

 
  We need to choose a different color space that does not alter 
the image like RGB does when there is a shadow. Therefore, 
we can choose either HSV or HSL color space. We went with 
HSL color space as it gave better results. 
 
  We can notice the yellow lanes are clearly visible in the last 
two images. This is because HSL color space does not change 
the value of the pixels based on darkness unlike RGB. 
 
2. Canny Edge Detection: 

 

Fig. 6. Applying Canny edge detection 
 

  Since we have only the yellow and white lanes visible in the 
images, we want our computer to now detect them and to 
achieve that we first need to detect the edges of the lanes using 
Canny Edge Detector which is built in function in OpenCV [7]. 
However, we need to first prepare the image for Canny Edge 
detection, and this involves converting the images to Gray Scale 

and then applying Blurring effect and finally applying the 
Canny edge detector to these blurred images in order to detect 
the edges. The images with edge detection are as follows: 
 
 
3. Region of Interest: 

  When finding lane lines, we do not need to check the sky and 
other objects in the environment. Roughly, speaking, we are 
interested in the area surrounded by the red lines as shown 
below: 

 
Fig. 7. Polygon enclosing the region of interest  

 
  Everything outside the highlighted area is black or null. We 
can accomplish this by applying a mask which enclosing the 
lanes just like the red lines do in the above image. 
 
  The images with the region of interest mask is shown below: 
 

 
Fig .8. Applying region of interest mask 

 
  Now we have lane lines, but we still need the computer to 
recognize them as lines. Especially, two lines: the left lane and 
the right lane. 
 
 
 

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

381



4. Hough Transform Line Detection: 

  As we can observe from fig 8. the edges of the lanes are 
actually points or dots so all we need to do is join these dots to 
create a line and extend the lines till the horizon. The dots can 
be joined using Hough Transform Line Detection. 

  The images after applying Hough Transform Line Detection 
is shown below: 

 

 
Fig. 9. Applying Hough Transform Line detection 

 
  Lastly, we average out the multiple lines detected for a lane 
lines so that we have only one line for each lane. Next, we 
extrapolate these lines which basically means extending them 
till the horizon. 

Fig. 10. Lane detection flowchart 

  The final images with the lane lines being detected are as 
follows: 
 

 
Fig. 11. Extrapolation of Hough transform lines 

V. OBJECT DETECTION USING DEEP LEARNING 

 
  Object detection is one of the classical issues in computer 
vision. Recognizing what objects are within a given image and 
additionally wherever they are within that image may be a 
challenge. Detection is a lot of complicated downside than 
classification, which might additionally acknowledge objects 
however doesn’t tell wherever precisely the object is found 
within the image. YOLO stands for ‘You Only Look Once’. It 
is an object detector that uses a single convolutional neural 
network for both classification and localization of the object 
using bounding boxes. YOLO takes a completely different 
approach [8]. YOLO looks at the image just once but in a clever 
way as shown below: 
 

Fig. 12. After applying YOLO object detection 
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Fig. 13. Another live example of YOLO object detection 

VI. CONCLUSION AND RESULTS 

  Using Image processing and obstacle detection with ultrasonic 
sensors, we were able to achieve our goal of autonomous 
mobility vehicle. The image processing part includes lane 
detection and object recognition to distinguish between 
pedestrians and objects. The lane detection is the core part of 
this project since its responsible for making the vehicle 
maintain its lane. The ultrasonic sensors just detect any obstacle 
in front and immediately make the vehicle stop within the 
distance as set by the user. The user would be able to select the 
speed that he/she would like to travel at since this function is 
accessible to the user. The user can use the indicators and horn 
as well whenever required. Using big sensors such as LIDAR 
etc. this vehicle can be further improvised, and its accuracy can 
be increased, since LIDAR sensors can map the entire 
surroundings [9]. 
 
  We were able to successfully test our autonomous vehicle 
model in a closed loop environment complete with road tracks. 
We incorporated the lane detection algorithm and collision 
avoidance with a high success rate. 
 
  We then compiled the lane detection algorithm, collision 
avoidance system, and also incorporated deep learning 
algorithms for object detection We can further increase the 
safety and autonomous level by using a Lidar Sensor which 
gives a 3-D representation of the vehicles surrounding [9].  

 
Fig. 14. Autonomous Mobility Vehichle 

 
Fig. 15. All features of the vehicle working simultaneously 

 

 
Fig. 16. Autonomous Mobility vehicle with a passenger 
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Abstract—In this paper we generalize recent results on net-
works with static weights by introducing the idea of dynamic
networks with real rational weights. Specifically, we consider net-
works whose nodes are transfer functions (typically integrators)
and whose edges are strictly positive real transfer functions rep-
resenting dynamical systems that couple the nodes. We show that
strictly positive realness of the edges is a sufficient condition for
dynamic networks to be stable (i.e., to reach consensus). To study
the spectral properties of dynamic networks, we introduce the
Dynamic Grounded Laplacian matrix, which is used to estimate
lower and upper bounds for the real parts of the smallest and
largest non-zero eigenvalues of the dynamic Laplacian matrix.
These bounds can be used to obtain stability conditions using the
Nyquist graphical stability test for undirected dynamic networks
controlled using distributed controllers. Numerical simulations
are provided to verify the effectiveness of the results.

Index Terms—Dynamic graphs, dynamic consensus networks,
dynamic Laplacian, grounded dynamic Laplacian, bounds for the
eigenvalues of the dynamic Laplacian matrix, Nyquist graphical
stability test, distributed controllers.

I. INTRODUCTION

The idea of consensus in networks has received considerable

attention due to a wide array of applications in fields such

as robotics, transportation, sensor networks, communication

networks, biology, and physics. The focus of this paper is

to study a generalization of consensus problems in which

the weights of network edges are no longer static gains, but

instead are dynamic systems, leading to the notion of dynamic
consensus networks.

To understand the basic idea of consensus, consider the

graph or network shown in Fig. 1. This graph consists of three

nodes or agents with node variables denoted as vi, vj , and vk
and edges eij connecting the ith and jth nodes. Such graphs

can be described as a set of nodes (or vertices) N = {ni}
connected by a set of edges E = {(ni, nj) : ni, nj ∈ N}.

Each edge E is associated with a flow fij(t), which in this

figure is the same as fji(t), implied by the bi-directional

arrows.

In Fig. 1, we assume the node does some form of processing

of its inputs and that edges carry a flow of information or

energy from one node to the other. Assuming an external input

Fig. 1. Graph or network.

ui to each node, then a typical form of the processing in each

node is, for example,

v̇i(t) = ui(t)−
∑
j∈Ni

fij(t) (1)

where Ni is the set of indices for nodes that communicate

with node i. This is called the neighborhood of node i and the

nodes in this case are considered to be integrators. Note that

a popular form for fij(t) is

fij(t) = λij(vi(t)− vj(t)), (2)

where λij is a static gain or interconnection weight between

node i and node j. With ui(t) = 0, (1) results in the so-called

consensus protocol

v̇i(t) = −
∑
j∈Ni

λij(vi(t)− vj(t)). (3)

The continuous-time linear consensus protocol (3) can be

written in matrix form as:

v̇(t) = −Lv(t), (4)978-1-7281-9615-2/20$31.00 ©2020 IEEE
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where v(t) = [v1(t), v2(t), ..., vn(t)]
T and L = [lij ], is the

Laplacian matrix, defined by

lij =

⎧⎪⎨
⎪⎩

∑
j∈Ni

λij i = j

−λij i �= j and (i, j) ∈ E
0 otherwise

(5)

For the multi-agent consensus problem, the state vi ∈ R
1

represents the belief of agent i about a so-called global

consensus variable v. These beliefs are updated using com-

munications with their neighbors according to the consensus

protocol (3). A key result is that the solution of v̇(t) = −Lv(t)
gives vi → v∗, where v∗ is a constant, if the static graph

is connected [24]. This specific fact has been the basis of

much of the literature related to consensus problems. The

focus of this paper is to study a generalization of consensus

problems whereby the weights of the network edges are no

longer modeled as static gains, but instead are represented as

dynamic systems coupling the nodes.

The consensus protocol given in (3) and its variants have

been studied extensively in the literature and have been applied

in a number of areas, notably to formation motion control

when the agents are mobile. We have been motivated to con-

sider this extension to transfer functions weights from several

applications. In particular, the thermal model of heat flows

in buildings can be shown to admit a generalized dynamic

consensus network over a directed graph [22]. In another

example, modeling the load frequency control (LFC) network

of an electrical power grid can be viewed as a single-integrator

consensus network with dynamic interconnection coefficients

λij = Gi(s)aij [16]. To further motivate the concept from

an application, in the next section we show how an electrical

circuit whose nodes are grounded capacitors can be modeled

as an undirected dynamic consensus network.

This paper offers several distinct contributions. First, we

show that the nodes variables in dynamic consensus networks

whose nodes are integrators and whose edges are strictly

positive real transfer functions will converge to a common

consensus value. Second, we develop methods for estimating

the bounds of the eigenvalues of a dynamic Laplacian matrix.

This is accomplished by introducing the idea of a grounded

dynamic Laplacian sub-matrix as a means of reducing the

order of complexity of computation that would be necessary

in the case of the full dynamic Laplacian matrix. Third, we

use the estimated bounds of the eigenvalues of a dynamic

Laplacian to analyze the consensus and stability of a dynamic

consensus network under distributed feedback control.

The paper is organized as follows: Section 2 presents a

motivating physical example of a dynamic consensus network.

In Section 3 we investigate the consensus conditions of dy-

namic consensus networks with integrator nodes and strictly

positive real (SPR) edges. For such graphs, we can introduce

what we call the dynamic Laplacian and dynamic Grounded

Laplacian of the dynamic graphs. In Section 4, lower and

upper bounds for the largest and smallest non-zero eigenvalues

of the dynamic Laplacian matrix are derived. Finally, using

these bounds, we characterize in Section 5 the stability of

a closed loop system consisting of an undirected dynamic

consensus network controlled by distributed controllers, and

a numerical example is provided to illustrate the results.

II. DYNAMIC CONSENSUS NETWORK

A generalization of static consensus networks can be mo-

tivated when the consensus network consists of an inter-

connection of physical systems (e.g., an electrical network

that requires a common operating condition such as voltage

or frequency) or in cases when the communication between

agents in a consensus network includes dynamic behavior

(e.g., delays). This paper studies a generalization of the static

consensus problem whereby the weights are no longer posi-

tive gains, but instead represent strictly-positive real dynamic

systems. The use of positive real (PR) transfer functions is

motivated by the study of dynamic networks that represent

linear electrical circuits composed of resistors, inductors and

capacitors. A strictly positive real transfer (SPR) function

corresponds to the driving input impedance in dissipative

networks that contain resistors, inductors and capacitors [28].

Consider a dynamic network whose node equations can be

written in the time domain for the node i, i = 1, 2, ..., n, as

v̇i(t) = −
∑
j∈Ni

yij(t) ∗ [vi(t)− vj(t)], (6)

where vi is a consensus variable of the node i, yij(t) is

the impulse response of the edge eij , and “∗” denotes the

convolution operation. Taking the Laplace transform of (6)

results in

Vi(s) = −1

s

∑
j∈Ni

Yij(s)[Vi(s)− Vj(s)] +
1

s
vi(0), (7)

where Yij(s) is the Laplace transform of yij(t). We refer to

(6) or (7)as a dynamic consensus protocol. Such a transfer

function can be viewed as a weight on the edge connecting

node j to node i. As a special case, we consider graphs

where these weights Yij(s) are strictly-positive real transfer

functions.

We now consider graphs formed by nodes with multiple

terminals that are connected by weighted edges where the

weights are represented as transfer functions taken from real

rational functions analytic in the right half of the complex

plane. These graphs are connected with the dynamic consensus

protocol introduced earlier, and the dynamic Laplacian matrix

is introduced. To illustrate how such a network can arise in

applications, consider a simple electrical network shown in

Fig. 2. This circuit can be represented as a dynamic graph

by viewing the capacitors as nodes of the dynamic graph and

the connections between capacitors as edges in which each

edge is assigned a real rational transfer function Zij(s) as its

impedance. The node variables (vi, ∀i = 1, ..., N ) are voltages

across the capacitors, and current is the flow along the edges

between nodes. The weight of an edge can be viewed as the

admittance of that edge, which we will denote Yij(s) =
1

Zij(s)

for a given edge eij . If there is a potential difference (vi−vj)
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Fig. 2. Electrical network as dynamic graph.

between the nodes i and j, an electrical current iij will flow

across the edge eij from i to j according to Ohm’s law,

which states that the potential drop across an edge eij must

be equal to the product (in the complex frequency domain) of

its impedance and the current flowing through it:

Iij(s) = Yij(s)[Vi(s)− Vj(s)], (8)

where Iij(s) and Vi(s) are the Laplace transform of the

current iij(t) and the node voltage vi(t), respectively. Using

Kirchhoff’s law, it can be established that the algebraic sum

of all of the currents entering a node i is equal to the algebraic

sum of all currents leaving that node. Therefore, for Fig. 2,

the dynamic model of each node is obtained as:

Cv̇1(t) = iin1 (t)− (i12(t) + i13(t));

Cv̇2(t) = iin2 (t)− (i21(t) + i23(t));

Cv̇3(t) = iin3 (t)− (i31(t) + i32(t)).

(9)

Noting that

iij(t) = −iji(t), (10)

and, by combining (8) with the Laplace transformed version

of (9) and setting C = 1F , we obtain:

Vi(s) =
1

s
Iini (s)− 1

s

∑
j∈Ni

Yij(s)[Vi(s)− Vj(s)]

+
1

s
vi(0), ∀i = 1, 2, 3, (11)

where Ni is the set of neighbors node i. For the autonomous

case (Iini (s) = 0), the dynamic model of each node with zero

initial conditions (vi(0) = 0) can then be written as:

Vi(s) = −1

s

∑
j∈Ni

Yij(s)[Vi(s)− Vj(s)], ∀i = 1, 2, 3. (12)

Defining the node-potential vector V (s) = [V1(s), V2(s), ...,
VN (s)]T , the overall system can be represented in the fre-

quency domain by:

V (s) = −1

s
L(s)V (s). (13)

In this expression the matrix L(s) = [lij(s)] is given as:

lij(s) =

⎧⎪⎨
⎪⎩

∑
j∈Ni

Yij(s) i = j

−Yij(s) i �= j and (i, j) ∈ E
0 otherwise.

(14)

This leads to:

L(s) =⎡
⎢⎢⎣
Y12(s) + Y13(s) −Y12(s) −Y13(s)

−Y12(s) Y12(s) + Y23(s) −Y23(s)
−Y13(s) −Y23(s) Y13(s) + Y23(s)

⎤
⎥⎥⎦ .

(15)

L(s) is defined in this way as a dynamic Laplacian matrix of

the dynamic graph G. In the sequel, we will also refer to the

restriction L(jω) = L(s) where s = (0 + jω).

III. CONSENSUS CONDITIONS OF NETWORKS WITH

INTEGRATOR NODES AND STRICTLY POSITIVE REAL

(SPR) EDGES

In this section we show that the strictly positive realness

of the edges is a sufficient condition for dynamic networks

of the form (12) to reach a consensus (i.e., all node variables

converge to the same constant value in the steady-state).

In this paper, the edges are assumed to be strictly positive

real. Thus, for the dynamic network (12) with strictly-positive

real edges, we must look to the strictly positive realness and

positive definiteness of the complex matrix. To proceed, we

first define the concepts of strictly-positive real edges transfer

functions and positive definiteness for complex matrices, and

we give two definitions and two lemmas needed for our result:

Definition 3.1: [13] An n × n complex matrix A is called

positive definite (PD) matrix if Re[xHAx] > 0 and positive

semidefinite (PSD) if Re[xHAx] ≥ 0, for all complex vector

x ∈ C
n, where xH denotes the conjugate transpose of the

vector x.

Definition 3.2: [28] An n × n proper rational transfer

function matrix G(s) is positive real if

1) Poles of all elements of G(s) are in Re[s] ≤ 0.

2) For all real ω for which jω is not a pole of any element

of G(s), the matrix G(jω) + GT (−jω) is positive

semidefinite (PSD).

3) Any purely imaginary pole jω of any element of G(s)
is a simple pole and the residue matrix lims→jω(s −
jω)G(s) is positive semidefinite Hermitian.

In addition, a real rational transfer function h(s) is said to be

strictly positive real (SPR) if there exists ε0 such that h(s− ε)
is positive real for 0 < ε < ε0.

Lemma 3.3: [13] A necessary and sufficient condition for a

complex matrix A to be PD or PSD is that the Hermitian part

H(A) = 1
2 (A+AH) must be PD or PSD, respectively.

Lemma 3.4: [13] Let A ∈ C
n×n. If A + AH is PD or

PSD, then all the eigenvalues of matrix A have positive or

non-negative real parts, respectively.
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Fig. 3. Simulation of the node voltages of the dynamic network.

Using these definitions and lemmas, for the proposed dynamic

network (12) we can give the following result:

Theorem 3.5: [14] Given system (13) for the dynamic

consensus protocol (12) with edges that are SPR transfer

functions, the following statements are true:

1) The dynamic Laplacian L(s) is a complex, symmetric,

positive semidefinite (CSPSD) matrix.

2) The real parts of the eigenvalues of L(jω) are non-

negative (Re[λi(L(jω))] ≥ 0, ∀i ∈ 1, . . . , n), with 0 =
λ1(L(jω)) ≤ Re[λ2(L(jω))] ≤ ... ≤ Re[λn(L(jω))].

3) If L(0) (the dynamic Laplacian L(s) evaluated at s = 0)

is the Laplacian matrix of a connected graph, then s = 0
is a distinct solution of det[sIN+L(s)] = 0 and all node

variables will reach consensus under the protocol (12).

As an example, consider the dynamic network of Fig. 2

with SPR transfer functions Yij(s) =
1

Zij(s)
assigned for the

edges, and for simplicity consider Zij = R + jωL,R = 1Ω,

and L = 1H . The dynamic Laplacian L(s) can be written as

L(s) =

⎡
⎣

2
1+s − 1

1+s − 1
1+s

− 1
1+s

2
1+s − 1

1+s

− 1
1+s − 1

1+s
2

1+s

⎤
⎦ ⇒ L(0) =

⎡
⎣ 2 −1 −1
−1 2 −1
−1 −1 2

⎤
⎦ .

From the above, it is readily verified that −L(0) is the

Laplacian matrix of a connected graph. In fact, L(0) is a

connected interconnection matrix (see Definition [22]). Apply-

ing Theorem 3.5, we expect that all node variables converge

to consensus. This is verified in Fig. 3, which shows a

simple simulation of the dynamic consensus protocol (12),

with initial conditions for the node potentials taken to be

V (0) = [20, 60, 70]T .

IV. BOUNDING THE EIGENVALUES OF THE DYNAMIC

LAPLACIAN MATRIX

In this section, we develop a method to estimate the bounds

of the eigenvalues of the dynamic Laplacian matrix L(jω) for

all ω. Our approach uses the idea of the Dynamic Grounded
Laplacian. Motivated by the static case, we introduce the

Dynamic Grounded Laplacian matrix to estimate lower and

upper bounds for the real parts of the smallest and largest

non-zero eigenvalues of the dynamic Laplacian matrix. We

begin by defining the Dynamic Grounded Laplacian matrix.

We then show how to obtain the lower and upper bounds for

the eigenvalues of the dynamic Laplacian matrix.

A. Dynamic Grounded Laplacian Matrix

The Dynamic Grounded Laplacian matrix can be defined

from the dynamic Laplacian matrix by extending the definition

of the Grounded Laplacian matrix in the case of static net-

works (e.g., see [2] and [3]) to the case of dynamic networks.

To illustrate the idea, we will define the Dynamic Grounded

Laplacian matrix for the undirected dynamic graph that rep-

resents a simple electrical network as shown in Fig. 2. As

we have mentioned earlier, this network can be modeled as a

dynamic graph by representing the capacitors on the vertices

as integrator nodes and the transmission lines or the branches

between the nodes as SPR transfer functions edges.

Using Kirchhoff’s law, it can be established that the dy-

namic Laplacian matrix L(jω) expresses a mapping from input

currents to node potentials as⎡
⎣I

in
1 (jω)
Iin2 (jω)
Iin3 (jω)

⎤
⎦ = L(jω)

⎡
⎣V1(jω)
V2(jω)
V3(jω)

⎤
⎦ , (16)

where L(jω) is defined by (15), where Yij(jω) is the admit-

tance between nodes i and j.

For a given dynamic network, assume that the node V1

is connected to the ground (this node is colored red in the

electrical network shown in Fig. 2). Grounding node V1 means

that the potential and the current of this node are zeros

(V1(jω) = 0 and Iin1 (jω) = 0).

Substituting V1(jω) = 0 and Iin1 (jω) = 0 in the equation

(16), we get[
Iin2 (jω)
Iin3 (jω)

]
= (17)

[
Y12(jω) + Y23(jω) −Y23(jω)

−Y23(jω) Y13(jω) + Y23(jω)

]
︸ ︷︷ ︸

L0(jω)

[
V2(jω)
V3(jω)

]
.

We call L0(jω), defined in this way, a Dynamic Grounded

Laplacian matrix. We give this matrix this name because it is

defined from the dynamic Laplacian by grounding the subset

nodes V0 = V1 in this case.

These ideas can be generalized: Given a dynamic graph

G = (V,E), where V is a set of n nodes; E ⊂ V ×V is a

set of m edges, and given a subset of grounded nodes V0 ⊂ V
consisting of ng < n nodes, n0 = n− ng , then the Dynamic
Grounded Laplacian matrix L0(jω) ∈ C

n0×n0 is defined from

the dynamic Laplacian matrix L(jω) by removing all rows and

columns corresponding to the nodes in V0. Note that this must

be done in such a way that L0(jω) corresponds to a connected
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graph. The following lemma describes the properties of the

dynamic Grounded Laplacian L0(jω).
Lemma 4.1: For an undirected, connected dynamic graph

with SPR edges, the Dynamic Grounded Laplacian matrix

L0(jω) ∈ C
n0×n0 is a complex, symmetric, positive definite

(CSPD) matrix that is always invertible for all ω.
Proof:

Since the dynamic graph is undirected, the dynamic Lapla-

cian matrix is symmetric Yij(jω) = Yji(jω) and then L0(jω)
is a complex symmetric (CS) matrix.

Now, we can show L0(jω) is PD by examining the positive

definiteness of the Hermitian part of L0(jω) (see Definition

3.1),

H(L0(jω)) =
1

2
(L0(jω) + L0(jω)

H)

=
1

2
(L0(jω) + L̄0(jω)) = Re[L0(jω)].

Based on Lemma 3.3, the positive definiteness of L0(jω) is

due to xT Re[L0(jω)]x =
∑

j∈N 0
i

Re[Yij(jω)]|xi − xj |2 > 0

for all x ∈ R
n0 , where N 0

i is the set of neighborhood nodes

to the node i in the remaining graph after grounding. Thus,

the Dynamic Grounded Laplacian matrix L0(jω) is always

invertible for all ω. �
B. Finding Bounds for the Eigenvalues of the Dynamic Lapla-
cian Matrix

In this subsection, the bounds for the eigenvalues of the

dynamic Laplacian are estimated using the properties of the

dynamic Laplacian and Dynamic Grounded Laplacian matri-

ces.
1) Lower Bound for the Smallest Non-Zero Eigenvalue

of the Dynamic Laplacian Matrix: The following theorem

provides a lower bound of the dynamic Laplacian matrix. Later

this bound will be used to characterize the stability of the

closed loop system in the case of distributed controllers.
Theorem 4.2: Let L(jω) ∈ Cn×n be the dynamic Laplacian

matrix for an undirected dynamic graph with SPR edges. Let

λi(L(jω)) and λi(L0(jω)) denote the eigenvalues of L(jω)
and L0(jω), respectively, for any choice of a boundary set

of grounded nodes V0, for which the graph is connected.

Assume that Re[λ1(L(jω))] ≤ Re[λ2(L(jω))] ≤ ... ≤
Re[λn(L(jω))] and Re[λ1(L0(jω))] ≤ Re[λ2(L0(jω))] ≤
... ≤ Re[λn0

(L0(jω))], n0 < n. Then a lower bound for the

real part of the smallest non-zero eigenvalue of the dynamic

Laplacian is given by

min
ω

Re[λ2(L(jω))] ≥ 1

‖trace((Re[L0(jω)])−1)‖∞
. (18)

Proof:
The proof of this Theorem is given in the following steps:

1) We begin the proof by finding lower bounds for

the eigenvalues of the Hermitian part of a Dynamic

Grounded Laplacian matrix λi(H(L0(jω))):
Based on Lemma A.1, these bounds can be obtained as

λi(H(L0(jω))) ≥ 1

trace((Re[L0(jω)])
−1

)
, (19)

for all ω, i ∈ 1, 2, ..., n.

2) In this step, we derive the inequality that relates the

eigenvalues of the matrices H(L0(jω)) and H(L(jω)):
Applying the interlacing eigenvalue Theorem A.2, we

can conclude that the eigenvalues of H(L(jω)) ∈ R
n×n

and H(L0(jω)) ∈ R
n0×n0 are interlaced for i =

1, 2, ..., n0, as

λi(H(L(jω))) ≤ λi(H(L0(jω)))

≤ λi+(n−n0)(H(L(jω))). (20)

Combining (19) and (20), we get

λi(H(L(jω))) ≥ 1

trace((Re[L0(jω)])−1)
, (21)

for all ω and i = (n− n0) + 1, ..., n.

3) Here, we derive the relationship between the real part of

the smallest and largest nonzero eigenvalues of L(jω)
and H(L(jω)). This relationship can be achieved using

Theorem A.3 as
n∑

i=n−k

Re[λi(L(jω))] ≤
n∑

i=n−k

λi(H(L(jω))), (22)

k = 0, 1, ..., n− 1, with equality for k = n− 1.

Based on Mirsky Theorem A.3, the relationship between

the eigenvalues of the matrices L(jω) and H(L(jω))
can be obtained by substituting k = n − 3, k = n −
1, and k = 0 in (22) and then combining the result.

Thus, the inequalities that characterize the relationship

between the eigenvalues of these matrices are given by

Lemma A.4 as

Re[λ2(L(jω))] ≥ λ2(H(L(jω))) (23)

and

Re[λn(L(jω))] ≤ λn(H(L(jω))), (24)

where Re[λ2(L(jω))] and Re[λn(L(jω))] are the real

part of the smallest and largest nonzero eigenvalues

of L(jω) and H(L(jω)), respectively. Note that these

result are obtained for the case of a connected dynamic

graph with SPR edges, which is mean Re[λ1(L(jω))] =
λ1(H(L(jω))) = 0.

4) Finally, a lower bound for the real part of the small-

est non-zero eigenvalue of L(jω) can be obtained by

combining (21) and (23) as

Re[λ2(L(jω))] ≥ 1

trace((Re[L0(jω)])−1)
, ∀ω. (25)

Taking the minimum values of both sides in the above

inequality over all ω, yields

min
ω

Re[λ2(L(jω))] ≥ min
ω

[
1

trace((Re[L0(jω)])−1)
];

min
ω

Re[λ2(L(jω))] ≥ 1

maxω[trace((Re[L0(jω)])−1)]
.

(26)
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Therefore, a lower bound for the real part of the smallest

non-zero eigenvalue of the dynamic Laplacian matrix is

given by

min
ω

Re[λ2(L(jω))] ≥ 1

‖trace((Re[L0(jω)])−1)‖∞
.

(27)

�
2) An Upper Bound for the Largest Eigenvalue of the

Dynamic Laplacian Matrix: The following theorem provides

an upper bound for the real part of the largest eigenvalue of

the dynamic Laplacian matrix:

Theorem 4.3: Let L(jω) ∈ C
n×n be the dynamic Laplacian

matrix for an undirected dynamic graph with SPR edges. Let

λi(L(jω)) denote the eigenvalues of L(jω), ordered so that

Re[λ1(L(jω))] ≤ Re[λ2(L(jω))] ≤ ... ≤ Re[λn(L(jω))].
Then an upper bound for the real part of the largest eigenvalue

of the dynamic Laplacian matrix is given by

max
ω

Re[λn(L(jω))] ≤ 2max
i

‖Re[D(jω)(i, i)]‖∞ , (28)

where D(jω)(i, i) is the ith diagonal element of the dynamic

Degree matrix of the dynamic graph.

Proof:
First, we show that the H[2D(jω)−L(jω)] is a PSD matrix

for all ω. Because of the positivity realness of the edges and

the symmetry property (because the assumed dynamic graph

uses undirected topology), we can write

H[2D(jω)− L(jω)] = H[2D(jω)− (D(jω)−A(jω)]

= H[D(jω) +A(jω)] = Re[D(jω) +A(jω)], (29)

where D(jω) and A(jω) are the dynamic degree and adja-

cency matrix of the dynamic graph. In addition, the symmetry

property of the matrix [D(jω)+A(jω)] can be easily verified

from the following definition: [D(jω) + A(jω)] = [lij(jω)],
where

lij(jω) =

⎧⎪⎨
⎪⎩

∑
j∈Ni

Yij(jω) i = j

+Yij(jω) i �= j and (i, j) ∈ E
0 otherwise.

(30)

Note that the matrix defined above is different from the

dynamic Laplacian matrix L(s). The difference is the off-

diagonal terms are positive.

By Lemma 3.3, the necessary and sufficient condition for

the matrix H(2D(jω)−L(jω)) = Re[D(jω) +A(jω)] to be

a PSD matrix is that the real part of [D(jω) + A(jω)] be a

PSD matrix.

Based on Definition 3.1 and (30), we can write

xT Re[D(jω) +A(jω)]x =
∑
j∈Ni

Re[Yji(jω)](xi + xj)
2 ≥ 0,

for all vectors x ∈ R
n. Because of the strictly positive realness

of the edges, then Re[Yji(jω)] is non-negative ∀ω ∈ R.

Thus, by Definition 3.1, Re[D(jω)+A(jω)] is a PSD matrix.

Therefore, the matrix H[2D(jω) − L(jω)] is also a PSD

matrix. Hence,

H[2D(jω)− L(jω)] ≥ 0 ⇔ H(L(jω)) ≤ 2H(D(jω)).
(31)

From the above inequality, we can write

λi(H(L(jω))) ≤ 2λi(H(D(jω))) = 2Re[D(jω)(i, i)]. (32)

Thus, the largest eigenvalue of the Hermitian part of the

dynamic Laplacian can be upper-bounded by

λn(H(L(jω))) ≤ 2maxi(maxω Re[D(jω)(i, i)])

⇔ λn(H(L(jω))) ≤ 2maxi ‖Re[D(jω)(i, i)]‖∞ . (33)

Combining (24) and (33), we get

Re[λn(L(jω))] ≤ 2max
i

‖Re[D(jω)(i, i)]‖∞ . (34)

Thus,

max
ω

Re[λn(L(jω))] ≤ 2max
i

‖Re[D(jω)(i, i)]‖∞ .

�
The lower and upper bounds for the eigenvalues of the

dynamic Laplacian matrix are useful for stability analysis

of dynamic consensus networks under feedback control. In

the next section we show how these bound can be used to

establish the stability of an undirected dynamic consensus

network under distributed control.

V. STABILITY ANALYSIS OF DYNAMIC CONSENSUS

NETWORKS WITH DISTRIBUTED CONTROLLERS

In this section, we provide conditions for the stability

of undirected dynamic networks controlled using distributed

controllers. The bounds of the eigenvalues of the dynamic

Laplacian matrix λi(L(jω)), which can be found using the

methodology from the previous section, can be used to analyze

the stability of such dynamic networks using the Nyquist

graphical-stability test [12]. The authors of [7] and [12]

applied tools from graph theory to relate the topology of a

static network to the stability of the overall system. They also

provided a Nyquist criterion, which uses the eigenvalues of

the static Laplacian matrix to determine the effect of the static

graph on stability. Here, we extend this stability criterion from

static networks to dynamic networks. Before analyzing the

stability of the dynamic consensus networks, we will formulate

our problem for the proposed dynamic network (undirected

dynamic consensus network with identical LTI nodes and

dynamic edges).

A. Problem Formulation

Consider a dynamic network with N identical nodes and

with dynamic edges eij (here, we assume the dynamics of each

edge is a SPR transfer function), as in Fig. 2, where the voltage

of the ith node is represented as vi, i = 1, . . . , N . Furthermore,

we assume that the nodes have identical dynamics p(s) and

controllers k(s).
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Fig. 4. Upper figure: Block diagram of the controlled system. Lower figure:
Equivalent standard feedback diagram.

Consider the dynamic network Fig. 2 as defined in (11)

and let the integrator nodes be replaced by a common transfer

function such as pi(s) = p(s). For example, assume that the

integrator nodes can be replaced by filters with a common

transfer function pi(s) = p(s) = β
s+α . Thus, the dynamics of

each node can be rewritten in the time domain as

1

β
(v̇i(t)+αvi(t)) = iini (t)−

∑
j∈Ni

yij(t)∗(vi(t)−vj(t)), (35)

∀i = 1, . . . , N. Now suppose the node voltage vi of each

node is controlled by a static controller k, that determines the

input iini (t). Then the overall system can be expressed in the

frequency domain as

P (s)−1V (s) = Iin(s)− L(s)V (s)

Iin(s) = vref −KV (s), (36)

where P (s) = diag(p(s), p(s), . . . p(s)), K = diag(k(s),
k(s), . . . k(s)), where k(s) = k and V (s), Iin(s) are the

Laplace transform of the vectors v(t) and iin(t), respectively.

The control scheme of this problem can be depicted as shown

in the upper part of Fig. 4 (for clarity, shown for N = 3).

We will apply the Nyquist criterion for this block diagram

for our controller design, using the estimated bounds of the

eigenvalues of the dynamic Laplacian matrix. Thus, the upper

block diagram is first transformed into an equivalent standard

feedback diagram as shown in the part of Fig. 4. Note that

the identical controller k(s) = k in the equivalent standard

feedback diagram is located in the forward path (G(s)).
The closed-loop transfer function H(s) from vref (s) to

V (s) can be expressed as:

H(s) = G(s)(I3 +G(s)L(s))−1, (37)

where G(s) = IN
p(s)

1+p(s)k .

The feedback matrix (L(s)) in the equivalent standard

feedback diagram of the controlled dynamic network in the

lower part of Fig. 4 is a dynamic matrix, whereas this matrix

is a constant in the static case. This leads us to proceed with

bounding the eigenvalues of the dynamic Laplacian matrix in

order to locate them for analyzing the stability of the closed

loop system using the Nyquist criterion. These bounds can

be predicted for static networks based on properties of the

graph [7]. The authors of [7]] considered locations of the

eigenvalues of the Laplacian matrix to investigate the stability

of a consensus network. The region of reciprocal eigenvalues

of the Laplacian matrix can be defined using the estimated

regions of the smallest and largest real parts of the non-zero

eigenvalues of the dynamic Laplacian matrix as introduced

in the previous section. Using these estimated regions, the

stability conditions of the closed loop system H(jω) can be

analyzed with respect to the eigenvalues of L(jω) (λi(L(jω)))
as we will see in the next section.

B. Stability Analysis

Here we analyze the stability of the closed-loop system

H(s) with respect to the eigenvalues of L(jω) (λi(L(jω))).
Using Nyquist’s graphical-stability test, the stability of the

closed loop system (37) with identical node dynamics p(s)
and controller k(s) = k can be analyzed as follows:

By Theorem 2 in [10], it can be seen that closed loop system

H(jω) in (37) is stable if and only if the Nyquist plot of

N∏
i=1

[1 + λi(L(jω))G(jω)] (38)

makes m c.c.w encirclements of the origin, where m is the

number of unstable poles of G(jω)L(jω), and

G(jω) = IN
p(jω)

1 + p(jω)k
.

Now consider the case when G(jω) and L(jω) are stable.

Then the stability analysis condition stated above is equivalent

to the closed loop system (37) is stable if the Nyquist plot of

N∏
i=1

[1 + λi(L(jω))G(jω)]

makes zero encirclements around the origin, which is equiva-

lent to the Nyquist plot of

λi(L(jω))G(jω)

makes zero encirclements around the −1 + 0j, for all i.
Furthermore, the above stability condition is equivalent to

the closed loop system H(jω) is stable if the Nyquist plot of

a stable transfer function G(jω) does not encircle the points
−1

λi(L(jω)) for all ω, and i = 2, . . . n (see [12] in the case

of static Laplacian matrix). Thus, satisfying this statement

means that the closed loop system H(jω) is stable and then

all the eigenvalues of H(jω) are in the left half of the

complex plane. Note that the stability of the system does not

mean the system will achieve consensus. Thus, we require
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an additional condition for guaranteeing consensus, which

is the connectivity of the graph that is associated with the

static Laplacian matrix L(0), because under the connectivity

condition, the zero eigenvalue of the dynamic Laplacian is

distinct and then we can guarantee consensus.

In order to apply the above conditions to designing a

controller k(s) such that the closed loop system H(s) is stable,

the bounds of the eigenvalues of the dynamic Laplacian must

be estimated. These bounds are estimated in Section IV-B and

given by (18) and (28).

C. Illustrative Simulations
To illustrate how our approach can be used for the design

of controllers, consider the dynamic network Fig. 2 with the
dynamic Laplacian L(s) defined by (15) with parameters
Y12(s) = 1

4s+4 and Y13 = Y23(s) = 1
2s+2 . Using these

parameters, the bounds for the real parts of all non-zero
eigenvalues of L(jω), −Re[λi(L(jω))] can be estimated by
(18) and (28) as

[−max
ω

Re[λn(L(jω)),−min
ω

Re[λ2(L(jω))]] ⊂

[−2max
i

‖Re[D(jω)(i, i)]‖∞ ,
−1

‖trace((Re[L0(jω)])−1)‖∞
]

= [−2, 0]. (39)

Using the above estimated bounds, the region containing

negative of the eigenvalues of the dynamic Laplacian matrix

L(jω) indicated as the shaded region on the left side of Fig. 5.

For the stability analysis described above, we need to define

the region of −1
λi(L(jω)) for all ω, i = 1 . . . N . Therefore, the

bound −maxω Re[λ3(L(jω)) ≥ −4 is mapped to the exterior

of a circle centered at (−1/4, 0) with radius 1/4. Furthermore,

the bound −minω Re[λ2(H(jω)) ≤ 0] is mapped to the left

half of the complex plane. Thus, the region of −1
λi(L(jω)) is

the intersection between the two mapped regions, which is

indicated as the shaded region on the right side of Fig. 5.

That is a conservative estimate; all the points − 1
λi(L(jω)) lie

in this shaded region. Thus if the Nyquist plot of G(jω) does

not enter this region, we can be sure consensus occurs.

For this example, assume the nodes of the given dynamic

network have a common stable transfer function p(s) = β
s+α ,

β = −1, α = 2. Further, assume a simple static controller

k(s) = k. Then the stability of the closed loop system

Fig. 6. Upper figure: Nyquist plot of G(jω) (blue curve) with the region of
−1

λi(L(jω)
(shaded region). Lower figure: Simulation of the node voltages in

the dynamic network.

discussed above and the estimated bounds can be verified using

the Nyquist plot of G(jω) with respect to the defined region

of −1
λi(L(jω)) by considering the following two cases:

Case 1: With a common static controller k = 1, the Nyquist

plot of G(jω) = I3
p(jω)

1+p(jω)k (blue curve as shown in the

upper side of Fig. 6) does encircle (i.e., intersects) one of

the points −1
λi(L(jω)) . Thus, the closed loop system H(jω) in

(37) is unstable as shown in the lower side of Fig. 6.

Case 2: If we change the static controller to k = −0.5,

then the Nyquist plot of G(jω) = I3
p(jω)

1+p(jω)k (blue curve

as shown in the upper side of Fig. 7) does not encircle any

point −1
λi(L(jω)) because it does not intersect the shaded region.

Thus, the closed loop system is stable as shown in the lower

side of Fig. 7.

Thus, we can conclude that k(s) stabilizes the closed loop

system H(jω) if the number of net encirclements of the points
−1

λi(L(jω)) by the Nyquist plot of the stable transfer function

G(jω) is zero for all nonzero λi(H(jω). In other words, the

stability of the closed-loop system H(jω) can be investigated

from the locations of the eigenvalues of the dynamic Laplacian

matrix L(jω), which was estimated in the previous Section,

in relation to a Nyquist plot of stable G(jω).

In order to design a controller for the proposed dynamic

network (identical LTI systems with dynamic edges) that

causes all states of nodes to achieve consensus, the controller

k(s) must be chosen such that the closed-loop system H(jω)
is stable or, ideally, reaches consensus. In other words, we

must avoid the net encirclement of − 1
λi(L(s)) by the Nyquist

plot of the stable transfer function G(jω) for all nonzero, as

was in the second case. For consensus investigation, we require

an additional condition, which is the connectedness of L(0) as

was previously mentioned, meaning that the zero eigenvalue

is distinct.
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Fig. 7. Upper figure: Nyquist plot of G(jω) (blue curve) with the region of
−1

λi(L(jω)
(shaded region). Lower figure: Simulation of the node voltages in

the dynamic network.

VI. CONCLUSION

In this paper, motivated by several physical examples,

including a simple electrical circuit that we presented, we

considered dynamic networks whose nodes are integrators

and whose edges are SPR transfer functions representing

dynamical systems that couple the nodes. We showed that the

strictly positive realness of the edges is a sufficient condition

for these kinds of dynamic networks to reach a consensus. We

developed a method to estimate the bounds of the eigenvalues

of the dynamic Laplacian matrix. Our approach used the

idea of the Dynamic Grounded Laplacian. These bounds

were used for a Nyquist stability analysis of a closed loop

system comprising an undirected dynamic network subject to

distributed control. The region of reciprocal eigenvalues of the

Laplacian matrix was defined using the prediction regions of

the smallest and largest real parts of the non-zero eigenvalues

of the dynamic Laplacian matrix. Using these prediction-

regions, the stability conditions of the closed loop system

was analyzed with respect to the eigenvalues of the dynamic

Laplacian matrix. In future work, we extend these notions to

consider the stability and consensus for a dynamic consensus

networks with non-identical nodes and dynamic edges.
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APPENDIX

Lemma A.1: Let the dynamic Laplacian matrix L(jω) ∈
C

n×n and a Dynamic Grounded Laplacian L0(jω) ∈ C
n0×n0

be given, with n0 = n−ng < n. For any choice of a boundary

set of grounded nodes V0, for which L0(jω) is a Laplacian

that corresponds to a connected graph, a lower bound for the

eigenvalues of the Hermitian part of the Dynamic Grounded

Laplacian matrix λi(H(L0(jω))) is given by

λi(H(L0(jω))) ≥ 1

trace((Re[L0(jω)])
−1

)
, (40)

for all ω, i ∈ 1, 2, ..., n.

Proof:
It is well known that the sum of the eigenvalues of any

matrix is equal to its trace,

n∑
i=1

λi(H(L0(jω))
−1) = trace(H(L0(jω))

−1). (41)

Since H(L0(jω))
−1 is a real and positive definite matrix (see

Lemma 4.1, and Definition 3.1), then

λi(H(L0(jω))
−1) > 0, ∀ω, i = 1, 2, . . . , n.

Thus,

λi(H(L0(jω))
−1) ≤ trace(H(L0(jω))

−1),

λi(H(L0(jω))
−1) ≤ trace(Re[L0(jω)]

−1). (42)

Since the eigenvalues of H(L0(jω)) and [H(L0(jω))]
−1 are

reciprocals of each other, then

λi([H(L0(jω))]
−1) =

1

λi(H(L0(jω)))
. (43)

Combining (42) and (43), we get

λi(H(L0(jω))) ≥ 1

trace((Re[L0(jω)])
−1

)
, (44)

for all ω, i ∈ 1, 2, ..., n. �
Theorem A.2: Interlacing Eigenvalue Theorem [15]: Let A

be a Hermitian matrix of order n, and let B be a principal sub

matrix of A of order n − 1. if λmin = λn ≤ λn−1 ≤ ... ≤
λ2 ≤ λ1 = λmax lists the eigenvalues of A and μn ≤ μn−1 ≤
... ≤ μ3 ≤ μ2 the eigenvalues of B. then

λn ≤ μn ≤ λn−1 ≤ μn−1 ≤ ... ≤ λ2 ≤ μ2 ≤ λ1. (45)

Theorem A.3: Mirsky Theorem [13]: Let A ∈ C
n×n be

given and set H(A) = 1
2 (A+AH). Let λi(A) and λi(H(A))

denote the eigenvalues of A and H(A), respectively, ordered

so that Re[λ1(A)] ≤ Re[λ2(A)] ≤ ... ≤ Re[λn(A)] and

λ1(H(A)) ≤ λ2(H(A)) ≤ ... ≤ λn(H(A)). Then
n∑

i=n−k

Re[λi(A)] ≤
n∑

i=n−k

λi(H(A)), (46)

k = 0, 1, ..., n− 1, with equality for k = n− 1.
Lemma A.4: Let the dynamic Laplacian L(jω) ∈ C

n×n

be given. The Hermitian matrix associated with L(jω) is

H(L(jω)) = 1
2 (L(jω) + L(jω)H) = Re[L(jω)]. Let

λi(L(jω)) and λi(H(L(jω))) denote the eigenvalues of

L(jω) and H(L(jω)), respectively, ordered so that 0 =
Re[λ1(L(jω))] ≤ Re[λ2(L(jω))] ≤ ... ≤ Re[λn(L(jω))] and

0 = λ1(H(L(jω))) ≤ λ2(H(L(jω)))... ≤ λn(H(L(jω))).
Then the relationship between the real part of the smallest

and largest nonzero eigenvalues of L(jω) and H(L(jω)) can

be given by

Re[λ2(L(jω))] ≥ λ2(H(L(jω))), (47)

and

Re[λn(L(jω))] ≤ λn(H(L(jω))). (48)

Proof:
Theorem A.3 can be applied for the matrices L(jω) and

H(L(jω)) by substituting k = n− 3 in (46). Thus, we have
n∑

i=3

Re[λi(L(jω))] ≤
n∑

i=3

λi(H(L(jω))), (49)

with equality for k = n− 1
n∑

i=1

Re[λi(L(jω))] =

n∑
i=1

λi(H(L(jω))). (50)

For a connected graph, Re[λ1(L(jω))] = λ1(H(L(jω))) = 0,

thus we can rewrite (50) as

0 + Re[λ2(L(jω))] +

n∑
i=3

Re[λi(L(jω))]

= 0 + λ2(H(L(jω))) +

n∑
i=3

λi(H(L(jω))).

From the above quality and (49), we can conclude

Re[λ2(L(jω))] ≥ λ2(H(L(jω))). (51)

Now, substitute k = 0 in (46), we get

Re[λn(L(jω))] ≤ λn(H(L(jω))). (52)

�
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Abstract—The focus of this paper is to study a generalization
of consensus problems whereby the weights of network edges are
no longer modeled as static gains, but instead are represented as
dynamic systems coupling the nodes, which might also be more
general than an integrator, leading to the notion of dynamic
consensus networks. We transform each concept of static graph
theory into dynamic terms, out of which a generalized dynamic
graph theory naturally emerges. We present a framework for
dynamic graphs and dynamic consensus networks. This frame-
work introduces the idea of dynamic degree, adjacency, incident,
and Laplacian matrices in a way that naturally extends these
concepts from the static case. We consider controllability for
dynamic consensus networks. The ideas developed for dynamic
graph theory, in conjunction with the behavioral approach, lead
to the development of a controllability analysis methodology
for dynamic consensus networks. The controllability conditions
obtained using the behavioral approach cannot be applied for the
general dynamic networks, such as identical LTI nodes with dy-
namic edges or even in the more general case with heterogeneous
nodes. This is because of scalability in such dynamic networks.
Thus, we develop controllability conditions based on node and
interconnection (edge) parameters that guarantee controllability
of the overall dynamic network.

Index Terms—Dynamic graphs, dynamic consensus networks,
dynamic Laplacian, Controllability analysis; Behavioral ap-
proach.

I. INTRODUCTION

The idea of consensus in networking has received great

attention due to its wide array of applications in fields such

as robotics, transportation, sensor networking, communication

networking, biology, and physics. The focus of this paper

is to study a generalization of consensus problems whereby

the weights of network edges are no longer static gains, but

instead are dynamic systems, leading to the notion of dynamic
consensus networks.

For the consensus networks, the network topology is static,

meaning that there are no dynamics in the interconnections

between the nodes (λij = constant ≥ 0) and the nodes are

assumed to be integrators [1]. Thus, static consensus problems

can be written in the time domain for each node i = 1, 2, ..., n
as

ẋi =
∑
j∈Ni

λij(xj(t)− xi(t)). (1)

The continuous time linear consensus protocol (1) can be

written in matrix form as:

ẋ(t) = −Lx(t), (2)

where x(t) = [x1(t), x2(t), ..., xn(t)]
T and L, the graph’s

Laplacian matrix L = [lij ], is defined by

lij =

⎧⎪⎨
⎪⎩

∑
j∈Ni

λij i = j

−λij i �= j and (i, j) ∈ E
0 otherwise

(3)

For the multi-agent consensus problem, suppose that N
agents evolve their individual beliefs xi ∈ R

1 about a so-

called global consensus variable x using communications with

their nearest neighbors according to the consensus protocol

(1). A key result is that the solution of ẋ(t) = −Lx(t) gives

xi → x∗ if the static graph is connected [1]. This specific

fact has been the basis of much of the literature related to

consensus problems.

The consensus protocol such as in (1) and its variants

have been studied extensively in the literature and have been

applied in a number of areas, notably for formation motion

control when the agents are mobile. However, the consensus

paradigm is restrictive in a number of ways. Notice that we

have interpreted the consensus problem as having integrating

nodes and static weights. One might ask: what if the weights

were also transfer functions? What if the nodes are more

than integrators? In next section we have considered this

question, motivated by modeling heat transfer in buildings

[2]. In this work we have considered dynamic consensus
networks, by modeling a thermal process in a building as a

directed dynamic graph. We consider the hypothetical four-

room building in which each room has several neighbors with

which it is interconnected. Pathways include walls, doors,978-1-7281-9615-2/20$31.00 ©2020 IEEE

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

395



and windows. The interconnection between the two rooms

is a wall, which is represented analogously by an electrical

circuit with three resistors and two capacitors known as 3R2C

model in the literature. The corresponding graph for this

example (we consider dynamic network with integrator nodes

Pi(s) =
1
s , ∀i = 1...N and dynamic edges ) is shown in Fig.

1. In developing a model for this system (see [2]), the sum of

the energy losses through all pathways connected to a node,

resulting in:

sTi(s) = Qin
i (s)−

∑
j∈Ni

[
λS
ij(s)Ti(s)− λC

ij(s)Tj(s)
]
. (4)

Thus, if we define the vectors

T (s) = [T1(s) T2(s) . . . TN (s)]
T
,

Qin(s) =
[
Qin

1 (s) Qin
2 (s) . . . Qin

N (s)
]T

,

then we can write

sT (s) = Qin(s)− L(s)T (s), (5)

where the matrix L(s) = [Lij(s)] is given as:

Lij(s) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

∑
j∈Ni

λS
ij(s) i = j

−λC
ij(s) i �= j and (i, j) ∈ E

0 otherwise,

(6)

where λS
ij(s), −λC

ij(s), and more details for modeling of

the above results are defined in [2]. We will refer to L(s)
defined in this way as a dynamic Laplacian matrix. For the

graph topology shown in Fig. 1, the dynamic Laplacian matrix

has the form shown in (15). We have shown that when the

weight matrices λij(s) satisfy certain assumptions, −L(s) can

be viewed as a dynamic interconnection matrix, allowing the

demonstration of consensus. The graph shown in Fig. 1 will

be referred-to as a dynamic graph or a dynamic consensus
network.

For the autonomous case (Qin
i (t) = 0) and assume for

the generality (xi(t) = Ti(t), λ
S
ij(s) = λC

ij(s) = λij(s)), the

dynamic of each node in (4) can then be written in time domain

as:

ẋi(t) =
∑
j∈Ni

λij(t) ∗ [xj(t)− xi(t)]. (7)

By analogy with the static case (1), (7) is referred to as

the dynamic consensus protocol. Motivated by the single

integrator dynamic consensus network (7), we consider more

complicated dynamics (pi(s) for the node i, i = 1, 2, ..., N )

than simple integrator nodes as shown in Fig. 1. For this

dynamic network, we suppose that the node dynamic is given

by

xi(s) = pi(s)
∑
j∈Ni

λij(s)[xj(s)− xi(s)]. (8)

We call a dynamic network, such as that defined in (8), a

dynamic consensus network with heterogeneous nodes and

dynamic edges.

Recently, we consider another example motivated a gen-

eralization of the static consensus problem (1), modeling of

the load frequency control (LFC) network of an electrical

power grid as dynamic consensus network [3]. We consider

the following network:

Yi(s) =
1

s

∑
j∈Ni

Gi(s)aij(Yj(s)− Yi(s)), (9)

i = 1, . . . , N , which can be viewed as a single-integrator

consensus network with dynamic interconnection coefficients

Gi(s)aij . In the LFC network of the grid, the output of

each individual system is the phase of its voltage, which is

the integration of the angular velocity. The interconnection

is power exchanges among the individual systems through

transmission lines, which are dependent on phase differences.

The paper is organized as follows: Section II presents

a framework for dynamic graphs and dynamic consensus

networks. This framework introduces the idea of dynamic

degree, adjacency, incident, and Laplacian matrices in a way

that naturally extends these concepts from the static case. From

this, we can easily define equivalent concepts of dynamic

interconnection matrices and dynamic consensus networks.

In Section III, we use the established aspects and properties

of the defined dynamic graph theory in conjunction with

the behavioral approach to develop a controllability-analysis

methodology for dynamic networks. Because of scalability in

such dynamic networks, the controllability conditions based

on node and interconnection (edge) parameters that guarantee

controllability of the overall dynamic network were developed

in Section 4.

II. DYNAMIC GRAPHS DEFINITIONS

The previous work [2], [3] showed how two different

phenomena can be modeled in the form of a graph whose

edges are transfer functions (i.e., dynamic systems). In this

section, from the motivation of the models developed in the

previous work, we generalize all the typical notations from

(static) graph theory to the dynamic case. The development

here parallels the notations in static graph.

Consider the example of a directed, dynamic graph shown

in Fig. 1. Such graphs can be described as a set of nodes

(or vertices) N = {ni} connected by a set of edges E(s) =
{(ni, nj) : ni, nj ∈ N}. Each edge is modeled as a transfer

function λij(s). More formally, we can say that each edge

λij(s) ∈ R(s), where R(s) denotes the set of all complex-

valued functions analytic in the open right-half complex plane

(real rational functions). We assume there are no self-loops

associated with any node. If there is an edge between nodes

ni and nj , we say these nodes are adjacent (or neighbors).

We denote the neighbors of node ni as Ni = {j : (ni, nj) ∈
E(s)}. A path between two nodes is a sequence of edges by

which it is possible to move along the sequence of arcs from

one of the nodes to the other. If there is at least one node that

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

396



)(12 s
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)(4 sP)(3 sP

Fig. 1. Directed-Dynamic Graph.

has at least one path to every other node, the graph is said to

be connected.

Later, we also view a node as implementing a transfer func-

tion that produces the node variable (Pi(s) for i = 1, 2, ..., N ,

where N is number of nodes in the dynamic graph) by

processing the incoming and outgoing flows.

As in the static case, the edges eij(s) are ordered by the

edge originating from node Pi(s), known as the tail node, and

terminating at node Pj(s), known as the head node, which

can be identified by the presence of an arrowhead. If the

dynamics of the nodes are different, we call such dynamic

networks heterogeneous. If the nodes have the same dynamics,

the network is called homogeneous. A special case is when

we have integrator nodes with dynamic edges.

Each node Pi(s) in a directed dynamic graph, such as Fig.

1, is associated with a dynamic degree νi(s) representing the

total sum of the dynamic edge weights that are connected to

the node i. More specifically, each node has a dynamic in-

degree νini (s) and a dynamic out-degree νouti (s) representing

the sum of the dynamic edge weights of the incoming and

outgoing edges, respectively. Clearly νi(s) = νini (s)+νouti (s).
From these dynamic degree definitions, we can define three

different dynamic degree matrices:

1) The dynamic in-degree matrix Din(s) = diag(νini (s)).
2) The dynamic out-degree matrix Dout(s) =

diag(νouti (s)).
3) The dynamic degree matrix D(s) = diag(νi(s)).

Notice that D(s) = Din(s) +Dout(s).
If a dynamic edge eij(s) exists between two nodes i

and j, these nodes are considered to be adjacent and are

known as neighbors, and are denoted for a node Pi(s) by

Ni = {j : (ni, nj) ∈ E(s)}. As before, neighbors can be

distinguished based upon whether they are associated with

incoming or outgoing arcs. Thus, we can define three dynamic

adjacency matrices:

1) The incoming dynamic adjacency matrix Ain(s) = [ainij (s)],
is defined by

ainij (s) ={∑
j∈Ni

eij(s); ( coming into ni from nj) if i �= j

0 otherwise.

2) The dynamic outgoing adjacency matrix Aout(s) =
[aoutij (s)], is defined by

aoutij (s) ={∑
j∈Ni

eij(s); ( going out from ni into nj) if i �= j

0 otherwise.

3) The dynamic adjacency matrix A(s) = [aij(s)], is defined

by

aij(s) ={
total

∑
j∈Ni

eij(s); ( between ni and nj) if i �= j

0 otherwise.

Notice that A(s) = Ain(s) +Aout(s).

Another type of dynamic matrix is the dynamic incident

matrix. For the incoming incident matrix, we will define two

incident matrices: one indicates the direction of the edges

connected to a node, where for node Pi(s) the edge eij(s)
is given a value based upon being disconnected, incoming,

or outgoing and denoted as Bin
S where “S” refers to static.

Another matrix captures the transfer functions of the edges

and is denoted as Bin
D (s) where “D” refers to dynamic. Thus,

the dynamic and static incoming incident matrices are defined

as Bin
D (s) = [binij−D(s)], Bin

S = [binij−S ], where,

binij−D(s) =

{
+λij(s) if arc j enters node ni

0 otherwise.

binij−S =

{
+1 if arc j enters node ni

0 otherwise.

Similarly, we can define a dynamic and static outgoing inci-

dent matrices for a dynamic graph by, Bout
D (s) = [boutij−D(s)],

Bout
S = [boutij−S ], where,

boutij−D(s) =

{
−λij(s) if arc j leaves node ni

0 otherwise.

boutij−S =

{
−1 if arc j leaves node ni

0 otherwise.
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Also, we can define the dynamic and static incident matrices

for a directed dynamic graph as BD(s) = [bij−D(s)], BS =
[bij−S ] where

bij−D(s) =

⎧⎪⎨
⎪⎩
−λij(s) if arc j leaves node ni

+λij(s) if arc j enters node ni

0 otherwise.

bij−S =

⎧⎪⎨
⎪⎩
−1 if arc j leaves node ni

+1 if arc j enters node ni

0 otherwise.

Notice that BD(s) = Bin
D (s) + Bout

D (s) and BS = Bin
S +

Bout
S .

Having derived dynamic degree, adjacency, and incident

matrices, we can now give the dynamic equivalent of the

static Laplacian matrix. The dynamic Laplacian matrix has

spectral properties that indicate many facts about a graph.

An undirected dynamic graph, one whose dynamic edges are

not directionally-fixed, has a corresponding dynamic Laplacian

matrix defined with no ambiguities by L(s) = D(s) − A(s).
More specifically, the dynamic Laplacian matrix is defined as

L(s) = [lij(s)], where

lij(s) =

⎧⎪⎨
⎪⎩

∑
j∈Ni

λij(s) i = j

−λij(s) i �= j and (i, j) ∈ E
0 otherwise

. (10)

We can also define the dynamic Laplacian matrix of an

undirected dynamic graph as

L(s) = BD(s)BT = D(s)−A(s), (11)

where D(s) ∈ C
m×m is the dynamic degree matrix formed by

the dynamic degree of the m edges, B ∈ R
n×m is the static

incident matrix that captures the orientations of the edges, and

A(s) ∈ C
n×n is the dynamic adjacency matrix.

In the static case, the definition of the Laplacian matrix for

a directed graph requires adopting either an incoming or out-

going convention. Likewise, we define the dynamic Laplacian

matrix utilizing the dynamic degree and dynamic adjacency

matrices distinguishing between incoming and outgoing con-

ventions. Examples include: Lin(s) = Din(s) − Ain(s) and

Lout(s) = Dout(s)−Aout(s). With these definitions, L(s) =
Lin(s) + Lout(s). Particular caution must be taken in noting

that while L = BBT in the static case, L(s) �= B(s)B(s)T ,

Lin(s) �= Bin(s)Bin(s)
T

and Lout(s) �= Bout(s)Bout(s)T .

To overcome this, in the sequel, we will use Lout(s), where

the outgoing dynamic Laplacian matrix can be defined using

the incident matrices as follow:

Lout(s) = Dout(s)−Aout(s), (12)

where Dout(s) and Aout(s) are the dynamic-outgoing de-

gree and adjacency matrices, respectively. These matrices

can be defined in a static case using the incident matrices

as Dout = BoutBoutT and Aout = −BoutBinT

. For the

dynamic graphs, Dout(s) �= Bout(s)Bout(s)T because the

product of the dynamic incident matrices results in a matrix

where its elements are the square of the edge dynamics (i.e.,

λij(s)
2). To overcome this problem, we use the dynamic and

static incident matrices (one will capture the edges orientation

and the other will capture the edges dynamic) for defining the

dynamic degree and adjacency matrices. Thus, the outgoing

dynamic degree and adjacency matrices can be defined as:

Dout(s) = Bout
D (s)BoutT

S ,

Aout(s) = −Bout
D (s)BinT

S . (13)

By combining (12) and (13), the outgoing, dynamic Laplacian

matrix Lout(s) can be defined as

Lout(s) = Bout
D (s)BoutT

S +Bout
D (s)BinT

S

= Bout
D (s)(BoutT

S +BinT

S ) = Bout
D (s)BT

S . (14)

A similar definition can be given for Lin(s).

To illustrate, for the example shown in Fig. 1, the associated

dynamic degree, adjacency, and Laplacian matrices are given

by (15). Note that all λij(s) in (15) are transfer functions that

describe the interconnections (edges) between the nodes.

III. CONTROLLABILITY ANALYSIS FOR DYNAMIC

CONSENSUS NETWORKS USING THE BEHAVIORAL

APPROACH

In this section, we use the established aspects and properties

of the defined dynamic graph theory in conjunction with

the behavioral approach to develop a controllability-analysis

methodology for dynamic networks. Additionally, we demon-

strate the application of the dynamic interconnection topology

(dynamic Laplacian matrix) in analyzing the interconnections

of nodes for the purpose of establishing controllability.

Controllability analysis for consensus networks with static

topology has already been studied by several researchers.

Most of these studies have investigated the effect of the static

topology on the controllability of consensus networks. The

authors of [4] introduced a graph-theoretic characterization

of the structural controllability of static networks with a

single leader and showed that a static network with switching

topology is structurally-controllable if and only if the union

graph of the underlying static topologies is connected. In [5],

controllability was investigated using the size of the graph and

its connectivity. Controllability for leader-based, multi-agent

systems was analyzed in [6] based on connectivity and the null

space of the incidence matrices of the leader and followers.

Controllability using the graph symmetry, automorphism, and

equitable-portions properties was addressed in [7]. In this

section, we analyze the dynamic interconnection topologies of

the proposed dynamic networks for the purpose of establishing

controllability using the behavioral approach to control [8].

We first describe the behavioral approach and then discus the

controllability of the two room example using this approach.

We then give the general result.
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Dout(s) =

⎡
⎢⎣
λ12(s) + λ13(s) + λ14(s) 0 0 0

0 λ21(s) + λ24(s) 0 0
0 0 λ31(s) + λ34(s) 0
0 0 0 λ41(s) + λ42(s) + λ43(s)

⎤
⎥⎦ ,

Aout(s) =

⎡
⎢⎣

0 λ12(s) λ13(s) λ14(s)
λ21(s) 0 0 λ24(s)
λ31(s) 0 0 λ34(s)
λ41(s) λ42(s) λ43(s) 0

⎤
⎥⎦ ,

Lout(s) =

⎡
⎢⎣
λ12(s) + λ13 + λ14(s) −λ12(s) −λ13(s) −λ14(s)

−λ21(s) λ21(s) + λ24(s) 0 −λ24(s)
−λ31(s) 0 λ31(s) + λ34(s) −λ34(s)
−λ41(s) −λ42(s) −λ43(s) λ41(s) + λ42(s) + λ43(s)

⎤
⎥⎦ . (15)

A. Behavioral Approach

The behavior of a dynamic system is the collection of all

possible time trajectories in the system [9], [10]. In other

words, the behavior is a family of trajectories, rather than

a transfer function. The behavior of a dynamic system is

defined as the set of solutions of a system of linear, constant-

coefficient differential equations. For example, consider a

system described by the following set of differential equations:

w1 + 2
d

dt
w1 +

d2

dt2
w1 − w2 − d

dt
w2 = 0;

− w1 − d

dt
w1 + 7w2 + 5

d

dt
w2 +

d2

dt2
w2 − 6w3−

4
d

dt
w3 = 0; (16)

The dynamic system (16) can be written in matrix form as:

M

(
d

dt

)
w = 0, (17)

where

M(
d

dt
) =[

d2

dt2 (·) + 2 d
dt (·) + 1 −( d

dt (·) + 1) 0

−( d
dt (·) + 1) d2

dt2 (·) + 5 d
dt (·) + 7 −4 d

dt (·)− 6

]
,

and w = [w1, w2, w3]
T . We can also describe (16) using

polynomial notation as

[
s2 + 2s+ 1 −(s+ 1) 0
−(s+ 1) s2 + 5s+ 7 −4s− 6

] [w1

w2

w3

]
= 0, (18)

From the above equations, we can define the behavior of the

system (16) as all possible sets of solutions (w1, w2, and w3)

that satisfy (17) or (18). We call equation (17) or (18) a kernel

representation of the dynamic system (16) [8].

We can use the behavioral system theory notation M( d
dt )

to describe the relationships between the variables at a node

can be represented by a kernel operator made up of differential

equations. For more details see [11]. To illustrate, given a node

with the transfer function description:

Ti(s) = − 10

s+ 1
qi1(s)− s+ 4

s+ 2
qi2(s) +

s+ 5

s+ 1
Qin

i (s),

which could be rewritten as

Ti(s) +
10

s+ 1
qi1(s) +

s+ 4

s+ 2
qi2(s)− s+ 5

s+ 1
Qin

i (s) = 0,

we can describe this as M( d
dt )x(t) = 0, where x(t) =

[Ti(t) qi1(t) qi2(t) Q
in
i (t)]T and M( d

dt ) is defined by (19).

With this notation, an edge can be represented as M i↔j( d
dt ),

as is done in considering the two node example shown in
Fig. 2. The transfer function in the connection element is
equivalently:

[−( d
dt
(·) + 3) 0 d

dt
(·) + 1 10

0 −( d
dt
(·) + 3) 10 d

dt
(·) + 2

]⎡⎢⎣q1
q2
T1

T2

⎤⎥⎦ = 0.

(20)

The kernel representation for the system can then be defined

by:

M

(
d

dt

)
x(t) = 0. (21)

B. Controllability using the Behavioral Representation

Definition 3.1: [8] The system (21) is controllable if for any

two trajectories x1(t) and x2(t) (as shown in Fig. 3) satisfying

(21) there exists a time T ≥ 0 and a third trajectory x3(t)
satisfying (21) such that

x3(t) =

{
x1(t) t ≤ 0

x2(t− T ) t ≥ T

In a controllable system, it is possible to utilize freely-

assignable variables to switch between any legal past and

future trajectories with some delay T as shown in Fig. 3 .

Thus, for a controllable system it is possible to reach any

legal future trajectory regardless of its present state or using

the transition trajectory. In [12], controllability was described

using the kernel representation:

Theorem 3.1:
The system (21) is controllable if and only if the rank of

M(s) is the same for all s ∈ C.
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M(
d

dt
) = [(

d2

dt2
(·) + 3

d

dt
(·) + 2) 10(

d

dt
(·) + 2) (

d2

dt2
(·) + 5

d

dt
(·) + 4) − (

d2

dt2
(·) + 7

d

dt
(·) + 10)] (19)

Fig. 2. Connection transfer function example.

0

T Time [Sec.]

X X

x1(t)
x3(t)

x2(t-T)

Past trajectory

Transition
trajectory

Future trajectory

Fig. 3. Behavioral controllability.

C. Controllability of Two Rooms: An Example

As an example, we investigate controllability of the two

room example. Our problem is first formulated by defining the

behavioral representation of the example containing two rooms

(For more details in the modeling of two rooms example see

our previous work in [2]). Fig. 4 depicts what is called a 3R2C

model. We identify a room i as a node with node variable

Ti, the lumped room temperature, Qin
i , the input heat flow (a

manipulated variable, not shown), and qij , the heat flow out

of the room through walls or doors or windows (of course

with this convention, if qij < 0 then this is heat flow into the

room). The parameter Cr
i is the thermal capacity (mass) of

the room i.

The interconnection between the two rooms is a wall, which

is represented analogously by an electrical circuit with three

resistors and two capacitors, a simplification of the model in

Fig. 4. As shown in [2], the heat flows in Fig. 4 can be written

ROOM i ROOM jWall

iT jT
1R

2C 4C

3R 5R

r
iC r

jC

ijq jiq

Fig. 4. Two rooms connected by a wall using the 3R2C model.

as: [
qij
qji

]
=

1

Bij(s)

[
Aij(s) −Dij(s)
−Dij(s) Aji(s)

] [
Ti

Tj

]
, (22)

where Aij(s), Aji(s), Bij(s), and Dij(s) are defined in [2].

From Fig. 4, the nodal equation can be written as:

Cr
i

dTi

dt
= Qin

i − qij (23)

Combining (22) and (23) gives:

[
Cr

i s 0
0 Cr

j s

] [
Ti

Tj

]
=

[
Qin

1

Qin
2

]
− 1

Bij(s)

[
Aij(s) −Dij(s)
−Dij(s) Aji(s)

] [
Ti

Tj

]
(24)

From (24), the kernel representation of the two rooms example

can be expressed by (25).

Using Theorem 3.1 and the structures of the system’s

matrices, the following theorem defines the controllability of

the two rooms example:

Theorem 3.2: Suppose for all i, j, the roots of Bij(s) (in 24)

are isolated. Then system (25) is uncontrollable if and only if

there exists a root λ of Bij(s) such that

[
Aij(λ) −Dij(λ)
−Dij(λ) Aji(λ)

]
(26)

is not full row rank.

Proof:
Based on Theorem 3.1, the system (25) is controllable if and

only if the rank of M(s) is the same for all s ∈ C. Suppose

λ is the root of Bij(s) (Bij(λ) = 0), then we can prove the

theorem by considering the following two cases:

Case 1: λ not a root of Bij(s): The system is controllable

because Bij(λ) �= 0, thus the rank of M(s) is two.

Case 2: λ a root of Bij(s): In this case Bij(λ) = 0, so

M(s) becomes

M(λ) =

[
Aij(λ) −Dij(λ) 0 0
−Dij(λ) Aji(λ) 0 0

]
. (27)

Now we can see from the last equation that the system is

uncontrollable if and only if the non-zeros block matrix

[
Aij(λ) −Dij(λ)
−Dij(λ) Aji(λ)

]
(28)

is not full row rank. �
A similar result is also possible with repeated roots where

the rank condition would have to be verified for terms that

share roots of the same or higher multiplicity.

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

400



[
sCr

i Bij(s) +Aij(s) −Dij(s) −Bij(s) 0
−Dij(s) sCr

jBij(s) +Aji(s) 0 −Bij(s)

]
︸ ︷︷ ︸

M(s)|s= d
dt

⎡
⎢⎣

Ti

Tj

Qin
i

Qin
j

⎤
⎥⎦ =

⎡
⎢⎣
0
0
0
0

⎤
⎥⎦ ,

M

(
d

dt

)
x(t) = 0. (25)

P1(s)
P2(s)

.
.
PN(s)

+

inu pu py

eu
-

T
S

out
D BsBsL )()(

Fig. 5. Block diagram of the dynamic network with heterogeneous nodes and
dynamic edges.

IV. GENERAL CONTROLLABILITY OF DYNAMIC

CONSENSUS NETWORKS

The controllability conditions obtained in the previous sec-

tion cannot be applied for the general dynamic networks, such

as identical LTI nodes with dynamic edges or even in the

more general case with heterogeneous nodes. This is because

of scalability in such dynamic networks. For example, we

have a similar result for the four rooms example but this

result will be difficult to apply when we consider more rooms

or nodes in a dynamic network. Thus, we seek to develop

controllability conditions based on node and interconnection

(edge) parameters that guarantee controllability of the overall

dynamic network.

The block diagram for the general dynamic networks (het-

erogeneous nodes with dynamic edges as proposed in (8))

can be depicted as shown in Fig. 5. To propose our task,

our problem is first formulated by considering a dynamic

consensus network consisting of N heterogeneous LTI nodes

Pi(s) for all i = 1, . . . , N modeled by the following state-

space equations:

ẋp,i(t) = Ap,ixp,i(t) +Bp,iup,i(t)

yp,i(t) = Cp,ixp,i(t), (29)

where xp,i(t) ∈ R
ni , up,i(t) ∈ R

mi , yp,i(t) ∈ R
pi

denote the state, input, and output, respectively, of

node i for i = 1, . . . , N and Ap,i, Bp,i, Cp,i are

constant matrices with appropriate dimensions. If we

define the vectors xp(t) = [xp,1(t)
T , . . . , xp,N (t)T ]T ,

up(t) = [up,1(t)
T , . . . , up,N (t)T ]T , and yp(t) =

[yp,1(t)
T , . . . , yp,N (t)T ]T we can write (29) in a matrix

form as:

ẋp(t) = Apxp(t) +Bpup(t)

yp(t) = Cpxp(t), (30)

where, xp(t) ∈ R
n, up(t) ∈ R

m, yp(t) ∈ R
p, n =

∑N
i=1 ni,

m =
∑N

i=1 mi, p =
∑N

i=1 pi, Ap = diag(Ap,i), Bp =
diag(Bp,i), and Cp = diag(Cp,i).

Note that the input vector into the nodes up(t) (see Fig. 5)

is given by:

up(t) = u(t)in + ue(t), (31)

where uin(t) = [uin
1 (t)T , ..., uin

N (t)T ]T is the input vector

from the environment to the nodes in the dynamic network

and ue(t) = [ue
1(t)

T , . . . , ue
N (t)T ]T is the input vector from

the dynamic topology (edges) to the nodes. Assume that the

interconnections (edges) of the dynamic topology are modeled

by transfer functions eij(s) = λij(s). Thus, the dynamic

consensus protocol that describes the dynamic topology is

given in the frequency domain by the following equations (see

(8):

ue
i (s) =

∑
j∈Np,i

[λij(s)(yp,j(s)− yp,i(s))] , ∀i = 1 . . . N.

(32)

Note that the outgoing convention has been used for describing

the dynamic topology. The dynamic consensus protocol (32)

can be expressed in a matrix form as:

ue(s) = −Lout(s)yp(s), (33)

where Lout(s) is the outgoing dynamic Laplacian matrix

defined in (14) as

Lout(s) = Bout
D (s)BoutT

S +Bout
D (s)BinT

S = Bout
D (s)BT

S ,
(34)

where Bout
D (s) and BS are the dynamic outgoing incident

matrix and dynamic incident matrix, respectively, and these

matrices are defined in Section II for the example shown in

Fig. 1.

Combining (33) and (34), we get

ue(s) = −Bout
D (s)BT

S yp(s), (35)

where Bout
D (s) matrix captures the dynamics of the edges in

the dynamic topology (each column in Bout
D (s) describes the

dynamic of an edge eij(s) = λij(s)) and BS matrix captures
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the interconnections between the nodes and the edges in the

dynamic network.

If the Bout
D (s) matrix has a state space realization

(Ae, Be, Ce, De), the dynamic topology model (35) can be

written in the time domain as:

ẋe(t) = Aexe(t)−BeB
T
S yp(t)

ue(t) = Cexe(t)−DeB
T
S yp(t), (36)

where xe(t) ∈ R
n̄ is the state vector of the matrix BS

and Ae, Be, Ce, De are constant matrices with appropriate

dimensions.
Combining (30), (31) and (36), the overall representation of

the dynamic consensus network with N (LTI) heterogeneous
nodes and dynamic edges can be written as:[
ẋp(t)
ẋe(t)

]
=

[
Ap −BpDeB

T
SCp BpCe

−BeB
T
SCp Ae

] [
xp(t)
xe(t)

]
+

[
Bp

0

]
uin(t),

y(t) = [Cp 0]

[
xp(t)
xe(t)

]
. (37)

Define D̃e = DeB
T
S and B̃e = BeB

T
S , the system (37) can be

rewritten as[
ẋp(t)
ẋe(t)

]
=

[
Ap −BpD̃eCp BpCe

−B̃eCp Ae

] [
xp(t)
xe(t)

]
+

[
Bp

0

]
uin(t),

y(t) = [Cp 0]

[
xp(t)
xe(t)

]
. (38)

From the overall representation of the dynamic network (38), the
kernel representation of this system can be expressed by:[

sIn −Ap +BpD̃eCp −BpCe −Bp

B̃eCp sIn̄ −Ae 0

] [ xp(t)
xe(t)
uin(t)

]
= 0, (39)

Using the above kernel representation (39), the following theorem is
a direct result of applying Theorem 3.1 above:

Theorem 4.1: The dynamic consensus network
(37) is controllable if and only if the rank of[
sIn −Ap +BpD̃eCp −BpCe −Bp

B̃eCp sIn̄ −Ae 0

]
is the same for

all s ∈ C.
A proof of this theorem can be done directly. Alternately, we can

use Theorem 9.4 in [13], which states that for two systems S1 and
S2 connected in feedback configuration shown in Fig. 5, the closed
loop system is controllable if S1, S2, and the series connection S1S2

are each controllable. The later condition requires that no pole of S2

is a zero of S1. Using this result we can state the following:
Theorem 4.2: The dynamic network described by (37) is control-

lable if each of the following is true:

1) The system of nodes defined by (30) is controllable.
2) The system of edges defined by (36) is controllable.
3) No pole of the edge system (36) is a transmission zero 1 of

the node system (30).

Proof:
From Theorem 4.1, we conclude that the system (37) is control-

lable if and only if the rank(Q(s)) is the same for all s ∈ C, where

Q(s) =

[
sIn −Ap +BpD̃eCp −BpCe −Bp

B̃eCp sIn̄ −Ae 0

]
. (40)

1A transmission zero for ẋ = Ax + Bu, y = Cx is a value λ ∈ C such

that

[
λIn −A B

C 0

]
loses rank. Transmission zeros correspond to terms eλt

that will not appear in the output when they are in the input.

If we do some column operations on the matrix Q(s) (Col1 = Col1+

Col3D̃eCp, Col2 = Col2 − Col3Ce), and replacing the columns 2
and 3, we get

Q̄(s) =

[
sIn −Ap −Bp 0

B̃eCp 0 sIn̄ −Ae

]
. (41)

Note that Q̄(s) is column equivalent to Q(s) and then rankQ̄(s) =
rank(Q(s)), for all s. The theorem can be proven if we can show
that the rank(Q̄(s)) = n+ n̄ for the following two cases:

• For s /∈ λ(Ae), condition 1. implies that rank(sIn−Ap, Bp) =
n, for all s. For s /∈ λ(Ae), sIn̄ − Ae is nonsingular. Then
from the matrix structure of Q̄(s), rank(Q̄(s)) = n + n̄ and
then rank(Q(s)) is the same for all s. Thus the system is
controllable.

• For s ∈ λ(Ae): We can rewrite Q̄(s) in (41) as

Q̄(s) = Q̄1(s)Q̄2(s), (42)

where

Q̄1(s) =

[
In 0 0

0 B̃e sIn̄ −Ae

]
,

Q̄2(s) =

[
sIn −Ap −Bp 0

Cp 0 0
0 0 In̄

]
. (43)

Form (43), condition 2. in this theorem implies that the rank(sIn̄ −
Ae, B̃e) = n̄, for all s and then rank(Q̄1(s)) = n + n̄, for all s.
For s ∈ λ(Ae), the third condition implies that the rank(Q̄2(s)) =
n+ p+ n̄, for all s ∈ λ(Ae), where p =

∑
i pi is the dimension of

the output vector yp(t) of the system.
Applying the Sylvester’s rank inequality (see [14] and [15]) in the

equation (42), we get

n+ n̄ ≥ rank(Q̄(s)) ≥ rank(Q̄1(s)) + rank(Q̄2(s))− d, (44)

where d = n+p+ n̄ is the number of columns in the matrix Q̄1(s).
From (44) and (43), we can rewrite the last inequality as

n+ n̄ ≥ rank(Q̄(s)) ≥ (n+ n̄) + (n+ p+ n̄)− (n+ p+ n̄).
(45)

From the above equation we can conclude that the rank(Q̄(s)) =
n+ n̄, for all s ∈ λ(Ae) and then the rank of the matrix Q(s) is the
same for all s and hence the system is controllable. �

Note that Theorem 4.1 and Theorem 4.2 are equivalent. The
controllability conditions introduced in Theorem 4.2 are interesting
because it concludes that in addition to the controllability of the nodes
and edges, controllability requires the poles of the edges not match
the transmission zeros of the nodes. Furthermore, the third condition
can be investigated using only the region of the eigenvalues of the
system matrix Ae. This makes controllability analysis easier because
it can be investigated using only the bounds of λi(Ae) or by simply
checking the poles and zeros of the nodes and edges dynamics.

V. CONCLUSION

This paper presented a framework for dynamic graphs and dynamic
consensus networks. This framework introduced the idea of dynamic
degree, adjacency, incident, and Laplacian matrices in a way that nat-
urally extends these concepts from the static case. From this, equiv-
alent concepts for dynamic interconnection matrices and dynamic
consensus networks were defined. We used the established aspects
and properties of the defined dynamic graph theory in conjunction
with the behavioral approach to develop a controllability-analysis
methodology for dynamic networks. Additionally, the application
of the dynamic interconnection topology in analyzing the inter-
connections of nodes for the purpose of establishing controllability
analysis was demonstrated. The behavioral approach was described,
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followed by a discussion of its use in controllability of the two-rooms
example. This led to the presentation of the resulting general usage
of dynamic graph theory in conjunction with the behavioral approach
for controllability-analysis of dynamic consensus networks.
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Abstract- Indian Railways being one of the largest 
functioning units of India employs a huge amount of 
manual unorganized labor. Maintenance of railway coaches 
and bogies is provided from part of this labor. It has always 
been a great challenge to find an optimal operating scenario 
for maximized productivity. In this work, we aimed to 
model and maximize maintenance productivity of Indian 
Railway coach and bogie . Taking into consideration the 
volatility of the circumstances and uncorrelated behavior of 
different human factors affecting productivity, to obtain the 
best scenario five of the most critical human factors were 
identified that are expected to affect the maintenance of the 
coaches and bogies most. Cobb-Douglas production 
function was used to model maintenance productivity with 
the chosen human factors. The main goal after designing 
the model for productivity is to maximize it. To get the 
optimal productivity Differential Evolution algorithm is 
used. Finally, the Cuckoo search algorithm is applied to 
validate the results. 

 
Keywords- Railways, maintenance, human factors, 
productivity, differential evolution, statistical, 
cuckoo search. 

 
I. INTRODUCTION 

 
Indian Railways(IR) is the fourth-largest railway network 

in the world by size and also the world’s eighth-largest 
employer as of March 2017 [1]. Railways play an important 
role in stimulating the industrial and agricultural demands 
of the nation. Among different subsystems of IR rolling 
stock is considered to be the most important as it carries 
passengers and goods. The rolling stock of IR consisting of 
locomotives, goods wagons, and  passenger coaches, serves 
8.26 billion passengers and 16 billion tons of freight per 
year [2]. Supporting such a multidimensional and  
extremely important role in a seamless manner, the coaches 
and wagons suffer intense stress due to climate, the 
topography of the service area, the tremendous loading of 
human (passenger services), and goods (freight services), 
average  running  time  and  average  distance  covered. The 

maintenance workforce lies at the heart of the system, as 
having regular maintenance can help us get uninterrupted 
continued service. Despite a few distracting scenarios like 
delays and accidents, the primary target of Indian Railways 
would be to maximize the productivity of the maintenance 
workforce. A study by Poddar et al. (2017) underlined the 
key human factors that affect maintenance work in Indian 
Railways [3]. Due to the dense network of rail transport in 
India and the high frequency of operations, timely 
supervised maintenance is an utmost need. Data 
standardization and Principal Component Analysis (PCA) 
were used on the list of thirty-six identified human factors. 
The most important human factors were identified using 
Factor analysis. In this context, the primary objective of 
this research work is to present a working model of 
productivity as a function of various key parameters and 
maximize it using the Differential Evolution algorithm. 
The paper is divided into four main sections. The basic 
background of the problem and a brief account of the 
available literature is discussed in section II. After a brief 
discussion on the key parameters of the Differential 
Evolution (DE) algorithm in section III, the research 
framework and workflow are outlined in section IV.  
Results are discussed in section V with appropriate 
conclusions being drawn finally in section VI. These 
sections are discussed in detail. 

 
II. PROBLEM FORMULATION 

 
A. Dependency on human factors: 

 
Productivity being directly linked to the human 

workforce, it is one of the most important and well studied 
components of the industry. Endsley (1995) discussed the 
role of attention and working memory in dynamic human 
decision making [4]. Wilson and Rutherford (1989) worked 
on psychological impact of change in human factors [5]. In 
their study on Human Robot Interaction, Hancock et al. 
(2011)[6] found robot performance and attributes to be the 
largest contributors in increasing trust in Human Robot 
Interaction. Hendrick (1991) and Krüger et al. (2009) also 
presented similar outcomes [7][8]. Keller et. al. discussed 
the necessity of maximum eight hour single shifts to avoid 

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

404

Srijita
Typewritten Text
978-1-7281-9615-2/20/$31.00 ©2020 IEEE



fatigue, health issues leading to reduction in productivity. 
This observation was supported by Cotrim et al. (2017)’s 
study showing rest quality being an important factor [10]. 
From Indian perspective, it is very important to conceive a 
proper work shift pattern for the maintenance formalities 
due to the huge number of people availing the services [11, 
12]. The human factor also drastically affects the safety 
issues in railways. Baldry and Ellison (2006) worked 
extensively to identify instances of major incidents 
involving rail employees [13]. 

 
 

B. Significance of the Productivity Analysis: 
 

Human factors is one of the most important 
parameters which is being analysed in various industries, as 
productivity is greatly dependable on it[14-16-DE]. In 
Order to increase the productivity mutual dependencies of 
some key factors are sought out. Usually, the increase in 
productivity is due to the increasing favourability of these 
factors. 

 
C. The Cobb-Douglas function: 

Productivity model is a measurement method 
which is used in practice as a ratio of value added 
output and different inputs like material, capital, land, 
man and machine. 

Keeping this in mind the present work deals with 
estimating the total factor productivity (TFP) of 
maintenance workforce for railway coaches and 
bogies. 

On the basis of parameters like human machine 
interaction, time pressure, situational awareness, safety 
culture and shift pattern, the well-known Cobb-Douglas 
production function outlines its input-output relationship 
[17-18]. It allows the study on the impact of humane  
factors upon above mentioned factors onto input labor 
parameters of the function. 

Yield parameters within the Cobb-Douglas 
production functions are communicated in exponential 
shape. This complicates the ensuing analysis and 
application. To simplify the reliance P H Douglas 
(1976) [19-DE] tested with diverse viewpoints of the 
productivity work and eventually communicated the 
function in terms of direct homogeneous functions 
utilizing logarithmic changes. This transformation 
simplified the application of statistics (Goldberger) 
[20-DE]. 

This production function is in this way utilized to 
set up a working connection between the productivity 
of Indian Railroads coach and bogie support and the 
human components administering the performance of 
the workforce. The productivity function is then 
maximized utilizing Differential Evolution 
optimization techniques. 

 

D. Productivity Function Optimization: 

have been implemented to maximize the 
productivity, by the authors. 

 
E. Application of Differential Evolution 

Algorithm: 
 

First introduced in 1995 by K V Price and R M 
Storn [21], Differential Evolution Algorithms have 
been popular in various optimization problems. In 
this work the authors have applied the Differential 
Evolution (DE) technique on the Cobb-Douglas 
function to maximize productivity. A brief 
description of Differential Evolution algorithm used 
along with optimized parameter values is discussed 
in consequent segments. 

 
III. BASIC DIFFERENTIAL EVOLUTION (DE) 

FORMULATION 

 
A. Initialization and choice of starting 

population: 
 

Like almost all evolutionary algorithms, DE starts 
from an initial population containing its constituent 
members distributed over a bounding box constrained by 
the limits on the parameters. The upper and lower bounds 
of the parameters are either intuitively chosen from 
physical understanding or are dynamically updated across 
the optimization routine. 

After the initial bounding box is created from the upper 
(bLbU) and lower limits (bLbL) on the parameters for 
optimization, the next step is to distribute the entire 
population inside that bounding box. Uniform or non-
uniform distributions can be used for this purpose. The 
choice of the distribution to be used depends on the 
knowledge of the location of the global optimum. 
If the global optimum point is completely unknown and can 
be anywhere inside the parameter region a uniform 
distribution can be used. 

 
xj,i,0 = bjL + randj (1, D)(bjU − bjL ) (1) 

 
Here ‘D’ is the number of parameters in the optimization 
problem. On the other hand if there is some information 
regarding the location of the optimum point, a Gaussian 
distribution can be used to emphasize the region containing 
the optimum. 

 
B. Differential Mutation and advantages 

 
The process of mutation is completely unique in the 

case of the DE algorithm and sets it apart from other 
available evolutionary algorithms. While GA uses a bit 
flipping technique, DE uses differential mutation wherein a 
scaled difference of two randomly chosen members is 
added to a third randomly chosen member. The end result 
is a mutated vector. 

In previous research Least Square method (LSM) 
and  Particle  Swarm  optimization  (PSO) techniques 

vi,g = xr0,g + F (xr1,g − xr2 ,g ) (2) 
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There are four major parameters in case of differential 
mutation described by the above mentioned equation. The 
base vector index (r0), the difference vector indices (r1 and 
r2) and the mutation scale factor (F). 
The standard procedure of randomly choosing the vector 
indices (also called the Roulette wheel selection) leads to 
selection duplication. This error is eliminated using 
Stochastic Universal Sampling where all the vector indices 
are chosen randomly but simultaneously at one go. 
The two vectors r1r1 and  r2  for differencing are selected  
in the similar fashion as was done in case of r0r0 , but with 
different and individual permuted arrays. In this way it is 
ensured that  i =/ r0  =/ r1=/ r2 

In any evolutionary algorithm, mutation always brings 
diversity and consequently an option for better performing 
members in the population. The factor that controls the 
amount of mutation is the mutation scale factor F as 
defined in (1). Increasing F would indeed increase diversity 
in the population leading to a better performance but it has 
been seen that with F>1 the solutions are both time 
consuming and less reliable than with F<1. Also when F=1, 
identical mutated vectors are created which degrades the 
performance of the DE technique. 

 
C. Crossover Formulation: 

 
Crossover is a process in which a trial vector is created 

using parameter value selection from the mutant and the 
target vector. There are various types of crossover 
technique namely one point crossover, N point crossover 
and exponential crossover. One parameter is initially 
chosen at random and copied from the mutant to the 
corresponding trial parameter. The source of subsequent 
trial parameters is determined by comparing a cross-over 
factor (Cr) to a uniformly distributed random number 
between 0 and 1 that is generated (D-1) times i.e. anew for 
each parameter. This crossover factor controls the amount 
of part/parameter exchange between the parent and the 
subsequent generation thereby controlling variability in 
characteristics. 

 
D. Selection and termination : 

 
After successful creation of Np trial vectors through 

mutation and crossover, the next step is selection of 
population members for the next generation. The trial 
vectors and target vectors compete against each other for a 
place in the next generation. Usually selection is based on 
objective function value and depending on the optimization 
problem; either the vector with highest objective function 
value or the one with lowest objective function value 
survives and enters the next generation population. 

 
There can be various types of termination criteria in 

any optimization technique. Some of them are being 
discussed here. An absolute value of the productivity 
function can be set as the barrier. Alternatively a  
differential convergence based adaptive termination criteria 

can be set where a predefined percentage of change of the 
productivity function in successive iterations can be sought. 
For a failsafe, a maximum number of iterations/generations 
are kept such that the optimization procedure is not stuck in 
an infinite non-evolving loop. 

 
IV. RESEARCH FRAMEWORK 

 
A. Overview: 

 
It has been built up in the last segments that the 

maintenance of the railway bogies and coaches is highly 
dependent on the performance of the employees. A 
rudimentary survey on the railway department employees 
has been done to estimate the human factors and their 
influence and dependency on productivity. The modelling 
of the productivity function is done based on the collected 
statistical data. 

 

 
Fig. 1. Flowchart of the research work 

 
 

B. Dataset Overview: 
 

In this work, data were collected mainly from interactions 
with various railway operation and maintenance staff. 
Initially the documentation started with interviewing 250 
people at different levels of railway operation and 
maintenance to explore the IR maintenance system and to 
identify associated human factors. An open ended  
prototype questionnaire was formulated. This allowed 
freedom for both the interviewer and the interviewee 
encouraging supplementary questions (interviewer) and 
wilful response (interviewee). Frequent visits to the 
maintenance work shed in the context of historical railway 
operation and maintenance data available in the public 
domain led to the identification of different model 
parameters. 

 
The identification of human factors was influenced by: 

a) registers/files/documents/data sheets related to 
maintenance and operation of IR 

b) direct observations of maintenance activities and 
operations 

c) discussion with concerned operators and staff 
engaged in the operation of maintenance of railway coach 
and bogie. 
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To obtain a comprehensive dataset, these factors were 
extensively studied with repeated interactions with working 
personnel ranging from administrators to ground staff. 
Qualitative factors like expectation, interpretation, 
perception, situational awareness, human-machine 
interface, and vigilance are mapped to quantifiable factors 
by marking them in a scale of ‘1 to 10’ based on its 
importance as felt by the different interviewees. The 
marking system correlated human factors based on their 
importance with respect to maintenance of coach and bogie 
system. 

 
C. Building Model : 

 
The model developed form the dataset thus collected 

deals with the role of human factors on productivity using 
standard Cobb-Douglas production function. The most 
basic form of the Cobb-Douglas function for a single good 
with two input factors is: 

 
Y=A Lβ Kα (3) 

 
where: 
Y = total production 
L = labour input 
K = capital input 
A = total factor productivity 
α and β are the output elasticity of capital and labour, 
respectively. Output elasticity measures the responsiveness 
of output to a change in levels of either labour or capital 
used in production. 
To handle multiple inputs, the Generalized Cobb-Douglas 
(CD) production function is introduced which can handle 
multiple inputs. It is represented as 

Assuming a basic production function estimate, 
productivity output (Y) can be denoted as a function of 
inputs of Human Machine Interface (A), Situational 
Awareness (B), Time Pressure (C), Shift Pattern (D),  
Safety Culture (E). We have: 

 
Y=f(A,B,C,D,E) (5) 

 
Assuming Cobb-Douglas estimate: 

 
Y=AaBbCcDdEe (6) 

 
Contributions of each of the factors are controlled through 
the corresponding elasticity parameters (a, b, c, d and e). 
Taking logarithm of equation (2) we obtain equation (7): 

 
log(Y)= a log(A) + b log(B) + c log(C) + d log(D) + e 
log(E) (7) 

 
Thus, our assumption of production function reduces to a 
linear estimate with parameters a, b, c, d, e. 

 
V. RESULTS AND DISCUSSION 

 
The DE algorithm discussed in section III is applied 
on (7) to maximize the productivity function log(Y) 
(and consequently Y). DE parameters and 
performances are discussed next. 
In the context of discussion in section III, we have 
chosen flexible upper and lower bounds on the 
elasticity parameters of (7). Depending on overall 
convergence, the bounds are decided. A uniformly 
distributed population space of 100 members is 

L     
λ 

chosen to initialize DE. In case of differential 
 

where: 

f (x) = A ∏ x i
 

i=1 
i
 

x = (x1 , …xL ) (4) mutation a universal stochastic sampling is chosen to 
obtain the base vector as well as the differencing 

1) A is an efficiency parameter 
2) L is the total number of goods 
3) x1, ..., xL are the (non-negative) quantities of good 
consumed, produced, etc. 
4) λi is an elasticity parameter for good i 

The input factors obtained from the dataset are mapped into 
the multiple inputs of the Cobb-Douglas production 
function. 

 
D. Analysis: 

 
Let X denote the m×n matrix representation of the 

available input dataset from statistical observations as 
discussed earlier. Here m denotes the number of 
observations made corresponding to each of the n human 
factors. We have m=250 and n=5. The ith row of the input 
dataset Xi is thus expressed as 
Xi = [xiA xiB xiC xiD xiE] 

Let Y be the m×1 matrix consisting of the output 
productivity values for each of the m=250 observations. 

vectors. A random permutation matrix is introduced 
to avoid duplication in vector selection. The mutation 
control factor of 0.85 is chosen to obtain a higher 
degree of mutation in the solution space. Post 
mutation, a uniform crossover scheme is adopted 
with a crossover probability of 0.2. Consequently a 
fairly diverse population space is generated after each 
generation. This had been a single objective 
optimization with a goal to maximize the productivity 
(Y). The termination criteria are set as a 5% change 
in subsequent iterations or a normalized productivity 
value of 0.99 or a maximum iteration of 1000 
whichever is achieved earlier. It is observed that the 
optimization algorithm runs for 200 iterations before 
reaching a differential accuracy of 5% and the 
termination criteria is hit. 

 
A. Optimization of Parameter using DE 

Algorithm: 
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The optimal elasticity coefficient values obtained by 
Differential Evolution Algorithm on our available 
dataset.Values of each coefficient is between 0 and 1. 
Keeping other inputs as constant we are measuring the 
change of output productivity for each and every individual 
coefficient.The effect of individual input factors on overall 
productivity output is clearly visible here. It is observed 
Human Machine Interface with the maximum coefficient of 
0.567 is the most significant human factor contributing to 
maintenance service which is followed by Safety Culture 
(0.342), Shift Pattern(0.208), Time Pressure (0.188) and 
Situational Awareness (0.165). In order to validate the 
mathematical model and to ensure that randomness of 
Differential Algorithm isn’t led to a faulty result,a nature 
inspired searching algorithm (Cuckoo Search) is applied to 
the same dataset for similar iteration and same other 
parameter constraints.The result obtained using both the 
algorithm is tabulated in Table 1. 

 
TABLE 1: ELASTICITY COEFFICIENT OF 

INDIVIDUAL FACTORS 

 

 
Human Factor 

 
 

Elasticity 
Coefficient 

Value 
obtained 
(by DE) 

Value 
obtained 
(by 
Cuckoo 
Search) 

Human Machine 
Interface 

 

a 
 

0.567 
0.553 

Situational 
Awareness 

 

b 
 

0.165 
0.173 

Time Pressure c 0.188 0.187 

Shift Pattern d 0.208 0.195 

Safety Culture e 0.342 0.334 

 
It is observed that with both the algorithms values 
obtained are very close to each other and both point 
that Human Machine Interface is the most important factor 
affecting the productivity of the maintenance workforce. 

Figures 2.1-2.10 show the convergence plot of 
Differential Evolution(DE) along various axes. 

 

 
 

Fig. 2.1 
 

 
Fig. 2.2 

 

 
Fig. 2.3 
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Fig. 2.4 
 

 
Fig. 2.5 

 

 
Fig. 2.6 

Fig. 2.7 
 

 
Fig. 2.8 

 

 
Fig. 2.9 
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Fig. 2.10 
 

Figure 2.1-2.10 show convergence plot of all Five 
Parameters 

 
Figure 3.1-3.5 shows the correlation between the predicted 
and actual values of all the selected five parameters. The 
few extreme points in each plot are considered as the 
outliers, observations show that the predicted values by the 
DE algorithm lies close to the actual values. The actual 
observations in productivity values are represented in blue 
dots, and the predicted productivity output are represented 
in orange stars. 

 

 
Fig. 3.1 

Fig. 3.2 
 

 
Fig. 3.3 

 

 
Fig. 3.4 
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Fig. 3.5 

 
B. Model training and Loss Chart: 

 
This research focussed on training of the DE 
algorithm to achieve certain parameter values in 
order to maximise the productivity value. It is 
observed that the initial loss value was quite large 
and which gradually reduced over the entire 
training procedure of 200 epochs. Figure 4, 
depicts the loss curve during the complete 
training process. 

 
Loss vs Epochs 

 
 

Fig.4 
 

C. Output Productivity Maximization: 
 

The maximum productivity value is computed to 
be 9.987 taking the factor scores as 10. The 
maximum attainable range is taken to be within 
5% of this value. 

 
Table-2 depicts the range of each individual input 
parameter for output to fall in the specified range. 

 
Table-2 Individual Factor for 5% Output 

Maximization 

The plot of these individual five parameters with 
productivity show the range of the input parameters 
to obtain the maximum maintenance productivity. 

 
Figure 5.1-5.5, depicts the spread of the individual 
factors(Human Machine Interface, Time Pressure, 
Situational Awareness, Shift Pattern and Safety 
Culture). In each plot, Y-axis represents the range of 
output values considered for maximization. X-axis 
represents the values taken by parameters for 
respective outputs. It shows a range of values for 
each parameter for which the output tends maximum 
productivity, thereby justifying each of the 
aforementioned results in table-2.. 

 

Fig. 5.1 

 

Human Factor 
Minimum 
value 

Maximum 
value 

Human Machine 
Interface 

 

7 
 

10 

Time Pressure 6 10 

Situational 
Awareness 

 

8 
 

10 

Shift Pattern 2 10 

Safety Culture 2 10 
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Fig. 5.2 
 

 
Fig. 5.3 

Fig. 5.5 
 

Figure 5.1-5.5 Variation of Productivity with all the 
Five input factors. 

 
VI. CONCLUSION 

 
In this work, it was mathematically established which are 
the important human factors affecting the overall 
performance of maintenance of coach and bogie of Indian 
Railways system. Five out of thirty-six human factors were 
chosen from the study conducted by Poddar et. al. for 
productivity analysis, a production function was derived 
using surveyed datasets based on the standard Cobb-
Douglas function. This production function was then 
maximized using the Differential Evolution algorithm to 
obtain an optimal operating condition in terms of the 
elasticity factors of the five chosen human factors. It was 
observed that the results obtained indicate that out of the 
five human factors chosen for productivity management, 
the optimal scenario is achieved when maximum weight is 
assigned to the human-machine interface factor. 
Subsequent orders of decreasing weights/importance are 
found to be Safety Culture(E), Shift Pattern (D), Time 
Pressure(C) and Situational Awareness(B). DE uses a 
manageable resource in terms of computation time and 
computing power requirement to obtain these results. 
Previously reported optimization efforts using Cuckoo 
search method indicate and support the findings of this 
work. 

 

VII. Scopes of future work 
 

 
 
 

Fig. 5.4 

The model can be implemented in various places which 
desire to achieve maximum productivity of its workmen. 
The method provides a valid assessment of the current 
workflow process and provides results for the most 
productive way to perform maintenance operations. In 
future, this concept can be implemented to develop an 
application software that can perform quick assessment 
of overall productivity. 
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Abstract—This work presents a novel radar system for vehicle
imaging. The proposed system is based on estimation of target
parameters like range and velocity and generation of the final
radar image. For this purpose, a multistatic Frequency Mod-
ulated Continuous Wave (FMCW) Synthetic Aperture Radar
(SAR) system is implemented. Both the simulation and on site
measurements show that such a radar system has the potential
to replace the current very expensive sensors.

I. INTRODUCTION

A considerable number of technologies are currently avail-
able for traffic flow monitoring in the literature [1]. These
sensors are installed to gather information about the flow of
the traffic within a cross section of the road. The major aim
is to estimate the parameters like the lane occupancy, number
of vehicles per lane, velocity per vehicle, average velocity per
lane and the classification of the vehicles by their lengths.

Three sensors are frontiers for extracting these informa-
tion: The video cameras [2], the inductive loop sensors and
LIDARs. The cameras are very effective for imaging the
targets however they are light sensitive and demands extensive
maintenance due to the dirtiness that makes the cameras blind
in compelling weather conditions. Unlike cameras, LIDARs
are active devices that are not sensitive to the change of
light but still requires maintenance; like the lenses must be
frequently cleaned. One of the most efficient and highly
accurate sensor is the inductive loop. Nevertheless, just like
video cameras and LIDARs, inductive loops require intrusion
to the road. The inductive loops shall be installed to the
ground and if a failure occurs, the asphalt on the road shall be
reconstituted. The camera and the LIDAR shall be installed
to the tags that are constructed on the road. If maintenance
of the sensor is required, part of the road shall be temporarily
closed. In addition, these sensors shall be installed for each
lane; results in a very cost inefficient solution.

The Linear Frequency Modulated Continuous Wave
(LFMCW) radar is commonly used in many applications in-
cluding automotive driver-assistance, room-occupancy sensing
and industrial automation [3]. There are some efforts for
using the radars in traffic monitoring applications and vehicle
classification. In [4], micro-Doppler signatures are used for
the classification in the traffic intersections. The input of the
classifier is only the range of the target. In [5], estimation
of range, velocity and acceleration is achieved to extract the
range-Doppler image of the scene by installing a front fire

radar. However, the spatial (range-azimuth) image of a target is
totally different from the range-Doppler image that is obtained
in these methods. In order to extract the two dimensional
image of the target, the radar may be installed such that the
direction of the radar is perpendicular to the direction of the
traffic flow; this geometry is termed as side fire. A major
advantage of this geometry is that the azimuth profile is not
dependent to angular accuracy of the sensor as is the case for
the front fire geometry.

In the side fire geometry, the azimuth profile is a function
of range and velocity of the target and the antenna pattern
of the radar. A reliable length estimation is achievable only
in the case that both of these parameters are known. The
range estimation is straightforward with the current LFMCW
waveforms. However the velocity estimation with the tradi-
tional range Doppler method is no longer valid as the relative
velocity is quite different from the actual one in the side fire
geometry. For this purpose, one way is to apply an Inverse
Synthetic Aperture Radar (ISAR) signal processing algorithm
for estimating the velocity. The traffic monitoring applications
like red light or speed enforcement require a highly accurate
and reliable speed measurement that cannot be achieved with
the current ISAR techniques. Another method is to increase the
number of sensors along the road [6] so the transition duration
of the vehicle from one radar to the other can be estimated. By
this way, a dual radar can be used for estimating the velocity
of the vehicles by using the Displaced Phase Center Antenna
(DPCA) techniques.

The SAR principle is a quite mature technique that can be
used for imaging vehicles for the traffic monitoring purpose.
There is even an effort for satellite SAR imaging of the fixed
automotive vehicles [7]. However the moving target imaging
is much more complicated.

In this work, a multistatic LFMCW radar system to obtain
the ISAR image of vehicles is proposed. By using this system,
it is shown that both the range, velocity and range-azimuth
image of the target can be extracted in the side fire geometry.
In the next section, the problem definition and the imaging
algorithm will be explained. Then the parameter estimation
will be described. In the fourth section, the algorithm flow will
be explained. The fifth section is dedicated to the simulation
and on site tests. Last section is the conclusion.
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Fig. 1. The traffic monitoring system

II. PROBLEM DEFINITION

The proposed side fire geometry is shown in Figure 1. The
radar line of sight is perpendicular to the direction of the
traffic flow. There are two radars that have overlapping antenna
footprints. The radars are located along the road traffic flow
direction with a distance d apart from each other.

The transmitted signal is an LFMCW that can be expressed
as follows:

st(t) = exp(j2π(fct+
α

2
t2) (1)

The received signal from a point target at an initial range and
azimuth position (r0, x0) and an azimuth velocity of v is

sr(t) = at(r0, η0)exp(j2π(fc(t−
2R

c
)+
α

2
(t− 2R

c
)2)

Wa(η, η0, ηdc) (2)

where at is the amplitude of the received signal, R is the range
that can be expressed as:

R =
√
r20 + (vt+ vη − x0)2 (3)

where η is the slow time and Wa is the antenna pattern, η0 =
x0/v is the initial time of the target, ηdc is the azimuth time of
the Doppler centroid. The FMCW radars are mostly homodyne
receivers that mixes the transmitted signal and the received one
directly in order to decrease the bandwidth of the signal. After
mixer and low pass filtering, the IF signal can be written as
follows:

sIF (t, η) = γ(r0, η0)exp(−j2π(fc + αt)
2R

c
)Wa(η, η0, ηdc)

(4)
where γ represents the amplitude of the received signal
after the receiver antenna and all the succeeding amplifiers,
attenuators and filters that are assumed to be phase preserving.

In the pulsed SAR systems, the duration of the pulses are
mostly very short. So the target movement within the pulse
is almost always neglected. This is known as the stop and
go approximation that the movement of the target between
the receive and transmit is neglected. However, in the FMCW
case, this assumption is no more valid [8].

In order to express the impact of the target movement within
the chirp, the Fourier transform in the azimuth domain is
derived analytically. Let us denote Kr = 2(fc+αt)

c as this term
includes solely the fast time. The Fourier transform according
to the azimuth time of the signal can be written as follows:

SIF (t, fη) =

∫
sIF (t, η)exp(−j2πfηη)dη (5)

The principle of stationary phase [9] can be applied in order
to derive the Fourier transform of the received signal:

sIF (t, fη) = γ(r0, η0)exp(−j2πr0

√
K2
r −

f2η
v2

)

exp(−j2π(−fηt+ fηx0/v))

Wa(fη, η0, fdc) (6)

The first exponential is known to be the Fourier transform
of the traditional stop-and-go approach SAR signal, while the
second exponential include the movement of the target within
the chirp and the initial timing of the target. To develop a
SAR imaging scheme, as it is presented in the equation, range
and velocity to the target, Doppler centroid frequency and the
initial time of the target shall be estimated. The ISAR imaging
can be achieved after compensation of the second exponential
and Doppler centroid. The remaining term is belonging to the
classical ISAR signal and there are many methods for image
formation. In this work, a 2D matched filtering is used to
reveal the potential of the proposed system.

III. PARAMETER ESTIMATION

Traditional ISAR imaging algorithms assume a single target
within the area of interest. However this is not the case for
the traffic monitoring scenario as it is shown in Figure 1. In
this case, there may be multiple targets in different ranges
with quite different velocities. Hence, an isolation of the
signal corresponding to the target is required. Targets have
at least three distinctive properties that can be estimated by
the radar: Range, velocity and the length. Here, the targets are
discriminated in range due to its easiness.

A. Range Estimation

To apply the 2D matched filtering, the estimation of the
range is not required. The reference filter can be generated
to cover all the possible instrumented ranges. However, this
method is very computationally complex. In addition, to
estimate the velocity of the target, the range profiles will be
already extracted. So a detection algorithm can be used to
isolate the targets and dramatically decrease the number of
ranges of interest. This is also not only an improvement but
also a prerequisite for the traffic monitoring radars that mostly
includes very limited signal processing hardware.

After taking the FFT of the signal and the thresholding, the
range to the target can be estimated via:

fb = α
2R

c
(7)

where fb is the beat frequency.
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B. Velocity Estimation

The velocity of the target is estimated by the DPCA method
with the dual radar system that is presented in Figure 1. In this
case, the two azimuth profiles is a shifted version of each other
as far as identical radars are assumed. The time difference of
the azimuth signal between channels can be expressed as:

∆t =
d

v
(8)

The velocity is estimated by cross correlating the two channels
and computing the shift of the peak. In order to increase the
accuracy of the estimation, the distance between the radars
must be longer. The upper limit is that the scattering from
different azimuth angle must still satisfy a sufficiently high
cross correlation. The relation between the accuracy percent-
age and the distance between the radar, d, can be written as
follows:

Accuracy(%) = 100
vmaxτ

d
(9)

where vmax is the maximum velocity of the vehicle and τ is
the duration of the chirp. The accuracy of the estimation can
be improved by interpolation [10] or super resolution methods
[11].

C. Doppler Centroid Frequency (DCF) Estimation

In the side fire geometry, the radar boresight is aimed to
be perpendicular to the road traffic flow direction. Otherwise
a shift in Doppler bandwidth occurs and the SAR imaging
window moves out of the boresight of the antenna. This
may result in poor radiometric resolution for the final SAR
image. The radar can be fine tuned so as to satisfy zero
DCF. However, the radars may be intentionally installed to
some locations like a turnout that the multiple lanes are not
satisfying this condition. In order to insert more flexibility
to the both installation procedure and location of the radar, a
squinted geometry is not only demanded but also unavoidable.
The DCF and its relation with the azimuth time, ηDC that is
mentioned in Equation 4 can be expressed mathematically as:

fdc =
2v2

λR
ηdc (10)

In the proposed system, the DCF is variant for each target
as the velocity of each target is different; something specific
to ISAR and not SAR that the DCF can be estimated by using
the whole data. For the proposed system, the range profiles
are extracted and given as input to the DCF estimation step.
There are various methods for estimation of the DCF. In this
work, the DCF is estimated by splitting the power spectrum
into two and finding the frequency where the energy is as close
as possible in both sides as it is described in [12].

Fig. 2. Algorithm flow of the proposed method

TABLE I
MAIN PARAMETERS OF THE FMCW RADAR.

Parameter Value Unit

Center Frequency 24.125 GHz
Bandwidth 250 MHz

Sampling Frequency 125 kHz
Chirp Duration 1 msn

Unambiguous Range 38.4 m
Distance between antenna 50 cm

Azimuth beamwidth of the antenna 6 degree

IV. METHOD

To clarify the proposed method, the algorithm flow is
presented in Figure 2. The output of each radar channel are the
digitized IF signal. The first step is the FFT in fast time. The
amplitude of the signal is given as input to the target detection
algorithm. The detected bins are consolidated and a slow
time profile of the target is extracted. The range estimation
is achieved as in Equation 7. Then the DPCA algorithm for
two channels is applied for time difference and as a result
velocity estimation as in Equation 8. The frequency spectrum
of the signal is obtained by the FFT in slow time. The Doppler
centroid frequency is estimated as it is described in [12]. The
estimated range, velocity and Doppler centroid frequency is
used to obtain the 2D matched filter and convoluted with the
channel output to extract the final ISAR image.

V. RADAR SYSTEM DESIGN

The radar system parameters are shown in Table I. The K
band and 250MHz bandwidth is chosen as this is the allowed
ISM band for the traffic monitoring radars.

The range resolution is 0.6m and each chirp is digitized up
to 128 real samples to fulfill two specifications of the system:
The first is the maximum range to be 38.4m. Second is that
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the vehicles is associated with the lanes accurately. Typically,
the width of the lanes is approximately 3.5m.

The chirp duration shall be chosen so as to avoid aliasing
in the Doppler bandwidth. The maximum target velocity is
assumed to be 50m/sn that corresponds to 977Hz in K band.
So the sampling frequency is selected so as to achieve a chirp
duration of 1msn which yields a 1kHz bandwidth.

The isolation of the target is important for parameter estima-
tion and is achieved if there is a range difference between the
targets. So the number of targets in the same range must not
be more than one. That is why, a narrow beam antenna in the
azimuth direction shall be chosen for the proposed system. The
maximum value of the illuminated azimuth footprint with the
parameters in Table I is approximately 4m that is comparable
with the length of a single car and is a distance that is less
likely long enough to include multiple vehicles.

Another system parameter is the distance between the radar
antenna phase centers. For a maximum velocity of 50m/sn,
and velocity accuracy of 10% and 1msn chirp duration the
minimum distance between the radars shall be at least 50cm.
We emphasize that this can be improved by fine estimation of
the frequency.

The multiplexing of two LFM’s can be achieved in a time
division or a frequency division manner. A frequency division
without interference is achievable as the bandwidth of the
received signal is quite narrow comparing with the sweep
frequency. In this case, the frequency stability of the sensors
shall be guaranteed not to interfere to each other. In the time
division case, the multiplexing can be done between the chirps
and within the chirps. The previous one may result in poor
cross correlation of the received signal while the second one
requires a highly accurate synchronization. For this purpose
frequency division multiplexing with synchronizing the initial
timings of the chirps is followed.

VI. RESULTS

In this section, the results of the simulation and on site
experiments will be discussed. The parameters of both is given
in Table I.

To show the performance of the method, 6 point targets are
located to simulate a vehicle of size 3m by 3m. The steps of
the simulation is as follows: Raw data simulation, FFT in fast
time, velocity estimation, FFT in azimuth, DCF estimation,
reference function construction and multiplication with the raw
data. The output of the FFT and the final ISAR image are
presented in Figure 3. In the upper part of the figure, it is seen
that the target is smeared in azimuth as this is an unfocused
radar image. However in the below image, the point targets
are focused that results in accurately estimating the length of
the target.

In the next step, the performance of the proposed algorithm
for the real traffic case is assessed by using two commer-
cially available FMCW radars that are located along the road
direction. Both of the radars transmit the LFMCW signal
with the parameters that are given in Table I. The radars
are synchronized to each other by using the same clocks to
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Fig. 3. Simulation results for the 6 point targets case. Up: The fast time FFT
of the received signal. Down: After the proposed method is applied
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Fig. 4. Azimuth profile of the vehicle for two channels

initialize the waveform. The received data is digitized after
low pass filtering.

In Figure 4, the power distribution of a vehicle versus the
azimuth is shown for two channels. The estimated velocity
for this target is 22.9m/sn. The azimuth time of the target is
multiplied by the estimated velocity to extract the azimuth axis
in meter. As it is shown, it is not easy to estimate the length
of the target due to the range and antenna pattern dependency
of the azimuth profile. A target at a different range will have a
different radar azimuth image that results in poor classification
accuracy. The same is the case for different antenna patterns
and squint angles.

In the next step, the DCF is estimated and the phase
compensation is done. In Figure 5, the power spectrum versus
Doppler frequency of the target is shown. The squint angle is
estimated to be 2.85 degree and the DCF is 179.1Hz. In the
right figure, it is observed that the compensation achieves a
centered spectrum.

Finally, the SAR image is shown in Figure 6 with a color
map that black represents the highest power. In the upper
image, the output of the FFT in range is shown while in the
lower part, the output of the 2D matched filtering is shown.
The azimuth profile of the vehicle is observed to be shorter in
the unfocused image than the focused one. In addition, as the
matched filtering is a low pass filter, the background noise is
also suppressed.
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Fig. 5. Power spectrum of the signal. Left: Before DCF compensation, Right:
After DCF compensation
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Fig. 6. SAR Image of the vehicle. Up: The fast time FFT of the received
signal. Down: After the proposed method is applied

VII. CONCLUSION

In this work a multistatic FMCW ISAR imaging system is
discussed. The proposed system is verified with the simulation
and on site experiments. The results show that the proposed
radar system is capable of not only range and velocity estima-
tion but also generating the ISAR image. We emphasize that
unlike the alternative sensors like cameras, inductive loops and
LIDARs, a single side fire radar system is mostly sufficient
to monitor a slice of the road without intruding the road.
One disadvantage of the system is that a target closer to the
radar may prevent to detect a target that is behind. However
this performance degradation can be improved by installing
the radar to a higher location. It is not easy to quantify the
proposed method with the real data. That is why for the future
works, a more under control traffic setup that includes moving
reflectors can be designed for validation purpose.
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Abstract—This paper explores the performance analysis in
terms of bit error rate (BER) for different modulations. This
estimation is done with the help of various size of control region
in advanced cellular communication system. Entire comparative
analysis of this paper is elucidated on the basis of different
mobility based scenario for downlink (DL) transmission. The
simulation is performed using supportive bandwidth of 10 MHz
for 2x2 and 4x4 multiple-input-multiple-output (MIMO) config-
urations. From output results analysis, it is shown that lower
mobility environment and lower order modulation has less error
to deliver better quality of signal.

Index Terms—Bit error rate, control region, multiple-input-
multiple-output, spatial correlation.

I. INTRODUCTION

The recent trends of cellular communication include high
data rate applications, reliability, low latency, privacy etc.
The advanced generation of cellular communication (like,
LTE advanced, 5G, etc) has such kind of capabilities to
satisfy the goal of data rate enhancement and improvement
of data transmission quality. The progressive path of wireless
communication was developed by third generation partnership
project (3GPP) [1].

The latest advanced technologies like multiple input multi-
ple output (MIMO) for antenna array configuration, orthogonal
frequency division multiplexing (OFDM) for downlink (DL)
and single carrier frequency division multiplexing (SCFDM)
for uplink (UL) transmission are implemented to obtain the
better quality of service. The goal of this paper is to focus the
DL transmission technology.

In typical, DL frame structure consists of 10 subframes
and each subframe contains 12 or 14 OFDM symbols, which
depends upon the applied extended or normal cyclic prefix
(CP). Control signals are located in the control region of first
c (c ≤ 3) number of OFDM symbols [2]. These symbols
are vigorously varied in each of the subframe. The accessible
bandwidth is possible to split into a number of smaller bands
in DL using Orthogonal Frequency Division Multiple Access
(OFDMA). Those bands are known as sub-channels, and
different sets of sub-carriers are assigned to various users
to serve the flexibility over the multi-user access technology.
These sub-carriers are separately modulated by different mod-
ulation techniques like Quadrature phase shift keying (QPSK),

16-Quadrature amplitude modulation (16-QAM) or, 64-QAM
modulation [3]. Thus, huge numbers of carriers are added
through Inverse Fast Fourier Transform (IFFT) in OFDM
technique and that is the main reason behind of the problem
of high peak to average power ratio (PAPR). This high PAPR
can be reduced using clipping technique. But this clipping
technique is responsible for high bit error rate (BER). As
quality of the communication system is directly related to error
rate, therefore high BER creates massive degradation of system
quality. So, the main objectives of this paper is to study the
system performance in terms of BER at different modulation
techniques.

Another objective of this paper is to investigate the system
performance in various mobility based scenarios like low
velocity, medium velocity and very high velocity. The recent
research on high mobility environment of long term evolution
for railway (LTE-R) [4]-[5] is the main motivation of this work
to evaluate the error performance on the basis of different
modulation schemes [6]. In this work, the size of the control
region is considered as 1 and 2.

The main contributions of this work are as follows.
• The comparative study is made in terms of BER for

different mobility based scenarios for 10 MHz bandwidth.
• It is also shown the comparison between three different

modulation techniques - QPSK, 16- QAM or, 64- QAM.
The remaining sections of this paper are arranged as follows.

MIMO based correlation in LTE technology is discussed
briefly in Section II. Section III introduces the system model
and Section IV shows the performance evaluation. Finally, the
paper is concluded in Section V.

II. OVERVIEW OF SPATIAL CORRELATION OF MIMO

MIMO technology is used in cellular communication to
serve higher flexibility to adapt more antennas at base station.
These multiple antenna pattern forms different antenna array
configuration to accomplish efficient data transmission. Con-
ventional MIMO antenna array configurations can be described
as 2x2 (it means, both the transmitting and receiving terminals
contains two antennas), 4x4 etc. Overall system throughput
based on MIMO technology is not only limited upon the
number of channels, but also the correlation between those
channels is equally important. Feasible range of Correlation978-1-7281-9615-2/20/$31.00 c© 2020 IEEE
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factor 0 to 1 is used to determine the amount of correlation.
Same channel characterization is described through high level
correlation with maximum value of 1. On the other hand, self
determining characteristics are expressed through low level
correlation with minimum value of 0. Kronecker model is very
well known model to evaluate MIMO channel performance
[7].

Mathematically, Kronecker product [8] of spatial correlation
can be expressed between user equipment (UE) and evolved
node-B (eNB) as follows.

RKRO
MIMO = Ri ⊗Rj (1)

where, i, j ∈ UE, eNB; i 6= j. The mathematical meaning
of the symbol ⊗ is Kronecker product.

III. SYSTEM DESCRIPTION

This section is introduced to describe system model. In
cellular architecture, concurrent data transmission are imple-
mented through OFDM technology and MIMO is used to
enhance the throughput with robustness [9]. This OFDMA
based system architecture contains M number of subcarriers
and N number of users where each of them takes L non-
overlapping subcarriers. Mg samples are added here to extend
OFDM symbols cyclically, so total length can be calculated
as Mt= M+Mg samples. Now, uth OFDM symbol can be
expressed in the following way:

xu = ADHmu (2)

where, mu is a vector includes constellation symbols with
dimension of M x 1 to transmit uth symbol sub-carriers. M ×
M DFT matrix is expressed by D, A indicates Mt × M matrix
to present the cyclically extend of OFDM symbol. Transmitted
OFDM symbol xu can be expressed as a vector Mt x 1. B
is another matrix M × Mt is applied to remove cyclic prefix.
Now xu with large cyclic prefix over time varying channel is
received as:

ru = DB(Hu(t)AD
Hmu + nu) = Humu + wu (3)

where, Hu(t) indicates the channel impulse response matrix
Mt × Mt, nu is used to define an uncorrelated complex-
valued white Gaussian noise matrix Mt × 1 with power of σ2

n

and wu is used to define uncorrelated complex-valued white
Gaussian noise matrix M × 1 with variance of σ2

n. Hu can
be represented by a diagonal matrix iff the channel is time
invariant. On the other hand, non-zero entries will come out
from the main diagonal if the channel is time selective and
due to this effect inter-channel interference (ICI) will occur in
received signal. This ICI can be related to normalized channel
Doppler spread, which may be defined as Ds = fdpTsmM ,
where fdp is Doppler frequency and Tsm sampling interval.
It is possible to control the factor TsmM using interpolation
component of i. This interpolation effect with Doppler spread
at given velocity of mobile receiver vm can be written as :

Di
s = fdp(TsmM)i = fdpi(TsmM) = (f icaTsmMvm)/c (4)

Fig. 1. System model

TABLE I
LIST OF NECESSARY PARAMETERS

Parameters Value
Subframe Size 10

(This 10 Subframes form a Radio
Frame with the duration of 10 ms)

Maximum Doppler Shift 12.133, 121.133
and 275 Hz

Utilized Bandwidth for this work 10 MHz

where, carrier frequency and velocity of light are fca and
c, respectively. In this work, i is taken as more than 1. The
system model of system architecture is given in Fig. 1.

IV. SIMULATION RESULTS

Performance evaluation is shown using MATLAB and the
output results are validated through Qualnet software [10].
The results is based on different velocity of moving objects
as shown in different graphical result analysis. LTE standard
frequency of operation is taken as 2.6 GHz. This is assumed
that the system is perfectly time and frequency synchronized.
Signals of existing system model are propagated through dif-
ferent discrete paths, which have average gain vector ranging
from 0 to -6 dB. LTE downlink channel information can be
described through Physical Control Format Indicator Channel
(PCFICH) to parameterize the size of control region. First 3
OFDM symbol (sequentially 1, 2 and 3) in each subframe
is used to make an availability of downlink control signal.
This part of subframe is described as control region in the
system model of this paper. Different system parameters used
for simulation are listed in Table I.

For 64 QAM, 16-QAM modulation in Fig. 3 and Fig. 4,
it is seen that the minimum BER is found at 20 dB SNR
for lowest mobility UE (1.4 m/s) with 2x2 antenna array. For
QPSK modulation - Lower BER (0.00000741) is observed in
Fig. 2 at 10 MHz bandwidth for lowest mobility UE (1.4 m/s)
with 4x4 antenna array. This lower level of BER is saturated
from 16 dB to 25.11 dB and finally it is dropped to 0 value
beyond that range. On the basis of this observation, QPSK
modulation is found to be lower optimum level of BER value
at 20 dB SNR for 10 MHz bandwidth and 2x2 antenna array.
The performance is improved using more number of antennas
at the both end of cellular system.

For 64 QAM and 16 QAM modulation in Fig. 6 and 7, it
is easily found that the minimum BER is observed at 20 dB
SNR for lowest mobility UE (1.4 m/s) with 2 × 2 antenna
array.
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Fig. 2. BER plot for 10 MHz Bandwidth and 1 control region for QPSK
modulation technique

Fig. 3. BER plot for 10 MHz Bandwidth and 1 control region for 16-QAM
modulation technique

Fig. 4. BER plot for 10 MHz Bandwidth and 1 control region for 64-QAM
modulation technique

Fig. 5. BER plot for 10 MHz Bandwidth and 2 control region for QPSK
modulation technique

Fig. 6. BER plot for 10 MHz Bandwidth and 2 control region for 16-QAM
modulation technique

Fig. 7. BER plot for 10 MHz Bandwidth and 2 control region for 64-QAM
modulation technique
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Fig. 8. BER plot for 10 MHz Bandwidth and 3 control region for QPSK
modulation technique

Fig. 9. BER plot for 10 MHz Bandwidth and 3 control region for 16-QAM
modulation technique

Due to better channel estimation in QPSK modulation (in
Fig. 5), almost 0 level of error is observed in this modulation
for medium velocity equipment (14 m/s) at 20 dB SNR
with 4x4 antenna array. On the basis of this case study at
20 dB SNR, lower optimum level of BER value for QPSK
modulation is observed for 4 × 4 antenna array.

For 64 QAM modulation and 16 QAM in fig. 9 and 10, it
is studied that the minimum BER is found at 20 dB SNR for
lowest mobility UE (1.4 m/s) with 2 × 2 antenna array.

The BER performance of QPSK (in Fig. 8) is almost same
like control region 2.

V. CONCLUSION

In this paper, the BER performance is shown with respect to
different modulation techniques and different antenna config-
urations in 3 different mobility scenarios. On the basis of data
analysis, it is observed that for increasing number of antenna
array, lower order modulation has negligible amount of error.
On the other hand, higher order modulation can perform better
for 2 × 2 antenna array. Higher velocity environment is

Fig. 10. BER plot for 10 MHz Bandwidth and 3 control region for 64-QAM
modulation technique

performing with higher error than low and medium velocity
environment.
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Abstract— Information technology has become a 

part of day to day life. In every part of day to day 
information technology has its intervention. 
Government activities and services are also part of this 
digital revolution. Many of the Governments around the 
world had already provided the services in digital form 
and some are in the process of change. That means the 
services offered by Government are available through 
web-applications and websites and users do not go to 
physical offices to avail these services. These users 
include those as well who are differently abled and need 
specific help to perform tasks. These disabled users are 
mostly ignored while developing digital applications. So, 
there are lot of websites where these specially 
challenged people are not able to do usual work as per 
expectation. This study evaluates Web Accessibility 
compliance and provides over all report on how 
Government of India’s websites are developed to handle 
World Wide Web Consortium’s Web Accessibility 
standard. Here reports have been  generated based on 
tools and Web Content Accessibility Guideline (WCAG) 
2.0 are followed. After analyzing accessibility scores and 
issues, the result says, websites of government of India 
still need lot of improvement to reach standard web 
accessibility standard.  

Keywords—Web Accessibility, WCAG 2.0, WCAG 2.1 

I. INTRODUCTION 

Day by day WWW is getting importance in 
daily life and gradually it became part of our daily 
life. Starting from private, public and even 
government sector also implementing all their 
customer faced service in digital platform. 
Government of India has taken Digital India initiative 
to give seamless digital service to all citizen across all 
jurisdictions to make life easier [1]. While making 
everything digital and all web based service, keep in 
mind about web accessibility compliance and need to 
make sure to give equal right and platform to disabled 
users to access all websites.  

At present around 15% of world population 
is living with disabilities and this percentage results 
around 1 billion [2][3]. In case of India, current 
population is around 1.3 Billion. As per last census in 

2011, India was having 2.21% of total population, 
who was having some sort of disabilities [4]. With a 
simple calculation based on current population, 
around 26 million people are living with some sort of 
disabilities in India. Considering this huge number of 
disabled people in India, its easily understandable 
how important is to give equal privilege to these users 
on daily web life. Government websites are having 
very crucial role here on web platform to give equal 
experience to disabled users.  

This paper is structured as follow: second 
section (II. Literature Study) states about existing 
works on related area, third section (III. Web 
Accessibility Standard and Guidelines) is about 
background of web accessibility and guidelines we 
have, fourth section (IV. Research Methodology and 
Tools used) describes research methodology and tools 
used for this study conducted in this paper, fifth 
section (V. Result, Analysis and Discussion) is all 
about analyzing result, and in sixth section ( VI. 
Conclusion) paper has been concluded followed by 
Future work. 

II. LITERATURE STUDY 

As Web Accessibility is very important 
section in Internet era so there are good numbers of 
research work or resources are available. All these 
case studies are based on either automated tool, 
manual evaluation process or by both. As per Mark 
Rogers [6] most of the countries follow straight away 
WCAG 2.0 as standard in Web Accessibility, couple 
of others use their own guideline which is prepared 
based on WCAG 2.0. As per one of these studies 
done by Norman [8], there are lot of issues in USA 
state government websites also. There evaluation has 
been done based on WAVE automated tool and only 
errors have been counted for analysis and not alert. In 
a study conducted by Beaudin [9], total 66 websites 
were evaluated form 3 countries (22 from each). The 
result of the study states that 86% Government 
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websites of USA, 23% government website of UK 
and 54% Australian Government websites are 
satisfying WCAG web accessibility compliance. A 
study by Tan, C.W. [10] gives us idea how good 
website can build trust of citizen towards 
government. An article by Faries, A., Khalifa, H.S., 
Razgan, M.S., Al-Duwais, M. [11] shows 
accessibility compliance coverage on top Saudi e-
government services with suggested framework that 
can be implemented not only to enhance accessibility 
coverage but also to make better usability. Detailed 
case study by Isa, W.A.R.W.M., Suhami, M.R., 
Safie, N.I., Semsudin, S.S.[12] on 155 Malaysia 
Federal websites concluded with result where lots of 
Accessibility issues were identified which causes 
violation of WCAG 2.0. A study done by Mourad, 
B., Kamoun, F. [13] on Dubai e-governance websites 
states most of the websites are still not fully 
accessible and there are lot of scope for 
improvement. Also, this research result states that 
most of the accessibility issues are related to non-text 
equivalent content. Similar type of case study also 
conducted by Adepoju, S.A., Shehu, I.S., Bake, P. 
[14], Karaim, N.A., Inal, Y. [15], Ismailova, R. [16], 
Akgul, Y., Vatansever, K. [17] where suggestion has 
been given to improve websites based on web 
accessibility standard. Joanne Kuzma did a detailed 
study [7] on multiple countries e-government 
websites and concluded with result where it’s clear 
that most of the accessibility errors are related to 
alternative non-text content. A study by Silvia [18] 
states that learning websites of Mathematics, 
Geometry and Physics are having accessibility issues 
those are mainly navigation, color contrast and 
alternative text related. 

III. WEBACCESSIBILITY STANDARD AND 

GUIDELINES 

The World Wide Web Consortium (W3C) 
develops standard for website development. While 
defining the standard, they also defined how to 
follow web accessibility standard in websites. They 
have taken Web Accessibility Initiative (WAI) to 
standardize process and implementing guidelines that 
to follow while developing any website.  

Web Content Accessibility Guidelines 
(WCAG) is developed by organizations as well 
individuals who are related to W3C. The goal of this 
guideline is to provide standard ‘do and don’t’ for 
web content development to the needs of individuals, 

organizations, and governments internationally [5]. 
There are multiple versions of WCAG guidelines. 
WCAG 1.0 was published by W3C and became a 
recommendation on 5th May 1999. WCAG 1.0 later 
followed by WCAG 2.0, which got published on 
December 2008 and still community is continuing to 
refer that. In June 2018, WCAG 2.1 got published 
and W3C recommended to follow that. There is not 
much difference between WCAG 2.0 and 2.1. 
WCAG 2.1 contains all 2.0 guidelines and in addition 
to that there are few guidelines which supports 
mobile web accessibility.  

WCAG guidelines have been categorized in 
three parts or conformance. These are in Table 1: 

 
Table 1: WCAG Conformance level 

 
Conformance 

level 
Description 

A These are most basic web 
accessibility features, and these 
should be followed for any 
website development. 

AA This deals with major 
accessibility barrier and 
developer should follow standard 
coding procedure to satisfy 
compliance with AA. 

AAA This conformance is like good to 
have. These are not mandatory 
but if webpage could be 
compliance with AAA then will 
be more accessible.  

 
As per industry standard, best practice is to meet the 
target to comply with all A, AA and few AAA (if 
possible) guidelines. This case study will mainly put 
focus on A and AA conformance level guidelines.  
 

IV. RESEARCH METHODOLOGY AND TOOLS 

USED 

Intension of this case study is to do an 
analysis on Indian Government websites and to 
understand that how much they are compliant to 
W3C Web Accessibility guidelines. Here automated 
web accessibility tools are used, mentioned in Table 
2, for validation and generating reports. 
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Table 2: Evaluation tools 
 

Tools Description 

Lighthouse This is an open source tool developed 
by Google which can evaluate web 
page form its Performance, 
Accessibility perspective. 

Wave This is also a free tool which can be 
added as add-in to our browser and it 
can evaluate and generate report from 
Web Accessibility standpoint. 

 
After doing analysis result is published and that 
provides generic recommendations also. By 
Following those recommendations, websites could be 
more accessible for disabled users. 

Lighthouse is an open source tools that 
developed by Google and it is available on developer 
tools of Google chrome browser. This tool will give 
over all percentage on web accessibility. Also, it will 
show list of things got passed and failed. This tool is 
having a link also where developer can refer how to 
make website more accessible. Second tool, WAVE 
is a add on tool and can be added with Google 
Chrome or Fire Fox browser. By using this tool, you 
can get more detailed report and pictorial view of 
erroneous area or component.  

There are multiple other tools also in market 
(both open source and licensed) using which 
automatic evaluation can be done on any web site 
from Accessibility standpoint. But need to keep in 
mind one thing – not a single tool is 100% accurate 
and manual validation should be done on each 
component on web page to understand or find all 
accessibility related issues. However, automation 
tools are very helpful here to understand overall 
picture of web accessibility compliance on any 
website. 

V. RESULT, ANALYSIS AND DISCUSSION 

There are lot of free Web Accessibility 
Evaluation tool available in market. However, it’s 
always advisable to use a tool that is from authentic 
source. In this Result analysis Google’s Lighthouse 
and AIM’s WAVE will be used considering usability, 
reporting structure and authentic source of these 
tools.  

A. Google Lighthouse Accessibility evaluator 

As it was mentioned earlier that Google 
Lighthouse is a free tool that by default available on 
Google Chrome browser’s developer window. Using 
this tool, I have evaluated 5 random page of websites 
including Home page. As home page is the primary 

page of any website so have included that on all my 
analysis. I have taken 10 Government of India 
websites. Light house evaluator is used on all 
websites and noted Accessibility score based on the 
result got from tool. Referring below Table 3 could 
see the scores for each page of each websites. As per 
this Lighthouse tool if any page scores 100 then that 
is fully accessible. Also, what can be said is, any 
score more than 90 is good and indicates that if 
couple of issues got fixed then that page will be good 
from Accessibility standpoint. A score below 90 and 
above 80 represents partially accessible and anything 
below 80 is not accessible. In below Table 3, Page 1 
indicates Home page. In present time, #makeinindia 
is flagship program of Government of India. 
However, if you see the Page 1 Web Accessibility 
(Ax) score of makeinindia.com, its 59, which is very 
poor and is indicating, this website is not at all 
accessible. Same goes to another popular and mass 
visited website passportindia.gov.in, which scored 
66, better than makeinindia.com but not a promising 
score. These two websites scored below 70 and what 
could be said is coding issues must be fixed to make 
these websites accessible. Detailed issue discussion 
will be there on Wave tool report section. There are 
five homepages where Lighthouse score is between 
80-89. These are partially accessible, and after fixing 
issues, it will be well enough from accessibility 
perspective. There are three homepages where having 
90+ score and those are, indiapost.gov.in, 
epfindia.gov.in and upsc.gov.in. These home pages 
are almost accessible and need minimal fixes to make 
those fully accessible. So, considering homepage 
results of ten websites what could be said is, 20% 
home page is not accessible, 50% is partially 
accessible and 30% is almost accessible. Now on the 
Figure 1, where average Ax score is there considering 
all five pages of listed websites. As per Figure 1, only 
two website’s average score is 90+ and those are 
indiapost.gov.in and upsc.gov.in. there are six 
websites which scored between 80-89 range and there 
are two websites where average score is below 70. 
These scores could be changed if evaluation would 
be done on more pages for each website.  

Also, it’s always advisable to do a manual 
evaluation to find more accessibility issues. In 
manual validation, all screen reader related issues can 
be identified, which are not possible to get in any 
automated tools. 
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Table 3: Lighthouse Ax Score 

 

Figure 1: Lighthouse average Ax score 

B. WAVE Web Accessibility Evaluator 

Using WAVE tool, same list of websites has 
been evaluated. Here analysis has been done only on 
home page of those websites. WAVE is a tool which 
will provide a graphical representation of location of 
issues. It will indicate all components where the web 
accessibility violation is. Also, it provides a 
dashboard where could be seen overall issues. 
Referring Figure 2, the dashboard can be seen where 
over all evaluation has been represented. Clicking on 
‘Details’ tab on Wave dashboard, could get details of 
issues or error. Sample detailed view can be seen on 
Figure 3. 

 

 

Figure 2: WAVE Dashboard 

 

Figure 3: WAVE Error details 
 
While evaluating website’s homepage it was 

observed that all of those are violating certain success 
criteria. All these webpages are having errors mainly 
with Color contrast, Missing Label, Page language, 
Empty Link, Alt Text and Empty Button. In Table 4, 
can be seen which website is having how many issues 
related to these errors. Referring Table 4, it can be  
said that all websites have one common error and that 
is Color Contrast issue, which is very much critical in 
Web Accessibility. Figure 4 indicates how many total 
Accessibility errors are there in listed webpages.  

 
Table 4: WAVE Report 

 

 
 

 
Figure 4: Webpage Error count 
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After summarizing the evaluation done by 
WAVE tools, will get Figure 5, that states Issue 
Occurrence count with Errors. It clearly states that, in 
all ten listed websites, most of the issues are with 
Color Contrast and Empty Link. There are total 243 
Contrast violation and 271 Empty Link issues. Apart 
from these two, 64 issues are due to ALT Text, which 
results bad web accessibility.  

 
 

 
Figure 5: Wave Issue Occurrence 

 
Table 5: WCAG Violation 

 
 

 
 
 

 
 

 

Table 5 states that what are the WCAG 
guidelines violated here. There might be a chance of 
violating same guidelines for different issues. Errors 
related to  Missing Label, Alt text and Empty button 
– they all are under one common WCAG violation, 
which is 1.1.1 Non-text Content (Level A). Also, 
Table 5 states that there are two AA conformance 
level violation - 1.4.3 Contrast (Minimum) and 2.4.6 
Headings and Labels; along with five Level A 
violation. As it was already mentioned in Table 1, all 
these A and AA violation should be fixed to meet 
web accessibility standard. Apart from all these, it 
was also observed that there are Marquee on couple 
of websites, which is also very bad practice and it 
violates ‘WCAG 2.2.2 Pause, Stop, Hide’.  

Now will discuss briefly about top three 
errors were observed on pages, what these errors are 
and what to do to meet Web Accessibility standard. 

 
 
 
 

• Contrast or Color Contrast 
o It means: Contrast of color between 

foreground and background is very 
low. 

o It Matters because: Proper Color 
contrast is very essential for Low 
vision user group. 

o Can be fixed by: Increasing color 
contrast between foreground and 
background. As per standard, color 
contrast ratio should be 4.5:1 for 
small text and 3:1 for large text and 
images. 

• Empty Link 
o It means: Link is not associated 

with any text. 
o It matters because: User will not 

understand the purpose of the link.  
o Can be fixed by: Providing 

descriptive text on that link so that 
user can understand the purpose of 
the link or destination of the link if 
they are putting focus on it while 
using screen reader. 

• Alt Text 
o It means: Alternative text is 

missing for decorative or non-
decorative image 

o It matters because: User will not 
understand the content of any 
image with screen reader if there is 
no alt attribute with that image. 
Also, if the image is not available 
due to some reason, then also user 
will not understand the purpose or 
meaning of that image. 

o Can be fixed by: Providing proper 
descriptive and crisp alt attribute 
for all non-decorative image and at 
least blank alt attribute for 
decorative image 

As WAVE doesn’t give any accessibility 
score. So, to compare both WAVE and Lighthouse 
result, need to tally Lighthouse score with ‘inverse’ 
Error count of WAVE. In below Table 6, listed top 5 
website in descending order with respect to 
Lighthouse score and ascending order with respect to 
WAVE error count. Also, websites are marked with 
green color, those are common in both Lighthouse 
and WAVE report. There are three websites common 
for both WAVE and Lighthouse. As these all 
automated tools evaluate code in different procedure 
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and manner so it’s quite natural that end result will be 
having little bit of discrepancies. However, here one 
significant point is, in my study as 3 out of 5 websites 
are common in both the report so it can be said that 
there is not much discrepancy in Lighthouse and 
WAVE report.  

 
     Table 6: Lighthouse and WAVE result comparison 
 

 
 
This case study shows that there is scope of 

improvement in all these Government of India 
websites.  As in India almost 26 Million citizens are 
living with at least some sort of disability, so serious 
and sincere steps should be taken towards web 
accessibility. In a discussion about mass and large-
scale digitalization from Government standpoint, 
expectation is people will come together to be 
‘digital’ rather than standing on human queue. And in 
this manner web community should take care of our 
disable citizens too. Neglecting privilege of disabled 
people will not help us at all to reach our goal and to 
be fully digital. From human rights standpoint also its 
not legal to stop specially challenged users to use 
websites just because those websites are lack of 
accessibility compliant. In all first world country like 
USA, UK, EU, Canada they are having very strict 
policy and all public and Government agencies 
follow those. They also have grievance cell for non-
accessibility compliance and penalty procedure. In 
India also WCAG guidelines should be followed 
strictly to make any websites well accessible. It’s not 
a technology to implement, but a regular practice 
which can make life easier for some special people.  

There should be a proper plan and a road 
map to implement and make website accessible. That 
approach should have three parts, Grass-root level 
development, Continuous monitoring and Grievance 
& Feedback. In grassroot level, WCAG Accessibility 
Guidelines could be included in curriculum in school 
or university level to make future Developer aware of 
it. Students can also be trained on how to evaluate 
any website from Accessibility standpoint. More next 
generation will be aware of web accessibility, slowly 
and gradually problem will be resolved. In 
Continuous monitoring, there should be a trained 
team who will be checking websites and will send 
note on area of improvement to development 
company. As in current state, India is having 

booming Information Technology sector so this will 
be very easy to implement. With proper plan it’s not 
impossible to make all major websites to be 
accessible. Third one would be Grievance & 
Feedback where; a dedicated cell will be there where 
user can log complain or provide feedback on how 
website is doing from accessibility point of view. 
After that all those feedbacks and complain will be 
informed to Developer of that website through 
‘monitoring’ team. Also ‘penalty on violation’ can be 
implemented in future so that all organizations also 
keep importance of web accessibility in their mind. 
There are lots of free evaluation tools which gives not 
only report but suggestion on how to fix issues. 
Additionally, main thing is WCAG guideline is free 
to use or implement. So, there should be nothing 
stopping us to make any website accessible. 

VI. CONCLUSION 

This detailed case study and evaluation 
result shows that India’s Federal Government 
websites are partially accessible, and not much effort 
is needed to make those websites fully accessible. 
Government Organization might need to rethink on 
design in some cases where user interface and page 
design needs to be reviewed. However, those are 
really not an impossible thing where Information 
Technology professional are so strong in India. 
Government of India is already having a special 
campaign named “Sugamya Bharat Abhiyan” for 
differently abled people. Web accessibility also must 
be taken care as a part of this program and need 
heartful presence of all people of India to implement 
this. Our small but steady initiative can make special 
people’s web life better and hassle free.  

VII. FUTURE WORK 

In future there is a plan to perform detailed 
study on a larger number of Government of India 
websites. Also, statistical analysis will be performed 
on result along with automatic and manual 
evaluation. .  
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Abstract—In wireless sensor networks (WSNs), congestion
is one of the challenging issues. It degrades the network’s
performance in various operating variables such as throughput,
latency, energy consumption, packet loss, lifetime of the network
and etc. Congestion occurs in WSN when the rate of sensor data
flow outreach the channel or buffer capacity. The congestion
is controlled in two ways in WSN, such as controlling network
traffic or efficiently managing the resources. This paper performs
the resource control mechanism by providing the alternative path
towards to base station using a Q-learning for congestion allevia-
tion. This congestion-aware data acquisition (CADA) mechanism
initially identifies the congestion node (CN) where the nodes
buffer occupancy ratio is higher. Further, we recognize the proper
next node to construct the dynamic alternative route to the base
station. The CADA is evaluated in various network conditions
by comparing it with recent congestion-aware algorithms. The
simulation tests show that the CADA efficiently ameliorates
the congestion and enhances the performance across multiple
performance metrics.

Index Terms—Congestion Control, Wireless Sensor Networks,
Data Collection, Q-learning, Resource Control

I. INTRODUCTION

Wireless sensor networks (WSNs) are the most auspicious
technology due to its appealing features such as scalability,
cost-effective, low-complexity, self-organize, ease of use, and
deployment. WSNs are composing with an immense set of tiny
sensor nodes that furnished with a communication component,
limited storage capacity, sensing, and processing unit [1].
Sensor nodes (SNs) observe the phenomenon by monitoring
the environment continuously and transmit it to the sink.
The limited communication bandwidth of the sensor nodes
sends the data either direct (sink node/base station (BS) within
range) or multi-hop manner. Some of the WSNs applications
such as smart city applications, battlefield monitoring, target
tracking, home automation, and environmental monitoring,
etc., are generated a massive amount of continuous data,
which increases the network traffic [2]–[4]. Because of a large
number of nodes and multi-hop transmissions, when the sensor
nodes’ traffic exceeds the available capacities of the node
buffer or channel contention, it is usually uncontrollable, and it
creates the congestion in WSNs [5], [6]. It happens anywhere
in the WSN such as source node, near to sink node, or the
region where more number of SNs are deployed.

In WSNs, congestion is an increasingly significant chal-
lenging issue, because it has more impact on various QoS

parameters. It mainly degrade the energy wastage, throughput,
packet loss, packet delivery rate (PDR), and latency [7]–
[9]. Congestion control (CC) is one of the most striking
and challenging issue in WSNs because it is quite disparate
than other wireless networks [10]. There are several CC
approaches for WSNs are discussed in the literature [11]. The
CC mechanism in the literature is categorized into three types
i.e., resource control, traffic control, and hybrid approaches.
In the traffic control mechanism, the sensor nodes’ load is
reduced to mitigate the congestion. In the resource control
mechanism, the resources are efficiently managed or provide
an alternate route. In a hybrid approach, both traffic control
and resource control mechanisms are merged [8].

In this context, we propose a resource control based
congestion-aware Data gathering (CADA) approach using ma-
chine learning for WSNs. This approach provides a dynamic
solution for CC in the WSNs. The CADA monitor and deter-
mine an efficient congested SNs from the network. Further,
it uses the Q-learning mechanism for determining the alter-
native route for data to the sink. The proposed CADA gives
the best result when compared with the existing mechanism
through experimental tests. Contribution of proposed CADA
is summarized as follows:
• Identify the congestion SNs in the network by computing

the buffer occupancy ratio (BOR) and congestion degree.
• Determine the alternative routing path using a Q-learning

algorithm to base station/sink.
• Compare the proposed work with the existing CADC and

brute force (BF) techniques using various quality metrics
such as throughput, energy depletion, packet loss, latency,
etc.

The rest of this paper is organized as follows. Section II
summarizes the literature study. Section III presents the pro-
posed algorithm in detail. Section IV explains the analysis
of simulation results. Finally, we conclude this paper in
Section V.

II. RELATED WORK

In this section, we briefly describe various recent and
existing CC mechanisms developed for WSNs.

In [12], authors have proposed a congestion-aware data
collection (CADC) to improve the accuracy of the data and
decrease the estimation error for WSNs and cyber-physical
systems. The goal of CADC is to analyze the efficiency of978-1-7281-9615-2/20/$31.00 ©2020 IEEE
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sensor data at the sink with the effect of the CC. To reduce the
data distortion, CADC uses the k-means clustering to minimize
the transmission rate of WSN. In CADC, the data distinguish
with various degrees to decrease the data distortions for
improving accuracy. Instead of controlling the resource or
transmission rate, authors in [13] introduces a mobile sensor
node to alleviate the congestion in WSNs. These mobile nodes
create alternative paths towards to BS or use mobile node as
a relay node at the congestion places in the network to reduce
the burden on the congestion node. This method alleviates
congestion efficiently; however, it increases the cost because
of the mobile nodes. This method does not explain any way to
choose the number of mobile nodes. A Congestion-Adaptive
Navigation approach for Sensor networks (CANS) has been
proposed in [14] for WSNs. The CANS does not require prior
information about the distances and locations in the WSN. It
determines the solution based on the message’s complexities
and time.

In [8], authors have used a PSO (Particle Swarm Optimiza-
tion) and Single Neuron PID. Initially, the PID helps to queue
management, and the PSO perform the online adjustment of
the weights to perform self-organizing and self-learning of
the nodes in the network. Authors have developed a hybrid
multi-objective optimization technique called PSOGSA for
regulating the data transmissions between nodes towards the
sink. In PSOGSA, the data transmission rates of the nodes
controlled depends on the priority of the remaining energy and
the bandwidth of SNs. PSOGSA control the number of RTTs
by computing the optimal transmission rate. These algorithms
mitigate the congestion optimally, but the complexity of the
algorithm is high due to the iterative process. In [15], authors
have proposed a protocol called RT-CaCC for transport layer
with a cache-aware CC for WSNs. The RT-CaCC perform
various cache management operations such as cache partition-
ing to identify the congestion, cache elimination to notify the
congestion and cache size (bandwidth) allocation to avoid the
congestion. The RT-CaCC protocol is reliable and improves
the throughput of the system. However, this method needs to
take care of the cross-layer design.

Authors in [16] have proposed a transmission rate control
strategy using a support vector machine for WSNs to avoid
congestion. This method classifies the congestion nodes effi-
ciently and adjusts the transmission rates to control congestion.
But it requires the prior data set to tackle the problem. A dis-
tributed adaptive time-division transmission control framework
for self-organizing WSNs is developed in [17]to control the
congestion. Because of the distributed nature of this approach,
the burden on the sensor node is high. An Initial constant
congestion window (ICCW) protocol initiate in [18] to avoid
the congestion in WSNs. This work also used a mobile element
to recharge the sensor nodes in the network. Authors have
designed a CC method for WSNs in [19] depends on the data
generated by the SN, available energy, and channel availability.
A Congestion-sensitive and Load balancing on traffic (CTLS)
has been introduced in [20] for WSNs. The CTLS uses
a ripple-based search mechanism to control the congestion

by detecting it on time. This approach performs congestion
detection and then find the alternative solution to alleviate it.

III. PROPOSED WORK

In this section, we discuss the problem definition, conges-
tion node (CN) detection, Q-learning model and congestion-
aware data acquisition (CADA) method. In problem definition,
we discussed the network model, various parameters used and
the goal of the proposed work. This section also describe the
process of detecting the CNs and congestion degree. The basic
Q-learning and how it can address the issue also described
here. Besides, the CADA mainly performs two operations:
Identifying CN in the network and Construction of alternative
path (CAP) using Q-learning to the BS or sink. Finally, this
section derive the complexity of the proposed work.

A. Problem definition

We assume a well connected and un-directed graph G(S,D)
as a WSN, where S = {S0,S1, ...,Sn} indicates the set of
SNs and S0 indicates the BS. The number of SNs in the
network is n = |S| − 1. The distance matrix of S is stored in
D = {δ(Si,Sj) | ∀i, j ≤ n}. Where δ(Si,Sj) is the distance
between two SNs i.e., Si and Sj . The limited communication
range of the SN is denoted a r. The neighbour node set of
each sensor node Si is indicated as NNi = {Sj | δ(Si,Sj) ≤
r ∀i 6= j ∧ Sj ∈ S}. The data collection process of G from
each SN to S0 (root node) uses the tree topology. The G
partitioned into k trees and each tree indicated as Tk, each
Tk ⊆ G and S0 is common root for all Tk. The SNs set of Tk
may varies during the data collection process. The depth of
the Tk is ∆k i.e., hop count form the child node to S0. The
data transmission in the Tk is uni-directional towards to the
base station. The packet service rate (ϑ) of each sensor node
is fixed throughout the simulation. The energy model of the
network is adopted from [21].

The PDR is the ratio of the total number of packets received
by the sink, i.e., denoted using (R) and the total number of
packets transmitted by the SNs, i.e., indicated using (τ ) during
the time T . We compute the PDR of the system using Eq. (1)

PDR =
R
τ

(1)

where R ≤ τ , and τ is calculated using the Eq. (2)

τ ∼=
n∑
i=1

P (Si) (2)

where P (Si) is the number of packets collected form the
environment by a SN Si. The network throughput (σ) is the
number of packets received by the sink during a unit time T ,
as shown in Eq. (3).

σ =
R
T

(3)

The amount of time taken to receive a packet from SN to
the sink is treated as latency (L) of a packet. The L includes
the queuing delay (Lq), radio propagation delay (Lr), signal
processing delay (Ls), and transmission delay (Lt). From
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these, Lr(k) ≈ Ls(k) ≤ 1, so we neglect Lr(k) and Ls(k)
because of no effect on outcome. The L of the packet p is
calculated as shown in Eq. (4)

L(p) =

{
Lq(p) + Lt(p) For Successful
(Lq(p) + Lt(p))× η(p) For re-transmission

(4)

where the η(p) denotes the number of times, the packet p re-
transmitted. The average La of the network is computed as
shown in Eq. (5)

La =

n∑
i=1

(
P (Si)∑
p=1

(
L(p)

))
R

(5)

The algorithm’s objective is to minimize the EC and La of
the WSNs and improve the PDR and Throughput.

B. Determine Congestion Nodes

The available buffer size of each SN is unique at the
beginning, and it varies during the running of the network.
It is denoted using bt(Si). The BOR of an SN at time t is
computed using Eq. (6).

BORt(Si) =
bt(Si)
Q

(6)

where Q indicates the buffer size of an SN. The BORt(Si)
returns a value of range [0,1]. However, the BOR is not a
perfect parameter to consider for determining the CN, because
the data transmissions are continuously competing to occupy
the Queue simultaneously. However, BORt will helps while
constructing the alternate path. So, an alternate parameter uses
to identify the CN, i.e., congestion degree (CD) [16], and it
is estimated as shown in Eq. (7).

Cd(Si) =

{
0 if NN(Si) = 0

Ts×Pt

Ta×(bt(Si)+z) × 100 Otherwise
(7)

where NN(Si) indicates the number of children nodes for Si.
Ts is the average processing time taken for the data available at
bt(Si), Pt denotes the number of packets competing to allocate
the buffer of Si (it is the sum of packets from all the childs
i.e. NN(Si)) and Ta is the time gap between two data packets
to allocate queue of Si. z is a constant, and its value is either
zero or one depending on the bt(Si) value. The SN Si return
the maximum value i.e. Cd(Si) ≥ 100 indicates the node Si is
congested. When the SN before reaches 100, we consider it a
CN, and we start diverting the received nodes from its child
nodes.

C. Q-learning Model

The Q-learning is a model-free RL algorithm, and in each
iteration, an agent takes a set of states (S) as an input, and
it returns a possible action (A = {a0, a2, a3, a4}). The four
actions in the sequence are choosing the new node for data
transmission, Send as it is like last packet transmission path,
hold in the queue for some more time, and drop the packet.
The action selection ati is depending on the policy (π) based

on the next state election. The agent considers the policy (π) to
determine the best action ati by using an adjustable parameter
θ and current state Sti . It is denoted, as shown in Eq. (8).

πθ(s
t
i, a

t
i) = argmax

a
Q(s, a) (8)

Before moving to the next state, the agent receives a
reinforcement or reward (Rt(at)). The reward function in
Q-learning is important, and it decides the agent’s learning
capabilities. The Goal of Q-learning is to maximize the sum
of reward while identifying the sequence of actions. In this
work, the reward function is computed, as shown in Eq. (9).

Rt(Si, ai) =
inf∑
i=t

γ(i−t)ϕi(Si, ai) (9)

where ϕi is computed as shown in Eq. (10) and γ ∈ (0, 1].

ϕi(Si, ai) =


NN(Si)∑
i−1

BORt(Si)

|NN(Si)|

 (10)

The Q-value function can be updated based on the Eq. (11)

Qt+1(Si, ai) = (1− α)Qt(Si, ai) + α×Rt(Si, ai)

+ α×Υ
(

max
a

Q
′
(S

′

i , a
′

i)−Qt(Si, ai)
) (11)

where Υ is the discount factor, α is the learning rate,
Q

′
(S ′

i , a
′

i) indicates the maximum anticipated next reward
given the new state S ′

and all feasible actions at S ′
. The

Qt(Si, ai) is the current Q-values.

D. Congestion-aware Data Acquisition

The proposed Congestion-aware Data Acquisition (ACDA)
algorithm iterates three steps i.e., Spanning tree contraction,
congestion node detection, and an alternate route construction.
Initially, the algorithm contracts the spanning tree from the
child node to the sink using prim’s algorithm. The Cd is
computed at each of the Si to determine the CNs from the
network using Eq. (7). Once the CN is identified, we need to
divert the downstream node data to another optimal upstream
node by avoiding the CN, which is within a single-hop,
as shown in Fig. 1. To achieve this, the proposed CADA
algorithm introduced using Q-learning.

The reward matrix R is constructed based on r of the SNs
with the dimensions of |S| × |A|. The Eq. (12) represents the
initial R matrix. Each cell values in the matrix represent the
corresponding state’s Si reward value to determine the next
node.

R =

a1 a2 ... ... an


S0 −1 −1 0 ... 100
S1 −1 0 0 ... 100
...

...
...

...
...

...
Sn −1 0 0 ... −1

(12)

There are three possible values in the Eq. (12), in which -
1 indicates there is no communication between the nodes
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Fig. 1: Alternate Routing Path for CADA

because of less r or CN. The cell value zero (0) indicates
the SNs are in r but not transmitting their data. The cell value
< 0 indicates the nodes are in r and transmitting their data
among the nodes, and it also may be the reward value. Some
of the SN’s value maybe change to −1 if the node is converted
as CN. The initial Q matrix is represented in Eq. (13). The
dimension of the Q matrix is similar to R matrix it is |S|×|A|.

Q =

a1 a2 ... ... an


S0 0 0 0 ... 0
S1 0 0 0 ... 0
...

...
...

...
...

...
Sn 0 0 0 ... 0

(13)

The base station starts collecting all the network information
by sending a beacon signal to each SN. Once the Q and
R matrices are assigned, the base station starts training and
running process. In the training process, the sink node iterative
the following steps:

1) Select the current state (Si) randomly from the S.
2) Identify all the possible next nodes to whom the data can

be transmitted.
3) Select one next node randomly from the possible next

nodes list
4) Use the Eq. (11) to update the R and Q matrices in the

Eq. (12) and Eq. (13).
The training process continuously updates the Q matrix.
During the data collection phase, irrespective of the training
process, the running process also performs simultaneously.

1) Randomly choose the initial state and store in a
2) Identify the state Si based on the maximum value of the

row a.
3) if Si is not the base station, the statements (1) & (2) will

repeat.
However, the proposed algorithm performs better congestion
control over the WSN data transmissions; there are still some
limitations. The CADA may increase the latency compare
with the regular data transmissions. It is happening because
of choosing the longer path to avoid the CNs. This algorithm
is centralized, and it runs on the BS. The energy consumption
(EC) of the SN will increase if it runs a decentralized manner.

(a) (b)

Fig. 2: Network Throughput of (a) WSN#1 (b) WSN#2

E. Complexity Analysis

The proposed CADA takes the time to compute the spanning
tree, CN detection, and an alternate path determination. The
computational time for spanning tree construction using prim’s
algorithm is O(E+V logV ), where E indicates the number of
edges, and V indicates the number of vertices. The time taken
to identify the Cd of each SN in the WSN is O(n), where n
indicates the number of SNs. The worst-case computational
complexity to determine the alternate path using Q-learning
is O(ss3) (Assuming no duplicate actions), where ss is the
state space [22]. The relation between state space and S is
ss ≈ n. So, The time complexity of Q-learning may consider
as O(n3). CADA’s overall computational complexity can be
written as O(E+V logV )+O(n)+O(n3) and asymptotically
the time complexity is O(n3).

IV. EXPERIMENTAL RESULTS

The proposed and existing mechanisms are implemented
using Python simulator (python v3.7.4). The buffer size of the
SN is considered as 512 KB. The EC for transmission and
receive are considered as 17.4 mA and 19.4 mA, respectively.
The packet size various between 20 Bytes to 127 Bytes. We
consider two network scenarios i.e. WSN#1 and WSN#2. In
WSN#1, we consider 100 to 200 SNs in 200 sq. m whereas in
WSN#2 500 to 1000 sq. m with 1000 SNs. In both scenarios
the nodes are deployed randomly. The r value is considered
as 15 m to 35 m. The initial energy of each SN is consider as
100 J. The data transmission rate considered as 40 Kbps. The
proposed CADA is compared with existing CADC [12], and
brute force (BF) algorithms with various performance metric
shown below from Section IV-A to IV-F.

A. Network Throughput

The network throughput (σ) is determined as a unit time,
the number of packets received by the sink. It is calculated
using the Eq. (3). The σ is inversely proportional to the
Cd. The maximum σ indicates the better performance of the
network and vice versa. Fig. 2 demonstrates the improved
throughput during the simulation runs. From Fig. 2(a), the
throughput of the network is improved over the existing CADC
method around 16%-18%. The improved throughput in the
BF algorithm is ≈18%-21%. Fig. 2(b) shows that the the
performance improvement of scenario two of both existing
and proposed works. In CADC the performance improved
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(a) (b)

Fig. 3: Packet Delivery Ratio of (a) WSN#1 (b) WSN#2

approximately 9%-12% and in BF the performance improved
approximately 11%-15%. During the simulation, in both the
scenarios, we consider 200 SNs for WSN#1 and 1000 SNs in
WSN#2. The performance improvement is achieved because
of the best alternative path and efficient identification of the
CNs.

B. Congestion Fairness Index

The Congestion Fairness Index (CFI) shows the “equal
share of the bottleneck of congestion among the WSN” [23].
The CFI and Cd are inversely proportional to each other. We
consider the computation of CFI according to the [21]. The
fairness of CADA in WSN#1 is ≈0.99828 when considering
the 200 SNs. In WSN#2 scenario, the CFI is ≈0.98119. The
CFI of existing approaches for WSN#1 is 0.956625 for CADC
and 0.8789 for the BF approach. Similarly, the CFI of CADC
and BF for WSN#2 are ≈0.94834 and ≈0.8598, respectively.
Higher the fairness index indicates less congestion balance
over the WSN.

C. Packet Delivery Ratio

The PDR is computed as shown in Eq. (1). It is inversely
proportional to the Cd and directly proportional to σ. Fig.
3, shows the comparison of PDR of proposed CADA with
the existing approaches. In this, the results are collected with
various simulation time changes. From Fig. 3(a), the PDR
is improved around 8%-10% in CADA compared it with the
CADC and 12%-15% when compared with the BF approach.
From Fig. 3(b), the PDR is improved around 7%-10% in the
second scenarios of CADC and 10%-14% when compared it
with the BF approach. Here also, we consider 200 SNs for
WSN#1 and 1000 SNs in WSN#2. In CADA, still, the packet
loss is happening when no alternative path available to data
transmissions.

D. Average Energy Consumption

The EC is one of the most important parameters for WSNs
because it is operating with a limited battery. The average
EC (µe) and Cd are inversely proportional to each other.
The average energy consumption (AEC) of the network is
computed as shown in Eq. (14).

µe =

n∑
i=1

E(Si)

n
(14)

(a) (b)

Fig. 4: Average EC of (a) WSN#1 (b) WSN#2

(a) (b)

Fig. 5: Network Lifetime of (a) WSN#1 (b) WSN#2

where E(Si) is the energy consummation of each SN (Si) and
n is the number of SNs. Fig. 4 shows the AEC of the CADA,
CADC, and BF algorithms. From Fig. 4(a), we observe that
the AEC of the proposed CADA algorithm improved ≈7%-
12% compared with the CADC and 11%-17% compare with
the BF approach when considered the simulation time. Fig.
4(b), shows the improvement of the CADA over the CADC is
≈6-11%. Similarly, the AEC varies in the BF ≈9%-14%. The
AEC of the proposed work is improved because of minimizing
the re-transmissions of the data packets.

E. Network Lifetime

It is determined as the time the network is operational. The
comparisons of the network lifetime (NL) for the proposed
CADA, and existing CADC and the BF are shown in Fig. 5.
Minimizing the re-transmissions with optimal routing path
reduces the AEC, and minimum EC maximizes the NL. The
NL of the proposed and existing algorithms are calculated
using Eq. (15)

NL =
E0
Γ

(15)

where E0 indicates the initial energies of the SNs and Γ
denotes the maximum energy consumed by any of the SN in
the network and it is calculated as shown in Eq. (16). Mostly
the more energy consumed by the nodes which are affected
congestion.

Γ = max
Si∈S

(E(Si)) (16)

Fig. 5(a), we observe the NL improved ≈10%-16% compare
with the CADC and ≈12%-17% compare with the BF. The
improvement of NL in scenario two is shown in Fig. 5(b).
From Fig. 5(b), the growth of the NL compared with CADC
and BF is ≈ 9%-14% and 10%-15%, respectively. The NL
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(a) (b)

Fig. 6: Average Latency of (a) WSN#1 (b) WSN#2

growth is achieved because of the efficient congestion handling
mechanism effected by the proposed work using Q-learning.

F. Average Latency

The average time taken to receive a packet from its source to
the base station is considered Average Latency. It is inversely
proportional to σ, PDR, and directly proportional to Cd. Fig.
6 shows the comparison of the latency among the proposed
and existing works. The latency is computed using Eq. (4),
and the average latency is computed as shown in Eq. (5).

From Fig. 6(a), the latency of CADA is reduced around
8%-13% in the CADC approach 10%-16% in the BF method
by varies SNs between 100-200. Fig. 6(b) shows the latency
variations in the proposed and existing, and the number of SNs
changing in this scenario is between 500 to 100 nodes. The
improvement of the latency minimization compare with the
CADC is ≈6%-11%, and the BF is ≈9%-14% in the scenario
two. The latency of the proposed and existing methods are
still a challenging because of the retransmission controls and
longer smooth path.

V. CONCLUSION

Congestion in the wireless sensor network is a challenging
issue that affects various QoS metrics of the WSNs. It mainly
occurs because of the uncontrollable traffic in the WSNs.
The congestion can be handle by controlling the traffic,
efficient resource management, or both. A resource control
based congestion-aware data acquisition (CADA) mechanism
for wireless sensor networks is proposed in this paper. The
CADA efficiently identifies the network’s congestion nodes
and applies the alternative routing path to the base station.
In this way, the proposed algorithm efficiently mitigating the
congestion compared with the existing works. The simulation
results show that the proposed method outperforms the existing
techniques in throughput, packet loss, energy consumption,
and latency. This work can be extended in the future to predict
the congestion before it occurs in the WSNs and take an
alternative decision to mitigate the congestion to avoid the
latency.
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Abstract— Quantum dot Cellular Automata (QCA) poses 
novel computing paradigm to design Nano electronic circuits 
with favorable proximity intended towards high speed, energy 
efficient and compact devices. Hence this emerges as a viable 
beyond CMOS (complementary metal oxide semiconductor) 
Technology. Many literatures are based on 3 input-1 output 
majority gate logic, which primarily focuses to reduce the 
number of cells in single individual logic gates utilized. In 
this work we are extending our proposed multi-logic gates 
with different configurations to produce multiple logic 
functions with the same inputs of individual logic gates and 
also performing energy dissipation analysis. These gates are 
very useful since this enables the design of efficient smaller 
circuits. Proposed multi-logic design consumes less area than 
that of individual gates. The design is simulated in QCA 
Designer 2.0 and found in accordance with the logic. An 
analysis to explore the power dissipated by multi-logic gates is 
carried out by QCA Designer-E. The area and power 
efficiency of these multi-logic gates are compared with the 
previous best designed individual gates. Superior results are 
obtained and reported here. 

Keywords—QCA gates, Multi logic gates, QCA 
Designer, Nanotechnology, Cellular Automata 

I. INTRODUCTION  

Rapid and dynamic CMOS scaling eventually 
approaches the atomic size which faces many 
fundamental challenges such as excessive Gate leakage 
current, exponentially increasing source to drain sub-
threshold leakage current, gate stack reliability and 
channel mobility degradation from increasing electric 
field, rising dynamic power dissipation (CV2f) from 
non-scaled supply voltages, band to-band tunneling 
leakage at high body doping levels, device to device 
variation from random dopant fluctuation effects, and 
high source-drain access resistance from scaled contact 
areas limiting on-current[1-3]. This seems major threat 
for further shrinking of devices. 

Hence to keep up with the Moore’s law, 
innovation in computing trend is the need of the hour. 
Many architectures have been proposed for future Nano 
electronics such as single electron transistor, carbon 
nanotubes, Quantum computing & Quantum dot cellular 
automata [4, 5]. Among these QCA emerges as a 
promising alternative providing logical constructs at 
Nano scale level [6]. Here structure and working of QCA 
circuits are completely different from the traditional 
CMOS circuits and codes binary information 0 and 1 as 
electronic configuration within its Quantum cells [7]. 
Each cell is a square block with four Quantum dots at 
each corner where two electrons are locked in a 

diametrically opposite manner. Electrons within 
Quantum cell play an important role in the flow of 
binary information from input to output. Switching takes 
place due to columbic interaction between the cells 
hence does not rely on the voltage level as the traditional 
CMOS logic [8, 9]. This favors the desired computation 
logic, developing into low power Nano devices. 

 

QCA circuits depend on inverter and majority 
(three inputs-one output) logic [10-14]. These two 
elements form the basis of all individual logic gates. 
Here in this paper we propose the design of multi-logic 
gates which can produce several multiple function 
outputs with the same inputs as the individual gates, in 
short, we can design intricate circuits using these novel 
multi logic gates with optimization in area consumed and 
delay. All these enhanced designs are compared with the 
previous best designs using QCA cells which show that 
these designs consume less area and power compatible 
with the individual logic gates. This work is organized in 
5 sections. The section 2 brings out the fundamentals of 
QCA. The proposed model and its configuration are 
presented in section 3. The desired result and the power 
consumed by these gates are explained in section 4. The 
paper is concluded with the future possibilities in section 
5. 

II. QCA FUNDAMENTALS 

A quantum cell is a major building block of any 
QCA design [15]. Each square block cell consists of four 
quantum dots which are coupled to each other due to 
columbic force and there is a barrier between each of 
these dots which is capacitive in nature. Figure 1(a) 
shows basic QCA cell with capacitive barriers [16, 17]. 
Quantum dots exhibit a phenomenon called columbic 
exclusion, when two cells are kept together which leads 
to an effect called quantum confinement and it gives two 
stable states for each cell which then can be used in 
cellular array. When multiple such cells put together 
leads to form cellular automata called as Quantum 
Cellular Automata and the interaction between cells can 
be made to implement logical functions [18]. 

Electrons can be injected into quantum cells but 
because polarization value can be found out with 
equation 1. The information between various cells is 
confined with the help of four different clocks. 
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Figure 2 shows all clock phases employed in 
QCA. Electrons move in different quantum dots through 
junction tunneling which is controlled by the capacitive 
barrier between the neighboring cells [20, 21] which can 
be raised high or low by the adiabatic clock cell given. 
Each clock has four phases as described in table 1. 
Potential barrier becomes high in switch phase and cell 
gets polarized. Hold phase keep potential barrier high 
and cell polarized. In release and relax phase potential 
barrier becomes low and remain low respectively and 
cell is un-polarized. Switching takes place when clock 
goes high, cells gets polarized and the information gets 
confined. 

                                                                                    (1) 

Because of cellular automata each cell interacts     
with each other resulting in transmission of data from 
input to output [22]. In QCA circuit the polarized charge 
with columbic repulsion carries information and not with 
current, so these circuits have low energy with high 
speed. Figure 3 shows a QCA wire demonstrating flow 
to information from input to output. 

 

    TABLE I. QCA CELL POLARIZATION AT DIFFERENT CLOCK PHASES 

Clock Phase Potential Barrier 
Cell polarization 

state 

Switch Low to High Polarized 

Hold Held High Polarized 

Release Low Un-polarized 

Relax Remain Lowered Un-polarized 

 

 

 

A.  

 

Fig. 1. (a) Basic QCA Cell. (b) QCA Cells with different electron 

position 

 

 

 

 

 

 

 

 

Fig. 2. Clock zones in QCA 

 

A. Basic QCA gates 

Logic functions are implemented by connecting 
QCA cells with each other with some specific design. 

We can fix the polarization of particular QCA cell to get 
desired logic [23-24]. Inverter & majority gate logics are 
the two important elements to design QCA circuits. 
Figure 4 shows different basic gates designed with QCA 
cell. (a) is inverter design having two arrays of cells at 
45o to each other, (b) is a three- input majority gate, at 
the output Y of which we get one of the inputs from A, 
B, C according to majority of polarization, equation 2 
denotes majority gate equation. From majority gate AND 
and OR basic digital gates can be implemented by giving 
polarization 0 and 1 to input C as shown in (c) and (d) 
respectively. Equation 3 and 4 denotes equation of AND 
and OR gate from majority gate equation 

 
Y (A, B, C) = AB+BC+AC                         (2) 

                         
                        Y (A, B, 0) = A.B                                        (3) 
 
                          Y (A, B, 1) = A+B                                       (4) 
 

All digital logic functions can be implemented 
using inverter and majority gate [25]. Majority gate acts 
as universal gate to form different logic functions. 
Figure 5 demonstrate by combining majority gate and 
inverter, NAND [23-27], NOR [23-27], XOR [23-27] 
and XNOR [23-27] can be designed. 

 

                                       Fig. 3. QCA Wire 

 

 
• A graph within a graph is an  

•  

 

                        (a)                                                   (b) 

 

 

                            (c)                                                          (d) 

 

Fig. 4. (a) Inverter (b) Majority gate (c) AND Gate (d) OR Gate 
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                               (a) 

                                    (b) 

     (c)                                                              (d) 

Fig. 5. (a) NOR Gate (b) NAND Gate (c) EXOR Gate (d) EXNOR 
Gate 

 

III. PROPOSED MULTI-LOGIC GATES AND QCA 

IMPLEMENTATION 

Circuits that implement many functions can be 
combined into a single compact circuit with the help of 
multi logic gates. Complex circuits such as an ALU 
make use of these kinds of multi logic gates in CMOS 
design, hence designing these fundamental gates 
becomes one of the important areas of research in QCA. 
Yet this path is not much explored till now. Traditional 
Boolean gates have 2 inputs and 1 output as shown in 
figure 6(a) and figure 6(b). Our proposed design is like a 
combined logic as shown in figure 6(c). Combined logic 
design (multi-logic gates) generates two different logic 
outputs (F and F’) from two same inputs (A and B) as 
shown in figure 6(c). In QCA design we try to 
implement architecture like figure 6(c). Proposed QCA 
designs has less number of cells, latency, less area and 
gate count compared with the individual separate logic 
design using QCA. 

Polarization is fixing arrangement of two electrons 
in a cell such that particular cell always represents binary 
‘1’ or binary ‘0’. Polarization P = 1 represents binary ‘1’ 
and P = ‘-1’ or ‘0’ represents binary ‘0’. Also we can 
provide any value between 0 to 1 and 0 to -1 as a 
polarization P to a particular cell which is called partial 
polarization and according to that electrons arrange 
themselves in that cell with particular energy. Partially 
polarized cell interacts with neighboring cells differently 
according to polarization value assign to it.  

Fig. 6. (a) Individual AND Gate (b) Individual OR Gate (c) Combined 
multi-gate logic example 

 

 

 

 

 

Fig. 7. Neighborhood cell 

So we use partial polarization technique and 8 
neighborhood concept in the design of these multi-logic 
QCA cells. According to 8 neighborhood/Moore 
neighborhood, the finite neighborhood of a QCA cell N 
= {N1, N2, N3…Nr} has effect on the current state of 
cell. For example in Figure 7 the current state of QCA 
cell I depends on previous state of four neighbors (B, D, 
F, H) and cells (A, C, G, E) along the diagonal direction. 

A. AND-OR Multi Logic Design 

Proposed AND-OR multi logic QCA gate design 
is shown in figure 8(a). Cell at center is polarized with 
fixed value -0.40 and cell with output Y’ is polarized 
with fixed value 0.40. When inputs given, we get AND 
& OR outputs at Y & Y’ respectively. A QCA cell can 
be rotated and if we rotate both the output cells Y & Y’ 
by 90° in same design, we obtain NAND-NOR logic. 
Figure 8(c) represents OR-NOR and AND-NAND 
design. Here 2 cell inverter is connected to output Y’ of 
AND-OR design and only center cell is polarized. Table 
2 explains that when polarization value is fixed as 0.40, 
OR output can be obtained at Y and NOR output at Y’. 
Similarly when polarization value is fixed as - 0.40, we 
get AND function at output Y and NAND function at 
output Y’. 

(a) 

 

 

 

 

 

 

(b) 

 

 

 

 

 

              (c) 

Fig. 8. (a) AND-OR gate design (b) Comparison of Proposed and existing 
design [28](c) OR-NAND Design and AND-NOR Design 
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                                         Fig. 9. Simulation result of AND-OR gate 

 
 

Table II. OR-NOR and AND-NAND Design 
 

 

 

 

 

 

The simulation result of proposed AND-OR gate is 
shown in the Figure 9. Figure 8(b) shows a comparison 
between proposed multi-logic AND-OR design and 
existing AND-OR design [28] in terms of no of cells, 
area consumed, latency for output, and the gate count 
required to design AND-OR gate. Proposed design uses 
fewer cells for the same result consuming less area. Also 
it is faster as the gate count is less, so delay to reach 
output for given input is less. 

B. OR-NAND and AND-NOR Multi Logic Design. 

Here the center cell can be provided with fixed 
polarization of +0.40 and -0.40. 2-cell invertors is 
connected to output of AND-OR gate design with corner 
cell confined to clock 1, to obtain OR –NAND and AND-
NOR design as shown in figure 10 below. Table 3 
explains that when polarization value is fixed as 0.40, OR 
output can be obtained at Y and NAND at Y’. Similarly 
when polarization value is fixed as -0.40 we get AND 
function at output Y and NOR at output Y’. 

C. EXOR-OR & EXNOR-AND Multi Logic Design 

Figure 11 represents the design of EXOR-OR and 
EXNOR-AND gate. Here cell with input C is polarized 
cell. Table 4 explains that when polarization value is fixed 
as 1, at output Y we get EXOR function of inputs and at 
output Y’ we get OR function of given inputs. Similarly if 
polarization value is fixed as -1 at output Y, EXNOR 
function is obtained and at output Y’, AND function can 
be obtained. 

D. EXOR-AND & EXNOR-OR Multi Logic Design 

 EXOR-AND and EXNOR-OR gate is shown in 
Figure 12 below. Here cell with input C is polarized cell 
and fixed polarization of 1 and -1 can be provided to it.  

 

 

 

 

 

 

 

 

 

 

Table 5 explains that when polarization value is fixed 
as 1 at output Y, EXOR And at output Y’, AND function 
can be obtained. Similarly if polarization value is -1, then 
EXNOR and OR function of given inputs can be obtained 
at Y and Y’ respectively. 

 

Fig. 10. OR-NAND Design and AND-NOR Design 

 

      TABLE III. OR-NAND AND AND-NOR DESIGN 

 

 
 

 

 

 

     Fig. 11. EXOR-OR gate Design and EXNOR-AND gate design 
 

TABLE IV. EXOR-OR AND EXNOR-AND DESIGN 

 

 

 

 

 

 

 

 

Input Output 

A B 
Polarization 

Value C 
 

Y 
 

Y’ 

 
A 

 
B 

 
0.40 

 
A+B 

 
(A + B)’ 

A B -0.40 
 

A.B 
 

(AB)’ 

Input Output

A B Polarization 
Value C Y Y’ 

A B 0.40 A+B (AB)’ 

A B -0.40 A.B (A+B)’ 

Input Output

A B 
Polarization 

Value C 
 

Y 
 

Y’ 

 
A 

 
B

 
1 

 
A EXOR B 

 
A + B 

A B -1 
 
A EXNOR B 

 
AB 
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      Fig. 12. EXOR-AND and EXNOR-OR gate design 

 
 

                           TABLE V. EXOR-AND AND EXNOR-OR DESIGN 

 
 

E. EXOR-EXNOR Multi Logic Design 

To get the EXOR and EXNOR from the single 
design, an inverter can be used with the existing EXOR 
design. So if we extend existing design by adding 2 cells 
inverter at output of EXOR gate we obtain EXNOR 
output. At output F we get EXOR output and at F’ we get 
EXNOR output. 

Figure 13(a) shows a proposed EXOR-EXNOR gate 
design and Figure 14 shows its simulation result. In 
EXOR- EXNOR design fix polarization of -1 is provided 
at one end opposite to input B. if we add another that is 
third input C at place of polarization, we get three input 
EXOR-EXNOR design. Figure 13(b) shows three input 
EXOR-EXNOR design. 

 

 

 
 
 
 
 
 
 

 
Fig. 13. (a) Proposed EXOR-EXNOR design (b) Three input EXOR-                       

EXNOR design 
 

 

 

 

 

 

 

 

 

 
 

Fig.14. Simulation result for two input EXOR-EXNOR design. 

IV. RESULTS AND DISCUSSIONS 

The proposed multi-logic QCA designs has 
been verified and designed utilizing software called 
QCA Designer version 2.0.3 which is provided with the 
default parameters of coherence vector and bi-stable 
engines [30- 32]. The identical results from both engines 
prove the accurateness of proposed model. The results 
of proposed designs are shown in Table 6 which 
demonstrates the latency, number of cells, area 
consumed of these designs and it is compared with 
individual gates. Figure 15 shows graphical 
representation of area occupied in 10-2 µm2 by multi-
logic design and combination of individual gates. 
Except EXOR-EXNOR multi-logic design area 
occupied by proposed multi-logic designs is less than 
that of combination of individual gates and number of 
cells used are  also reduced in multi-logic design in 
comparison to sum of individual gates. 

Fig. 15. Power dissipated by individual and proposed Gates        
Multi-logic gates 
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                  Table VI. Comparison of Individual Gates with Proposed Multi- 
Logic Gate designs 

 

 

 

 

 

 

 

 

 

 

 

 

 

In order to calculate the energy dissipation 
analysis we employ QCA Designer-E [33-36]. For most 
of the multi-logic designs, energy dissipation is either 
comparable or less than the energy dissipation by sum of 
individual gates as shown in Figure 15. EXOR-OR, 
EXOR-OR, EXNOR-OR, EXNOR-AND and EXOR-
EXNOR multi-logic designs have much reduced power 
consumption than the combination from individual gates. 
NOR- NAND design is efficient in terms of power and 
area consumed both. In EXOR-EXNOR area is 
compromised but energy dissipation gets reduces. 

V. CONCLUSION 

In this paper, the proposed concept of efficient 
multi-logic gates using QCA has been extended. Multi- 
logic gates are useful in complex digital design. The 
advantage of multi-logic gates is reduced total QCA cell 
count compared to sum of individual logic gates. 
Another benefit of multi-logic gates is that it consumes 
less area due to its compact design. Power analysis of 
these multi-logic gates shows that they consume 
comparable power as individual logic gates. Yet in this 
study we demonstrate only few multi-logic gates with 
only 2 inputs and 2 outputs to present the idea of multi-
logic-gates using QCA, but this can be extended for 
more than 2 input and multiple output gates. This work 
laid the foundation of designing more area and energy 
efficient QCA designs. 
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Abstract—Over the last few decades, technology have 
seamlessly transfer from Aluminium to Copper, as aluminium 
has deemed as an unsuitable metal when it is in the nanoscale 
due to associated drawbacks. Although with the challenge of 
having to replace copper, it has been one of the most consistent 
materials in the wire dimension area. However, getting a 
material as ideal as copper is proving to be more inefficient as 
scale down the wire deeper. There has been a spurt in the 
research of Tungsten (W) and its Oxides (WOx) as a potential 
replacement to the issues posed by copper. In general, tungsten 
has been proven to be superior to most existing interconnect 
materials and has been only put behind Silver and Copper. 
However, as technology reach the nanoscale, there has been 
increasing studies on how to fabricate tungsten and its 
subsidiaries as an alternate to other materials. The purpose of 
this research is to study Tungsten and other existing 
interconnect materials and compare them on theoretical and 
observational basis. The number of simulations has been carried 
out using the COMSOL software in various environments in 
order to see how tungsten behaves in all environments and 
propose whether it is suitable in the upcoming generation of ICs 
and beyond. 

Keywords—Nanoelectronics, Interconnects, Tungsten, 
Conductivity, Resistivity, Integrated Circuits, Conducting 
materials. 

I. INTRODUCTION 

There has been a considerable growth over the years in the 
research of nanowires and other related structures. The reach 
of this field has touched the disciplines of solid-state 
chemistry, quantum mechanics, biomedical engineering, 
condensed matter physics, photonics, opto-electronics etc. 
However, one of the fields that have benefitted the most is the 
Nano-electronics/Nanomachines and Integrated Circuit (IC) 
design. As the IC scale down, the real challenge lies in 
reducing the dimension of the wire itself. Since the onset of 
the industrial revolution and even in instances before, wires 
have been a part of our daily lives for centuries together. 
Powerlines are utilized efficiently to transmit electricity to 
households everywhere, the optical fibres have been 
introduced to transmit information over long and short 
distance. It has been more than a decade that the researchers 
all over the world have investigated different processes and 
techniques and have come up with methods which can be 
used to synthesize nanowires which are thousands of times 
thinner than the hair. These nanowires have allowed the onset 
of the next generation of application in fields like advanced 
computing, photonics and photosensitive applications, 
efficient energy utilization and especially it has enhanced 
applications in the biomedical field as well [1-5]. 

The material which have been scaled down to the 
nanoscale in the form of nanotubes, nanorods and nanowires 
have been under the spotlight due to their plethora of 
applications in semiconductors, interconnects and other 
nanoscale devices. These materials give the insight on the 
study of properties like electrical, mechanical and thermal 
which have changed due to scaling down to the nanoscale. 
These properties can be studied and altered for development 
and advancement of novel applications in different fields and 
focusing on the nanoelectronics.  

Choi and Barmak [6], in their research have discussed the 
potential of Tungsten as future interconnects and have 
reviewed the current availability of different technology, 
processing methods and the required nanostructure. 
Moreover, they have studied the resistivity Copper and 
Tungsten nanowires using the Mayadas-Shatzkes grain 
boundary and Fuchs-Sondheimer surface scattering model 
model. It is observed that Tungsten nanowires exhibit lower 
resistivity than Copper. Bien et al. [7] have extensively 
studied a synthesis method for fabricating Tungsten 
nanowires which are self-aligned, by the use of a Poly-Si core. 
They formed nanowires in the neighbourhood of 10nm using 
the Poly-Si transfer technology followed by CVD of tungsten 
using WF6 as the precursor solution. They also characterized 
the conductivity of the nanowires to see how this method 
influenced physical properties and found it to be 40% higher 
than doped Poly-Si nanowires of the same scale. Further, Wu 
et al. [8] has proposed tungsten oxide materials as a 
photothermal nanomaterial. They found that WOx structures 
have an unusual oxygen defect and allow excellent photo-
absorption of various wavelengths in the NIR region. 
Moreover, Min and Ahn [9,10] have reported the synthesis of 
W nanostructures by a simple process of thermally treating 
tungsten films, which are characterized by self-catalysing 
layer formation and have astounding field emission (FE) 
properties. This easy fabrication could be the gateway for 
building nano-level interconnection materials and nano-
machine components. Chen et al. [11] have come up with a 
novel method which involves the usage of solution-based 
printing of thermoelectric generators (TEG) and metal 
contacts and Ni et al. have also discussed the improvement in 
thermoelectric properties using a PEDOT nanowire film to 
coat Te, which can also be investigated in the use case of 
tungsten [12]. 

From above literature, it is observed that the Tungsten has 
been extensively investigated and utilized for various 
applications as an interconnect. Moreover, it can be used in 
energy applications, biomedical, chemical, photothermal etc. 
The versatility of tungsten, along with its inter-miscibility 
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with other metals to form alloys can help to investigate oxides 
of W, Carbides and even Sulphides as an alternative. 
Therefore, in this paper an extensive experimentation is 
carried out the possibilities of Tungsten as an interconnect for 
IC design has been investigated.  

The rest of the paper is structured as follows: Section II 
describes the detailed explanation of the existing material and 
characteristics. Experimental evaluation and results are 
presented in Section III and conclusions are drawn in Section 
VI.  

II. MATERIALS AND THEIR CHARACTERISTICS 

This sub-heading explores the current available 
information on the current generation methods and the viable 
synthesis methods for such nanowires. There are a variety of 
metals available, which can be used for IC and Semiconductor 
design. Some metals which are commonly used are Silicon, 
Copper, Aluminium, Silver and Gold. 

Silicon (Si) is the most commonly used material for IC 
design.  Si is a semiconductor having the electrical behaviour 
is between that of a conductor and an insulator at room 
temperature. Polycrystalline silicon (Poly-Si) is used for 
making resistors or conductors in an integrated circuit. Si is 
also widely used in semiconductor packaging, being the main 
ingredient of plastic encapsulants for ICs and are used in die 
overcoats as well [13,14]. 

Another material Aluminium (Al) is a highly lightweight 
metal with silvery appearance. It is the most abundant 
metallic element on earth and used in many aspects of 
semiconductor manufacturing.  On an IC, Al metal lines are 
commonly used as the main conductor between components 
due to low resistivity. As a thin film, it has good adherence to 
SiO2. Al is used for the bonding and probing pads on the die. 
When used for IC metallization, it slightly doped with 
elements such as Si and/or Cu to improve its characteristics 
and reliability. In semiconductor assembly, ceramic packages 
are composed mainly of alumina.  Al is also used for wire-
bonding IC in ceramic packages. Aluminium is one of the 
most widely used metal for metallizing IC chips since it has 
a high conductivity, very low contact resistance and good 
compatibility to Si and SiO2. However, Aluminium has many 
shortfalls when it is brought up in the interconnect argument 
like poor step coverage, spiking and migration of electrons 
[13-16].  

Gold (Au), is a soft element which is a good conductor of 
heat and electricity. It is also the most malleable and ductile 
of all metals. Au is used in many aspects of semiconductor 
manufacturing, particularly in the assembly or packaging 
processes. Its most widespread use is in wire-bonding 
because of excellent conductivity and ductility. It is mainly 
used as wires for interconnect in ICs [17].  

Silver (Ag), is another element which is next only to gold 
in terms of malleability and ductility and is also a good 
conductor of heat and electricity.  Ag is the best conductor of 
electricity, better even than copper and gold. Ag is used in 
many facets of semiconductor manufacturing, more 
particularly in packaging processes.  Most epoxy die attach 
materials contain Ag fillers for increased electrical and 
thermal conductivity.  Ag is also used to cover the surfaces 
of the die pad and bonding fingers of the plastic packages to 
prevent chemical degradation of these areas, which may lead 
to die attach and bonding problems [18]. 

Copper (Cu), is one of the most widely used metals in the 
world, mainly because of its many desirable properties.  It is 
the 2nd best conductor of electricity next to Ag. It is very 
malleable and ductile and good conductor of heat. Cu is also 
widely used in semiconductor assembly being an excellent 
conductor. Recent technological advancements though have 
already allowed the use of copper as metal lines in 
semiconductor devices [19]. The continued scaling down of 
semiconductor devices is proportional to the miniaturization 
of Cu interconnect lines as well. Although this scaling leads 
to improved working, it tends to exhibit a higher resistivity 
and hence in turn give rise to issues like increased power 
consumption, delayed signal transfer and increased resistivity.  

With the onset of advance techniques of VLSI on circuit 
chips, the introduction of new processes and materials which 
are capable of matching or improving the density of packing 
and high-performance are remains the challenge for 
researchers. There is a need of a material which can help in 
shunting out Poly-Si gate and thereby reduce the sheet 
resistance, electro-migration, junction spiking and a high 
contact resistance. 

From literature, it has been observed that the Tungsten can 
be considered as a potential candidate to replace Cu for 
metallization for two main reasons. The first is the very high 
melting point (3695) compared with Cu, which is expected to 
improve interconnect reliability such as electromigration and 
stress. The second reason is the anticipated reduction of 
resistivity effect due to significantly shorter EMFP of 19.1 
nm at 293˚K as compared to Cu. However, given the fact that 
the room-temperature bulk resistivity of W at 5.3 μΩ-cm is 
higher than that for Cu at 1.7 μΩ-cm, it is important to 
quantify the contributions of size-dependent scattering 
mechanisms in order to determine whether W can favourably 
compare with Cu as a nanoscale interconnect. The theoretical 
nanowires properties of existing interconnect material is 
summarised in Table 1.   

The metallic Tungsten has well-known chemical, physical, 
electrical, and mechanical properties that makes it very useful 
for various applications [20-22]. Especially for nanodevices 
below 100 nm, a gate material such as W with a mid-gap work 
function is desirable as a metal gate of CMOS technology due 
to the fairy low resistivity. Another variant of tungsten such 
as its subsidiary oxides are used commonly in semiconductor 
and nanotechnology-based applications. The research 
potential in WOx can be seen as early as the 17th century, 
when people began studying the different properties of 
LiWO3 and were searching for methods to grow compounds 
like WO3 and NaWO3. Along with the progress of 
nanotechnology, the fabrication of Tungsten and its oxide 
have become increasingly prominent as nanostructures of W 
and WOx have better performance. Nano-structured WOx is 
exceptionally versatile and offers a wide range of unique 
characteristics when it comes to VLSI design. In comparison 
to other oxides such as TiO2, ZnO, NiO, WOx exhibits much 
more advanced electrical properties and also being employed 
as material which can be used in nano-sensing [23-25]. Thus, 
it has been observed that the Tungsten and its oxides can be 
used for interconnect in integrated circuits design. 

In this paper, an attempt is made and the various existing 
materials as well as Tungsten oxides in the form of nanowires 
has been simulated using the COMSOL software. Moreover, 
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the detailed characteristics of simulated nanowires has been 
studied.   

 

TABLE I.  THEORETICAL NANOWIRE PROPERTIES OF EXISTING INTERCONNECT MATERIALS 

 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

III. EXPERIMENTATIONS AND OBSERVATIONS  

Before you begin to format your paper, first write and save 
the content as a separate text file. Complete all content and 
organizational editing before formatting. Please note sections 
A-D below for more information on proofreading, spelling 
and grammar. In this experiment, the various experimentation 
is carried out using COMSOL Multiphysics Modelling on the 
system which has Intel(R) Core (TM) i7 CPU with 2.4 GHZ 
frequency processor and 8 GB RAM.  

In the first experiment, the Aluminium, Coper and Silver 
wire has been simulated with the various parameters. Here, 
the “Electric Currents” module on COMSOL version 5.3a has 
been used to simulate the particular wire. The available 
quantities such as resistance, reference impedance, terminal 
voltage, terminal current, total electrical energy as shown in 
Table 2. Moreover, the current of 1 Aμ through the wire with 

dimension radius 0.5nm, and length 10nm is considered for 
the evaluation.  Table 3 shows the calculated values of 
resistivity, conductivity and current density, respectively. 
The details of simulation of Aluminium, copper and silver 
using COMSOL software is shown in Fig 1. 

TABLE II.  OPERATIONAL VALUES FOR ALUMINIUM, COPPER AND 
SILVER 

Parameters Aluminium  Copper Silver 
Resistance 
(Ω) 

370  233 226.52 

Electrical Energy (J) 4.337 × 10-29  1.717 × 10-29 -2.48 × 10-28 

Reference Impedance 
(Ω) 

50  50 50  

Terminal Voltage (V) 3.69 × 10-4 2.326 × 10-4 2.26 × 10-4 

 

TABLE III.  CALCULATED VALUES OF RESISTIVITY, CONDUCTIVITY 
AND CURRENT DENSITY 

Parameters Al Copper Silver 
Resistivity 
(Ω-m)  ρ = RA/l 

2.91× 10-8  1.83× 10-8  1.78× 10-8  

Conductivity (S/m)
σ = 1/ρ 

3.4× 107 5.46× 107  5.6× 107  

Current density 
(A/m2)  J = I/A 

3.82× 1012 3.82× 1012 3.82× 1012  

 

 
Fig. 1. Simulation of Aluminium, Copper and Silver wire. 

In second experiment, the normal tungsten with same 
dimensions as previous experiment has been simulated and 
various parameters are obtained. The resistivity (6.1x10-8 

Parameters Aluminium (Al) Copper (Cu) Gold 
(Au) 

Silver 
(Ag) 

Silicon (Si) 

Molecular Wt. 26.98 63.55 196.97 107.87 28.086 

Melting Point (⁰C) 660.37 1085 1064 961.8 1414 

Boiling Point (⁰C) 2467 2562 2700 2162 3265 

Density (g/cm3) 2.7 8.96 19.3 10.49 2.33 

Resistivity  2.6548 
µΩ-cm 

1.673 
µΩ-cm 

24.4 
nΩ-cm 

15.9 
nΩ-cm 

64 
mΩ-cm 

Electronegativity 1.5 1.90 2.54 1.93 1.9 

Heat of Fusion (kJ/mol) 10.79 13.26 12.55 11.3  50.55 

Heat of Vaporization (kJ/mol) 293.4 300.4 334.4 250.58 384.22 

Poisson’s Ratio 0.35 0.34 0.42-0.44 0.337 0.22 

Specific Heat (kJ/kg K) 0.900 0.390 0.129 0.240 0.710 

Thermal Conductivity 
(Wm-1  K) 

205 
 

401 
 

310 
 

406 150 
 

Coefficient of Thermal 
Expansion (µm-m-1 K-1) 

23.1 
 

16.5 
 

14 
 

18 
 

2.6 
 

Vicker Hardness (MPa) 167 369 216 251 9630 

Young’s Modulus (GPa) 0 110-128 79 85 130-180 

Tensile Strength (MPa) 40-700 210 80-700 100-200 20-170 

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

445



 

Ωm), conductivity (1.64x107 S/m), and current density 
(3.82x1012A/m2) which is better than the other materials such 
as Aluminium, copper and silver. The simulation of Tungsten 
nanowire is shown in Fig. 2.  

    

 
Fig. 2. Simulation of Tungsten Nanowire 

From the study of Aluminium, copper, silver and Tungsten, 
it cannot be concluded whether Tungsten material is viable as 
an interconnect. Therefore, it has been decided to study the 
different types of Tungsten Alloy in COMSOL to find the 
suitable material nanowire interconnect. Following materials 
are considered and simulated in COMSOL: 

• Tungsten [CVD <001>, tested at 293K, 9500/s] 
• Tungsten [CVD <011>, tested at 293K, 6600/s] 
• Tungsten [gas] 
• Tungsten [liquid] 
• Tungsten [MEMS] 
• Tungsten [powder metallurgy, tested at 293K, 4000/s, 

annealed at 2873K] 
• Tungsten [rod, tested at 3073K] 
• Tungsten [sheet,1.5 mm sheet, strain relieved at 1423K] 
• Low Carbon Steel Tungsten Steel 
• Tungsten [swaged bar, tested at 1033K] 
• Tungsten [Built in] 

There are mainly two parameters in the COMSOL material 
contents toolbar, without which the simulation will not run 
properly. The first is relative permittivity of 6.2438 and 
22.254 and second is electrical conductivity 1.79× 107 S/m.  
These both values have been obtained from online databases 
and verified. We have simulated all of tungsten available in 
the COMSOL material library and a separate file is prepared 
for each material to ensure no discrepancies in the observed 
values. Following values of parameters has been used in each 
calculation: 

• Nanowire Radius: 0.5 nm or 0.5× 10-9 m 
• Nanowire height: 10 nm or 10× 10-9m 
• Current: 1nA 
• Electrical conductivity: 1.79× 107 or 1.79× 107 S/m 
• Relative permittivity: ε1= 6.2438, ε2 = 22.254.  

The resistivity of the materials has been calculated using the 
formula:  

   
RA

L
ρ =                                     (1) 

where, R is resistance, A area of cylindrical wire and L is the 
length per height of the wire. The various simulations have 
been carried out using COMSOL for different Tungsten 
variant. The simulation has been shown in Fig. 3. The 
simulation results are summarized in Table 4. The simulated 
tungsten wires for a nanowire yielded a resistivity of 

86 8 10. −×  in most of the cases. However, this is insufficient 
information as to whether top-down manufacture will 
influence the resistivity of the metal. Since we had to provide 
the values of conductivity and the relative permittivity values 
in each case, we found that the former had a bigger impact on 
the resistance value in each case rather than the latter. The 
tungsten liquid has a higher resistance in liquid which is 
attributed to the fact that tungsten is covalent in nature and 
considering the fact that ionic solutions have higher 
conductivity. The Tungsten [MEMS] structure shows a 
slightly lower resistance as compared to the built-in 
Tungsten. This value also corresponds to the theoretical 
obtained resistivity value.  
 

     
                      (a)                                                        (b) 
 

     
                            (c)                                                      (d) 
 

     
                          (e)                                                        (f)  

Fig. 3. Simulation of Tungsten Nanowire; (a) Tungsten [CVD <001>], (b) 
Tungsten [CVD <011>], (c) Tungsten [MEMS], (d) Tungsten [Powder], (e) 
Low Carben Steel Tungsten Sheet, (f) Tungsten (Swaged). 
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TABLE IV: CALCULATED VALUES OF RESISTIVITY, CONDUCTIVITY AND CURRENT DENSITY 

The Tungsten steel alloy had different results. Typically, 
alloys have to exhibit physical, chemical and electrical 
constants in relation to their parent metal. It has to be in 
between both the metals or closer to the base metal as per 
principle. The experiment started with 2.5 × 106 S/m as the 
first value of electrical conductivity in order to obtain 
resistance and other parameters. The obtained resistance value 
is 780Ω, which is similar to the resistance of tungsten. When 
the conductivity is increased to 107 -108, the resistance remains 
the same, which indirectly implies that Tungsten is the base 
metal. However, once we used 2.3 × 109, the resistance 
dropped to approximately 6Ω. Hence in order to get a lower 
resistivity, an alloy should be used to of a metal to reduce the 
resistivity or increase the conductivity. This intuition can be 
used to determine an alloy would serve as a better interconnect 
material. Another observation which plays a large role in 
design of Interconnects is the down scaling of the wires. The 
presented experimental data indicates that the resistivity in 
metal based thin films and wires in the nanometre dimension 
which is inversely related to the width/diameter. This is 
mainly attributed to the electron scattering which has 
increased due to Grain Boundaries (GB) and the roughness of 
the metal Surface Roughness (SR) of the wire boundaries. In 
simple words, if size decreases, resistance increases and vice 
versa. This in turn, has an effect wherein the wire dimensions 
have the constraint of scaling down along with the IC or 
Transistor size, and this scaling down of resistivity also gives 
rise to other shortcomings like higher heating issues, increased 
power consumption and delay in signal transmission. If this 
increase in resistivity is not kept in check, the interconnects 
will serve as the main issue during the fabrication of next 
generation ICs. Existing experimental data available tells us 
that the resistivity of these wires in the nanoscale agree with 
the Fuchs-Sondheimer (FS) and Mayadas-Shatzkes (MS) 
models and these models specifically utilize the fitting 
parameters and along with approximation of semi-classical 
mechanics. However, these models fail to provide the data 
about the domain of quantum mechanics when it comes to 

scattering, confinement and a well-defined and mapped 
structures of SRs and GBs.  These models make use of fitting 
parameters and semi-classical approximations and do not 
provide further insight in the quantum-mechanical effects of 
scattering, confinement and the detailed structure of the GBs 
and SR. From studies, however, there has been a marginal 
decrease in the resistance. When the transition from the 
microscale to the nanoscale is considered, the classical 
mechanics will be replaced by the principles of quantum 
mechanics.  The effect on the resistance and other physical 
properties need to be studied more in detail as COMSOL 
provides a limited insight. Since these properties cannot be 
altered, it is necessary to find a suitable alloy or mixture of 
tungsten which can exhibit the expected characteristic. It has 
been observed that tungsten alloys have extremely high 
corrosion resistance on par with Titanium when it comes to 
corrosion and stress. Moreover, it is highly durable with 
higher melting point (34220C) and boiling point (55550C).            

IV. CONCLUSIONS 

In this work, an extensive study has been carried out on 
the different materials for the nanowire’s applications in 
integrated circuits design. The Tungsten and its variants are 
considered in this study and their electrical characteristics has 
been calculated using the various simulations. The obtained 
results are compared with mostly used materials like 
Aluminium, Copper, Silver, Silicon and Gold. It has been 
observed that the Tungsten alloy has better conductivity and 
resistivity as compared to the existing materials. Thus, the 
Tungsten alloys can be used as an interconnect in integrated 
circuits.   

As a future scope for thsese studies, it can be further 
investigated tungsten to come to a more conclusive result. 
After noticing the properties of tungsten and silver, the 
research is being focused towards coming up with a tungsten-
silver alloy as the next generation interconnect material. The 
alloy can be formed by either mixing both the molten metals 
and allowing alloy formation or powder metallurgy which 

Material 
Electrical Parameters 

Resistance 
(Ω) 

Total Energy (J) Reference
Impedance (Ω) 

Terminal 
Voltage (V) 

Resistivity 
(Ω) 

Conductivity
(S/m) 

Aluminium 370 4.3× 10-29 50 3.6 × 10-4 2.91× 10-8 3.4× 107

Copper 233 1.7× 10-29 50 2.3× 10-4 1.83× 10-8 5.4× 107

Silver 226.52 -2.48× 10-28 50 2.2× 10-4 1.78× 10-8 5.7× 107

Tungsten 775 1.91× 10-28 50 7.7 × 10-7 6.1 × 10-8 1.6 × 107

Tungsten (CVD 001) 780 4.3 × 10-33 50 7.8 × 10-7 6.123 × 10-8 1.63 × 107

Tungsten (CVD 011) 779 1.2 × 10-33 50 7.7 × 10-7 6.1 × 10-8 1.6 × 107

Tungsten (Gas) 779 4.29 × 10-33 50 7.8 × 10-7 6.1 × 10-8 1.6 × 107 

Tungsten (Liquid) 18209 2.34 × 10-30 50 1.8 × 10-5 1.43 × 10-6 7 × 105

Tungsten (MEMS) 690 3.4 × 10-33 50 6.97 × 10-7 5.4 × 10-8 1.85 × 107

Tungsten (Powder) 779 4.29 × 10-33 50 7.8 × 10-7 6.1 × 10-8 1.6 × 107 

Tungsten (Rod) 779 4.29 × 10-33 50 7.8 × 107 6.1 × 10-8 1.6 × 107 

Tungsten (Sheet) 779 4.29 × 10-33 50 7.8 × 10-7 6.1 × 10-8 1.6 × 107 

Tungsten (Steel Alloy) 5.6 9.8 × 10-33 50 5.58 × 10-9 4.4 × 10-10 2.3 × 109 

Tungsten (Swaged Bar) 779 4.29 × 10-33 50 7.8 × 10-7 6.1 × 10-8 1.6 × 107 
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involves the sintering of powders of both metals. 
Theoretically, the resistivity of the metal should be close to 
the base metal, or in between both the metals, based on the 
percentage of each metal used in the alloy. The alloy may be 
having a proportion of 35-70% of each metal so as to not lose 
the base properties of the other. Tungsten and Silver together 
can overcome each one of the other’s drawbacks. Although 
getting a conductivity close to the value of 2.3× 109 as seen in 
Table IV is nearly impossible considering the current 
technology, working on an alloy which can provide a 
conductivity closer to Ag is very much possible. It can 
increase the inertness, melting point, boiling point and even 
the corrosion resistance of Silver, whereas Ag in turn can 
increase the conductivity, malleability and ductility of 
tungsten.  
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Abstract— A smart grid is an intellectual electricity 
grid that enhances the production, distribution and 
consumption of electricity across the insertion of Information 
and Communication Technologies on the electricity grid. In 
quintessence, smart grids bring profound modifications in the 
information systems that drive them, new data streams coming 
from the electricity grid, new participants such as regionalized 
producers of renewable energies, new uses such as electric 
vehicles and connected homes and new communicating 
equipment such as smart meters, sensors and remote control 
points. Altogether, this will result in an overflow of information, 
which the energy corporations will have to handle. Big data 
technologies propose proper solutions for utilities, although the 
decision regarding which big data technology to deploy is 
critical. In this paper, we present an overview of data 
management for smart grids, summarize the enhanced value of 
big data technologies for this type of data, and discuss the 
technical obligations, tools and key steps to employ big data 
solutions in the smart grid framework. 

Keywords—component, smart grid, management, Big Data, smart 
meters, renewable energies, electric vehicles  

I. INTRODUCTION 

Electricity depletion has improved in practice and in 
nature while electricity usages are growing positive energy 
structures, electric mobility, adjustable intensity urban 
lighting, storage batteries, etc. The electricity production 
modes are also developing thanks to the improvement of 
renewable energies and the transformation of the energy mix. 
The electrical system needs to develop towards better 
reliability, efficiency and flexibility. Smart grids become a 
great resolution to these concerns,  
 
 
978-1-7281-9615-2/20/$31.00 ©2020 IEEE 

through presenting Information and Communication 
Technologies (ICT) into electricity grids and integrating 
effectively the events of all users (manufacturers and 
customers) in order to assure a sustainable, safe and cost-
effective delivery of electricity. Smart grids guarantee 
effectual connection and utilization of all means of 
manufacturing, offering automatic and real-time managing of 
the electrical networks, permit better measurement of 
spending, enhance the level of consistency and improve the 
current services which in turn lead to energy savings and 
lower costs. The application of smart grids features a prime 
escalation in the volume of data to be handled due to the 
mechanism of smart meters and several sensors on the 
network and the improvement of consumer services, etc. For 
instance, a smart meter can direct the customer energy usage 
every 15 minutes, therefore every million meters could create 
96 million reads per day instead of one meter reading a month 
in a conservative grid. In addition to energy managing, smart 
grids need great data managing to be adept to deal with high 
velocity, storage capacity and advanced data analytics 
obligations. Certainly, smart grid data involves complex 
treatments, due to their nature, sharing and real-time 
restrictions of certain needs. Big data techniques are 
appropriate for advanced and effectual data management for 
this type of use. The key purpose of utilities is the capability 
to manage high data and to deplete advanced analytics to 
convert data collected to information, then to knowledge and 
lastly to actionable procedures. This paper presents an 
overview of the prospects, concepts and challenges of data 
managing in smart grids with the importance of big data 
substructure. Additionally, it illustrates the main principles 
and resources obligations utilities must test in order to choose 
the right big data tools given data analytics system. 
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II. SMART GRID PLATFORM 

Smart grids can be abstracted as a huge cyber-physical 
systems that supports and substantially improves 
controllability and responsiveness of highly dispersed 
sources and assets within electric power systems. Renewable 
generations will make a progressively significant 
contribution to electric energy production for the future. 
Integration of these highly variable, widely distributed 
sources, will call for new attempts to power system operation 
and control. The European Union’s (EU’s) smart grid 
technology platform encapsulates the advantages of smart 
grids as follows [1]:  
 1. Improved facilitation of the connection and operation of 
generators of all sizes and technologies. 
2. Tolerate customers to engage in optimizing the operation 
of the system.  
3. Offer customers with greater information and options for 
choice of supply.  
4. Drastically decrease the environmental impact of the whole 
electrical supply system.  
5. Sustain the existing high levels of system reliability, 
quality and security. 
6. Supply, maintain, and improve the existing services 
efficiently and foster market integration.  

III. INFRASTRUCTURE 

The infrastructure of a smart grid scheme is continuously 
relative to fixed objectives and capabilities. The employment 
of a smart grid can develop the robustness, self-healing 
capability, and integrality of the grid [2].  

Table 1. Domains in the Smart Grid Conceptual Model by NIST. 

The National Institute of Standards and Technology 
(NIST) describes a theoretical model that endorses planning, 
promotes improvement, certification, and the incorporation 
of interconnected networks and equipment that will combine 
the smart grid. The National Institute of Standards and 
Technology (NIST) describes a theoretical model that 
endorses planning, promotes improvement, certification, and 
the incorporation of interconnected networks and equipment 
that will combine the smart grid. NIST has separated the 
smart grid into seven domains (with subdomains) that include 
smart grid actors and applications. Moreover, it categorizes 
actor devices (such as smart meters and solar energy 
generators), systems (such as control systems), programs, and 
stakeholders that make evaluations and exchange information 
necessary for performing applications; applications as tasks 
executed by one or more actors within a domain (such as 
home automation, solar energy generation, and energy 
storage and energy management). A distribution utility, for 
example, will include actors in the operations domain, such 
as a distribution management system, and in the customer 
domain, such as electric meters. 

 

Fig. 1. Smart grid infrastructure [3]. 

 
IV. SMART GRID FUNCTIONALITIES 

The smart grid implies answers and solutions to the 
electricity supply adequacy concerns. The Energy 
Independence and Security Act of 2007 (EISA) lays the stage 
for the reconstruction of the electricity grid. The smart grid 
section lists the following characteristics [4]: 
  
A. Reliability, security, and efficiency of the electric grid 

A reliable power supply is critical to any power system. 
It concludes the accomplishment of the grid in delivering the 
needed service to the end customers. As grids continue to 
grow in size and complication, it has become more 
challenging to analyze grid reliability, but new analytical 
approaches from research attempts have continued to develop 
a stronger reliability substance for modern networks. A data 
mining procedure to detect grid system structure from raw 
historical system data can evaluate grid service reliability by 
using Bayesian networks [5]. Remote monitoring of hybrid 
generation and automatic smart grid management for 

Description Domain 
Where electricity is consumed. Sub-
domains are homes, commercial and 
industrial customers. Actors may also 
generate, store and manage energy use. 

1 Customer 

Where grid assets are exchanged. Actors 
are the operator and participants in 
electricity markets 

2 Markets 

Where support services for producers, 
distributors and customers are performed. 
Actors are organizations providing services 
to electrical customers and to utilities. 

3 Service provider 

Where proper operation of the power 
system is ensured. Actors are the managers 
of the movement of electricity 

4 Operations 

Where delivery of electricity to customer 
starts. Actors are the generators of 
electricity in bulk quantities and may also 
store energy for later distribution. 

5 Bulk generation 

Where bulk transfer of power from 
generation to distribution is done. Actors 
are the carriers of electricity over long 
distances and may also store and generate 
electricity. 

6 Transmission 

Where transmission, customer, 
consumption metering, distributed 
generation and distributed storage 
interconnect. Actors are the distributors of 
electricity to and from customers. 

7 Distribution 
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unsteady distribution may influence efficiency [6]. Smart grid 
systems risk analysis and integrated Systems Security Threat 
Model (SSTM) that assist to better understand the 
weaknesses exploited by attackers [7]. 

B. Implementation and integration of distributed sources 
and generation 

Distributed energy resources (DER) are small 
supplies of power that can help encounter regular power 
demand. DER such as storage and renewable technologies 
expedite the transition to smart grids [8]. The coming in of 
renewable energy resources such as distributed generators 
can help mitigate the difficulties of diminishing fossil 
reserves and the increasing customer demand. Distributed 
generations that involve wind generators, photovoltaic 
generators, and battery storage systems could feature 
thermal generation and electric vehicles [9]. The 
combination of these resources, though, also denotes that 
remarkable amounts of data would require be controlling 
and processing.  

C. Demand response and demand-side sources 

The Federal Energy Regulatory Commission 
(FERC) expresses demand response as “alterations in electric 
use via demand-side sources from their normal expenditure 
patterns in response to alterations in the cost of electricity 
over time, or to incentive payments designed to induce lower 
electricity use at times of high wholesale market prices or 
when system reliability is jeopardized” [10]. Demand 
response offers customers the possibility to be engaged in 
grid operations as they can decrease or change their 
electricity usage through ultimate periods and profit via 
financial incentives. The growth of grid transformation 
technologies and techniques for demand response is one of 
the objectives of the US Department of Energy (DOE) [11]. 

 

 Fig. 2. Demand response in smart grid [12] 

D. Employment of ‘‘smart’’ technologies as metering and 
distribution automation 

Metering in smart grids supports two-way 
transmission between the meters and the utility. The meters 

guarantee further accurate bills and place customers in 
control of their energy usage. Smart meters include sensors, 
power outage notification, and power quality monitoring. 
Distribution automation is permanently linked with smart 
meters. Through advanced metering infrastructure (AMI), 
utilities can gather customer data more rapidly and offer a 
system-wide communications network to benefit service 
points and connect devices throughout the grid. The AMI and 
distribution automation unlocks the door for vast grid 
modernization yet transformer and feeder monitoring, outage 
management, integration of electric vehicles, and effectual 
fault isolation [13]. A unique technique to succeed 
distribution automation is within the employment of 
Substation Automation System (SAS) that outlines locally 
controlled actions to resolve congestion with minimal 
renewable energy resource limitations [14].  

E. Integration of ‘‘smart’’ appliances and customer devices 

Smart appliances and devices are parts of equipment 
that could connect with electrical grids, turn off throughout 
peak hours and change energy usage both intellectually and 
individually. In Britain's research, the demand response in 
households with a 20% perception of smart appliances can 
run up to 54% of the operating reserve necessities reliant on 
time of the day [15]. Smart appliances change household 
electricity demand. A wireless sensor domestic area network 
working on ZigBee protocol, utilized for transmitting 
messages between different units in a household energy 
management system established on appliances coordination, 
can offer improved resolutions for energy management 
problems [16].  

F. Innovative electricity storage and peak-shaving 
technologies 

Electricity storage and technologies that endeavor to 
adequately lower peaks is a crucial function of the smart grid. 
Energy storage is essential due to electricity generation from 
renewable energy oscillates. Storage devices keep the extra 
electricity when renewable energy generation is abundant 
thus the system is capable of utilizing this energy as demand 
enhances. Electric vehicles (EVs) can assist the electric grid 
as an individual energy resource. They can stay linked to the 
grid when they are parked, therefore distribute the energy 
from their batteries in a technology known as vehicle-to-grid 
(V2G) [17]. 

G. Timely information and control option 

Timely information throughout the electrical grid is 
obtained when grids become smarter. Generation, 
transmission, distribution, and customers must make 
informed choices at the highest suitable time. Time 
synchronization and intellectual end-point devices permit the 
gathering of the necessary information for more rapid 
recognition of illegal customers, branch overload detection, 
and power-quality verification [18]. However, intellectual 
control in smart grids is essential for the ideal planning of 
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energy sources to increase power transport for transient 
stability and for real power control. It enhances power 
generation through perfectly tracing the load demand 
fluctuations [19] and can be worked for dependent error 
detection and reconfiguration [20]. Reddy et al. [21] 
underline the various methods for smart grid significant 
characteristics, Integration, Control, Communication and 
Metering (ICCM). Supplying precise timestamping of 
network events, of key importance in any time 
synchronization protocol, is a major disturb low-cost and 
low-complexity timestamping techniques that sustain full 
compatibility with already existing communication standards 
for wireless nodes used in smart grids suggests a solution. 

H. Interoperability of appliances 

Interoperability of appliances and equipment linked 
to the electric grid, involving the infrastructure helping the 
grid. Grid parts should be adept to run together to allow the 
reliable transportation of electricity from generation to 
expenditure. Interoperability is essential in designing and 
employing grid architecture. The complexity and the amount 
and scale of systems and devices engaged in smart grids make 
interoperability essential. The smart grid Interoperability 
Panel (SGIP), introduced by NIST is aimed to synchronize 
standards development for smart grids and verify that the 
parts can flawlessly work and communicate with each other; 
all integrated domains of the power system, consumers, 
markets, service providers, operations, bulk generation, 
transmission and distribution work together to create a 
modern, and efficient grid [22].  

V. SMART GRID TECHNOLOGY AND 
APPLICATION 

Smart grid conceptions involve an inclusive sort of 
technologies and applications. We illustrate a few below that 
are presently in practice with the limitation that are at this 
early step in the improvement of smart grids [23]:  

A. Advanced metering infrastructure (AMI) 

(AMI) is a concept for two-way meter/utility 
transmission. Two essential elements of AMI have been 
employed. First, automatic meter reading (AMR) systems 
deliver an early step toward reducing the costs of information 
gathering via the use of real-time metering information. 
Second, meter data management (MDM) delivers a single 
point of integration for the complete range of meter 
information. It permits leveraging that information to 
automate business processes in real-time and sharing of the 
information with key business and operational applications to 
enhance efficiency and support decision making across the 
enterprise.  

B. Distribution management system (DMS) 

(DMS) software arithmetically models the electric 
distribution network and expects the effect of outages, 

transmission, generation, voltage/frequency variation, and 
more. It services decreasing capital investment via 
demonstrating how to improve utilization existing assets, 
through enabling peak shaving via demand response (DR), 
and through improving network reliability.  

C. Geographic information system (GIS) 

(GIS) technology is exclusively created for the 
utility industry to model, design, and manage their significant 
infrastructure. Through integrating utility data and 
geographical maps, GIS delivers a graphical vision of the 
infrastructure that supports cost reduction throughout 
simplified planning. 

 
VI. DATA SOURCES 

There are different data categories according to the kind 
of extorted values: (i) Operational data that is the electrical 
data of the grid which represent real and reactive power 
currents, demand response capacity, voltage. (ii) Non-
operational data is not associated to grid power but it 
indicates to master data, data on power quality and reliability. 
(iii) Meter usage data is an extra type of data related to power 
usage and demand values such as average, peak and time of 
the day. (iv) Event message data derives from smart grid 
device events like voltage loss/restoration and fault detection 
events. Lastly, (v) metadata, which is consumed to coordinate 
and interpret all the other types of data. All these data are 
gathered from numerous suppliers such as meters, sensors, 
devices and substations. 

 
Fig. 3. Some of Smart Grid applications [24]. 
 

VII. DATA INTEGRATION 

Latest data and communication technologies and 
advanced operation are depleted to enhance smart grid 
consistency, persistence, effectiveness and performance. The 
purpose of this is to have many technologies and methods to 
guarantee data integration: 
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A. Service Oriented Architecture (SOA)  

All operation systems link a great number of software, 
each one having its specific and particular approach to offer 
services to consumers. Therefore, the question is how to 
handle and sustain all these systems. As a result, SOA builds 
software connected together using a single methodology that 
makes data integration simple and flexible [25]. 

B. Enterprise Service Bus (ESB)  

Founded on a countless number of methods to manage 
communication between various types of systems such as 
GIS, ESB. ESB gives a lot of advantages to minimize cost 
and time in term of management, monitoring and divergence 
of integration [26]. In smart grids, ESB technologies are 
highly associated to SOA, making it more robust and flexible. 

C. Common Information Models (CIM)  

CIM is depleted for smart grid perseverance and for 
incorporated data construction and are crucial, particularly in 
the success or failure of data management. CIM denotes to 
UML models for the electric power manufacturing. It 
performs an obviously significant role in energy management 
systems in terms of data integration, time and cost. CIM help 
to switch data with technical grid structure. The CIM develop 
in power systems in order to assure the data interoperability, 
in the case of employing various applications. 

D. Messaging  

Stand for communication systems centered on 
exchanging messages. These messages involve data and other 
information from various applications managed by 
messaging server [26]. 

VIII. DATA  STORAGE 

Data storage in smart grids has a significant role, due to 
this it is based on gathering data from transmitted sources and 
delivering data to analytics tools in fast input/output 
operations per second (IOPS). Ultimately, there is a necessity 
for an advanced and accessible data storage procedure to 
encounter big data requirements. 

A. Distributed File System (DFS)  

A file system which permits several consumers on 
several machines to share documents and storage sources. It 
is built on client/server architecture as a storage device 
authorizing every consumer to receive a local manuscript of 
the stored data. There is a large amount of resolutions which 
use DFS such as: Google File System (GFS), Quant Cast File 
System (QCFS), Ceph (Linux-based distributed file system), 
Luster File System, Gluster File System. 

 
 

B. NoSQL databases 
  Novel database method to permeate the limitations 
of traditional relational SQL databases in the situation of 
enormous data. These types of databases stage three 
constructions: key-value resolutions such as Dynamo and 
Voldemort, column-oriented resolutions such as Cassandra 
and HBase and document database resolutions such as 
MongoDB and CouchDB. 

IX. DATA VISUILIZATION 

Data visualization has an unlimited role because it 
adjusts the evaluation of smart grids. Visualization 
techniques are constructed on multivariate high dimensional 
visualization that yields the ability to deploy 2D and 3D 
visualization. However, smart grids encounter huge variables 
which complicate data presentation, such as 3D Power-map. 

 
 

X. DATA TRANSMISSION 

Data transmission in big data affects all the previous 
stages. Accordingly, it must sustain high bandwidth capacity 
and speed, data security and privacy. Data transmission in 
smart grids is constructed on communication technologies as 
described in "communication systems," beginning with 
access network technologies involving PLC (Programmable 
Logic Controller), ZigBee and WIFI, followed by area 
network technologies using M2M, cellular networks and 
Ethernet; afterward core network technologies with internet 
protocol address (IP) and Multiprotocol Label Switching 
(MPLS). Lastly, backbone network technologies, that depend 
on fiber technologies, microwave link, IP-based Wavelength, 
Division Multiplexing (WDM) network and other optical 
technologies. 

XI. BIG DATA TOOLS FOR CUSTOMER DATA 
ANALYTICS 

Customers’ data is in the order of terabytes and in a 
diversity of structures which entails high velocity, scalability 
and fault tolerance in data processing, storage and 
visualization. Big data employment could be performed using 
many tools. Figure 4 shows many big data technologies 
which could be deployed to manage smart grid data. The 
diversity of consumer data sources (smart meters, devices, 
historical data) entails the use of integration tools to make 
data uniform. Messaging tools are the most proficient for raw 
data integration and therefore could be used for consumer 
data integration. Big data analytics can be done by deploying 
many processing modes: 
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Fig. 4. Big data tools depending on the targeted customer data analytics 

A. Batch processing tools  

Big data analytics propose a large number of approaches 
to process data beginning from batch processing. Hadoop 
[27] is a proper choice for batch analytics for smart grids. 
While smart grid systems are delivered geographically, 
delivered file systems are extremely valuable for it. Hadoop 
has Hbase as a database system, Hadoop Distributed File 
System (HDFS) as a storage system, and MapReduce as a 
processing engine. Hadoop cannot control advanced 
Information Technology (IT) systems in data velocity, 
scalability and machine learning algorithms. 

B. Real time processing tools  

Real time processing is rapid in terms of performance, 
more so than batch processing due to its ability of controlling 
data with high velocity obligations using stream processing 
or complex event processing systems. Real time processing 
could be employed using some resolutions such as S4, 
Spelunk, and Storm. Storm [28] is an open source that offers 
fault-tolerance, suggesting a great number of prospects as a 
real time processing system, incorporating message handling 
reliability, parallel computations and simple programming 
models. Storm can be deployed with Kafka for data 
integration and Hbase for data storage. 

C. Hybrid processing tools  

Hybrid processing is able to manage both batch and real 
time processing. Spark [29] is a framework used for batch 
processing, but it has also real time processing resolution with 
Spark streaming. Spark manages large-scale data processing 
incorporating useful tools such as Spark SQL, Spark 
Streaming, machine learning libraries and GraphX. All that 
yield Spark meet big data obligations in smart grid. Spark 
streaming deploys a real time complex event processing 
engine to manage velocity problems. Whendeploying Spark, 
data storage could be completed using HDFS or even Hbase. 
Apache Flink [30] is a different framework thatcan process 

data in both batch and stream modes. Flink is centered on 
huge APIs like transformation functions which make it 
accessible, effortless to employ, error tolerant and rapid in 
execution. Flink is useful in machine learning due to its 
ability to adopt its particular machine learning library called 
FlinkML. 
 

CONCLUSIONS 

Smart grids are now an utmost inclusive technology, 
which have been developing quickly through recent years due 
to their advantages. Smart grid systems gather enormous 
amount of datasets which in turn develop more smart 
capabilities for the grid. However, this creates challenges for 
utilities to handle the nature, the delivery and the real-time 
restraints of the gathered data. In this paper we have staged 
an overview of the prospects, concepts and challenges of data 
management in smart grids and briefly described the big data 
technologies and procedures which could be deployed to 
manage smart grid obligations involving processing, storage 
and visualization. We have also explained the phases, tools 
and technical obligations for deploying and implementing big 
data technologies for smart grids in order to have effectual 
and accessible data management. The resulting evolvement 
of smart grids relies on the availability of sensitive and 
reliable measurement data for monitoring and control of these 
grids. To create a system in the smart grid system, special 
components must be molded to observe the voltage, the 
frequency, the harmonics, the current limits stated in energy 
and the power cuts made in the form of monitoring. The exact 
future of smart grids could be challenging, however current 
inventions present a dynamic merging of sectors, mechanics 
and communities. 
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Abstract—This paper proposes an on-body humidity sensing
antenna with polyimide working in the 5G network. The chosen
operating frequency is 38 GHz which also lies in the mm-wave
band. This paper discusses two antennas. The first antenna is
designed using polyimide film and the other using polyimide film
as a superstate with Rogers RT 5880 as the main substrate. The
first antenna exhibits an intensive radiation absorption of 38.7
W/kg for every 10g of tissue, which is mitigated by the design of
the second antenna. Therefore, the second antenna is analyzed
for on-body humidity sensing. Due to polyimide’s high sensitivity
towards humidity, any change in humidity is detectable through
the changes in the dielectric constant of polyimide and changes
in the resonant frequency.

Index Terms—on body, microstrip antenna, humidity sensing
antenna, millimeter wave, 5G, wearable antenna, BAN

I. INTRODUCTION

Wireless communication has been around only for a few
decades, yet it has escalated in its field in remarkable ways.
Reuse of frequencies in an effective way, the introduction
of digital modulation, packet-based internet penetration, and
enormous enhancement in physical layer technologies as in
WCDMA, OFDMA, MIMO, HARQ, etc. comprehensively
assisted toward this escalation [1]. 5G technology is the latest
technology and the culmination of all the precedent wireless
communications technologies in terms of speed, latency,
bandwidth, and energy consumption [2]. In microwave
frequency, the spectrum has become more elusive, unlike the
millimeter-wave frequency [12]. In this paper, the operating
frequency is selected from the millimeter-wave band which
has a whole range of the unexploited spectrum (3 -300 GHz)
[3]. But for the 5G applications, only the spectrum of 20 –
90 GHz is feasible [4]. From the available spectrum, 38 GHz
was chosen as the center frequency which lies in the Ka-band

(27-40 GHz) as well [5]. Frequencies in this band promise to
have a high data rate and low latency system [6].

Body Area Network (BAN) is beginning to become a
lucrative field of interest for researchers and the quantity of
researches is being carried out in this field is comprehensive.
They are beginning to become crucial in a broad scale
of applications from healthcare to entertainment [7].
BAN is defined as the prominent wireless sensor network
(WSN) which is planted on the human body, endorsing
the physiological sensors possessing intelligent processing
and wireless communication functionality having one
motive of observing parameters such as body temperatures,
skin surface humidity, respiratory rate, and blood pressure [8].

5G possesses no scarcity and provides true wireless
communication to society. Apart from that, this technology
will come at much low cost and will ensure high peak
expectations comparing to its precedent technologies.
5G is alleged to bring the perfect wireless world or called
“WWWW: World Wide Wireless Web” [11]. The combination
of 5G antenna working in the Ka-band with BAN will bring
enrichment to the motive of this paper.

In this paper the primary dielectric material is polyimide.
Polyimide is a kind of heteroaromatic polymer [9]. For
its wide range of applications, it provides the scope of
exploitation to the researchers. It has high-temperature
tolerance and a broad variety of applications as mechanical
parts, electronic parts, electrical insulation, pressure-sensitive
tape, fiber optics cable, insulation blankets, insulation tubing,
automotive diaphragms sensors, and manifolds [10]. Along
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with all these applications it is also used in humidity sensing,
some of the works are discussed in the next section.

The remaining of the paper is arranged as follows. Section
II is discussed with some related work in humidity sensing
with and without polyimide. In section III the design model
of the two antennas is briefed, one with polyimide as the
main substrate and the other with polyimide as a superstate. In
section IV the simulations and results are discussed for both
of the antennas and then compared with each other. Finally in
section V brings the discussions about some of the flaws of
the antennas and the intended future work for this research.

II. PREVIOUS WORKS

Polyimide has been around for a while and the research
interest on polyimide as a humidity sensor also primitive. In
[13], a humidity sensor’s design is studied which is based
on the change of relative permittivity of polyimide. They
used the thin film of polyimide which was claimed to be
the key component of the sensor. The work mentioned the
construction of a capacitive structure in which the average
dielectric constant changed through the diffusion of water
through polyimide.

Polyimide is also found as a layer on top of the patch
of the antenna for a different purpose and humidity sensing
is also not an exception. For example, in [15] polyimide is
used as a superstate for humidity sensing. They constructed
a capacitive sensor with a split ring resonator (SRR). Later
the resonator is coated on the top with polyimide film for
humidity sensing. The use of polyimide as a superstate
can bring escalating enhancement to an antenna, like better
performance, realized gain, directivity, return loss, even it can
be used as a frequency changer that can fill the motive of a
definite purpose [14].

There are also works for humidity sensing based on RFID
tags. In [16], they presented a prototype of an RFID humidity
sensor based on a passive RFID tag. The sensing is done
through the far-field backscattering coupling which uses
electromagnetic backscattering for communication. They
painted the surface of the RFID tag with polyimide which is
a humidity sensing material itself. Besides in [17], there is
another passive RFID system that is inkjet printed, designed
to sense humidity. It is a passive UHF RFID system. This
paper also exploits the change in frequency concerning the
dielectric constant for better observations.

Humidity sensing for on body, wearable and, BAN devices
is very elusive. But if the fabric antenna for humidity sensing
is considered, there are some works. For example, in [18]
they used inkjet technology for printing humidity sensors on
textiles. The main application they were looking for was in
smart wearable electronics, as in smart shirts or socks. In
[19] they developed a wearable antenna for BAN applications
which will sense humidity. They also worked in 5G, millimeter

wave spectrum and, used cotton fabric as the main substrate of
their antenna. They made it conspicuous that, humidity has a
comprehensive impact on frequency and frequency could be an
ideal parameter for the observation of the change in humidity.

III. ANTENNA DESIGN

The key motive of our paper is to design an antenna for
on-body devices, hence it will be wearable and will sense
humidity. It is quite vivid that, polyimide is a very promising
candidate. In this paper, we designed two microstrip patch
antenna, one using polyimide film as the main substrate and
the other where polyimide film is in superstate as in [14], [15]
with Rogers RT 5880 as the main substrate. For both of the
antenna, the chosen center frequency is 38 GHz. Apart from
the mm-wave band this frequency also lies to Ka-band [5].
Besides this specific center frequency gives more throughput
performances and higher bandwidth compared to its other
frequencies in its band [2].

For simulation and designing, Computer Simulation Studio
(CST) was used. For the first antenna as shown in Figure 1,
polyimide film, Kapton was used (εr = 3.5, tanδ = 0.0027, h
= 0.25 mm) as the substrate [10]. For the second antenna as
shown in Figure 2, Rogers RT 5880 is used (εr = 2.2, tanδ =
0.0009, h = 0.254 mm) as the substrate. As a superstate, 100
µm of polyimide film was used on top of the patch of the
antenna. For conductive parts (antenna patch, ground plane
and transmission line), copper (σ = 5.8E + 007S/m) was
used, which is about 35 µm thick.

The width (W) and length (L) of the patch of an antenna
plays a crucial part in the design. They are determined as

Fig. 1: The geometry of the proposed antenna with polyimide
as a substrate
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Fig. 2: The geometry of the proposed antenna with polyimide
as a superstate

following equations 1 to 4 [20].

W =
c

2fr

√
2

εr + 1
(1)

where c is the speed of light in free space and fr is desired
resonant frequency at which the antenna operates.

L =
c

2fr
√
εreff

− 2∆L (2)

where εreff is the effective dielectric constant of the substrate
and ∆L is extended length due to fringing effect.

εreff =
εr + 1

2
+
εr − 1

2
[1 +

12h

W
]−

1
2 (3)

∆L = 0.412h
(εreff + 0.3)(w

h + 0.264)

(εreff − 0.258)(w
h + 0.8)

(4)

where h is substrate thickness.

In order to match the 50-Ω characteristic impedance of
coaxial cable [21], with the trace width of the antenna (Wf )
following equation is followed.

Zo =
120π
√
εreff

1

[
Wf

h + 1.393 + 0.677× ln(
Wf

h + 1.444)]
(5)

where Zo = 50-Ω characterized feed line impedance.

IV. SIMULATION AND RESULT ANALYSIS

A. Polyimide as Substrate

The first antenna as shown in Figure 1, was designed only
with a polyimide film. Since polyimide is very sensitive
to humidity, small changes in humidity could be observed
through the small changes of the dielectric constant of the
polyimide [13], [15].

Fig. 3: Reflection coefficient
(S11) of the antenna with
polyimide as a substrate

Fig. 4: Reflection coefficient
(S11) of the antenna with
polyimide as a superstate

Fig. 5: VSWR of the antenna
with polyimide as a substrate

Fig. 6: VSWR of the antenna
with polyimide as a superstate

Fig. 7: Far-field directivity of the antenna with polyimide as
a substrate

The results of the antenna as shown in Figure 3, exhibits
that, in free space, it has a reflection coefficient of -31.25 dB,
which is way below the rule of thumb of -10 dB with the reso-
nant frequency of 37.965 GHz. The bandwidth of the antenna
is 1.394 GHz with a lower and higher frequency of 37.286
GHz and 38.68 GHz respectively. The fractional bandwidth
is 3.67%, therefore a deviation from center frequency within
this range will be functional for the antenna. On phantom, the
resonant frequency reduced to 37.625 GHz with a reflection
coefficient of -21.37 dB, which still lies within the bandwidth
of the antenna. Now from Figure 5, it can be seen that the
voltage standing wave ratio (VSWR) of the antenna is 1.056
in free space, while on the body the VSWR raised to 1.187.
The values of VSWR, both fall in the range of 1-2, implying
proper impedance matching. Observation from Figure 7 shows
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Fig. 8: Far-field directivity of the antenna with polyimide as
a superstate

Fig. 9: Radiation pattern of the antenna with polyimide as a
substrate

that the antenna results in the directivity of 8.02 dBi with
a radiation efficiency of -1.293 dB in free space which is
approximately 74.25%. On-body, the directivity of the antenna
is 8.63 dBi. Figure 9 shows the radiation pattern of the antenna
at phi = 90 and phi= 0.

B. Polyimide as Superstate

The second antenna as shown in Figure 2, was designed
with polyimide as a superstate. In this design, the polyimide
film was intended to use as a top layer on the patch of the
antenna. As the main substrate, Rogers RT 5880 was used, as
it has a good plausibility of having better efficiency, reflection
coefficient, and a better Specific Absorption Rate [22].

The results as shown in Figure 4 exhibit that, in free space,
the antenna has a very fitting reflection coefficient of -61.82
dB with a resonant frequency of 38 GHz. The bandwidth of
the antenna is 1.389 GHz with a lower and higher frequency
of 37.309 GHz and 38.698 GHz respectively. The fractional
bandwidth is 3.65 %, hence a deviation within this range
is feasible for antenna functionality. On-body phantom, the
resonant frequency reduced to 37.45 GHz with a reflection
coefficient of -35.88 dB, which still lies within the bandwidth
of the antenna. Now from Figure 6, it can be seen that the
VSWR of the antenna is 1.001 in free space, while on-body
the VSWR raised to 1.033. From Figure 8, the antenna results

Fig. 10: Radiation pattern of the antenna with polyimide as a
superstate

Fig. 11: Model of the body phantom in CST

in the directivity of 8.46 dBi with a radiation efficiency of
-0.9634 dB in free space which is approximately 80.11%. On-
body the directivity of the antenna is 8.24 dBi. Figure 10
shows the radiation pattern of the antenna at phi = 90 and
phi= 0.

C. Specific Absorption Rate (SAR) Analysis

Specific Absorption Rate is a measure of the rate at
which an object especially human tissue absorbs energy
when exposed to the electromagnetic field [26].To protect
the human body from the harmful radiation, the International
Commission on Non-Ionizing Radiation Protection (ICNIRP)
demarcated the safety limit for SAR. According to ICNIRP
for every 10g of human tissue, the SAR shouldn’t surpass 2.0
W/Kg [24]. Besides the Federal Communications Commission
(FCC) made the safety protocol more subtle by appointing
the limit for SAR 1.6 W/Kg for every 1g of human tissue
[25]. The antenna which works for BAN applications or
very close to the human body, they need to satisfy the SAR
analysis. The proposed antennas in this paper are intended
to work from on top of the human body. Hence it is also
important for them to perform well while they are in close
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contact with the human body.

The human body is lossy and hence always the results
on the human body deviate from the results taken in free
space. We have already seen such deviations for both of the
antennas above. The dielectric properties as shown in Table I,
were followed for creating the body phantom in CST (see
Figure 11) and to execute the simulations especially to test
the SAR.

The first antenna where polyimide film was used as the main
substrate (see Figure 1), showing an elevated value of SAR.
As shown in Figure 12, for every 10g of tissue it absorbed
a SAR of 1.53 W/Kg and 38.7 W/Kg for every 1g of tissue.
The second antenna where the polyimide film was used as a
superstate (see Figure 2), showed a rather less absorption of
SAR. As in Figure 13, for every 10g of tissue, it absorbed a
SAR of 0.41 W/Kg and 1.59 W/Kg for every 1g of tissue.

TABLE I: Dielectric Properties of Human Tissues at 38 GHz
[23]

Dielectric
constant

εr

Loss
tangent

tanδ

Conductivity
σ(S/m)

Dry skin 12.297 1.1941 31.043
Fat 3.4444 0.29331 2.1358

Muscle 19.056 1.0382 41.823
Bone

cortical 4.5241 0.61275 5.8603

Fig. 12: SAR values for the proposed antenna with polyimide
as a substrate

Fig. 13: SAR values for the proposed antenna with polyimide
as a superstate

Fig. 14: Change of operating frequency concerning the relative
permittivity of polyimide film for humidity sensing

TABLE II: Summary for the Change in Resonant Frequency
for Humidity Sensing

Dielectric
constant

εr

Operating
frequency

(GHz)

Reflection
coefficient

(dB)

Relative
humidity

(%)
3.0 38.045 -52.34 0
3.3 38.015 -54.29 30
3.5 38 -61.82 50
3.7 37.985 -62.69 80
3.8 37.975 -64.22 100

D. Humidity Sensing

The SAR analysis of the first antenna showed a high
elevation on radiation absorption which is not acceptable for
antenna working nearby of the human body. Although it had
been resuscitated by eliminating polyimide film as substrate
and replacing it with Rogers RT 5880 which exhibits better
SAR [22]. Hence the design of the second antenna tested
further for the observation of humidity sensing. Now for
humidity sensing based on the change in the demeanor of the
dielectric material, the relative permittivity of the polyimide
film had been observed based on the datasheet of polyimide
film Kapton [27]. From Figure 14, the overall effect of
humidity on the operating frequency of the antenna can be
seen in a brief range. For a subtle observation the data of
Figure 14 was extracted in Table II.

Now if the values of Table II are considered, it is quite
vivid that the relation of the humidity and frequency is not
linear as operating frequency decreased with the rise in relative
humidity. As the dielectric constant of polyimide increases
with relative humidity [27]. For each in-between steps, the fre-
quency shift was around 10-30 MHz. The relative permittivity
of polyimide film, εr = 3.5 is the base value for this design as
the antenna was designed at that value. In the beginning, the
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operating frequency of the antenna followed a pattern. For the
first upward and downward step when εr = 3.7 and εr = 3.3
respectively, the resonant frequency had a consistent change of
15 MHz. But when relative humidity moves to 0% and 100%,
the change in the resonant frequency become inconsistent, with
an increment of 45 MHz and decrement of 25 MHz in resonant
frequency respectively. The values of the reflection coefficient
justify that, the antenna will work in all of the mentioned
values of relative humidity as shown in Table II.

V. CONCLUSION

The main goal of this paper is to design an antenna that will
sense humidity over the 5G network while remaining close to
the human body. We presented two antennas both designed
in CST working at 38 GHz which lies in the mm-wave band.
The first antenna is designed using only polyimide film as a
substrate. It exhibited quite good results with good bandwidth,
gain, and return loss. But it had a high radiation absorption
rate for both 10g and 1g of tissue. Which later recuperated
by replacing the main substrate with Rogers RT 5880 and
using polyimide film only in a superstate. The second antenna
brought quite promising results in terms of bandwidth, gain,
return loss, and SAR. Hence this antenna later analyzed for
humidity sensing where it also brings comprehensive results.
The change in resonant frequency concerning the change
of the relative permittivity of polyimide film was also quite
conspicuous. This antenna will be able to sense humidity
as any change in humidity will be easily observed through
the change of the relative permittivity of polyimide film and
change of resonant frequency which will be in the megahertz
range.

In the future, we would like to suggest more antenna work
based entirely on polyimide. Polyimide is a very sensitive
material. There could be a lot of plausibility for polyimide
if the radiation problem is eliminated. Moreover, there could
be work on our current antenna in a different band of mm-
wave like 73 GHz. Besides we would like to suggest more
improvement on our current polyimide superstate antenna by
reducing the gap between on body and free space operating
frequency difference, which will make the antenna more
accurate on its performances. Besides, we also would like to
suggest the design of novel microstrip antennas for multiple
sensing.
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Abstract—With the rapid increase of mobile devices handover 
management in Wireless Local Area Networks (WLANs) is a 
concern for user mobility. Traditional handover management 
methods used for user mobility management are decentralized and 
do not cater to the delay encountered by the number of Ethernet 
switches between the Access Points (APs) in the WLAN networks. 
Software Defined Networking (SDN) technology could fulfill the 
need of effective centralized handover management and load 
balancing requirements in the WLAN networks. In this paper, we 
have analyzed the need for SDN to restructure the current WLAN 
network architecture. Firstly, we analyzed the existing model and 
proposed an SDN based model for handover management with 
improved performance; capable of having multiple switches 
between the APs during user mobility management. Secondly, we 
have made an experimental testbed in which multiple switches are 
placed between the APs connecting the mobile stations. 
Furthermore, these mobile stations are performing handover 
during their mobility between the coverage area of the APs on 
traditional and SDN based WLAN networks. Lastly, the results 
show the analysis of data rate and delay measured on traditional 
and SDN based WLAN networks.  

Keywords— SDN, OpenFlow, SDN Controller, OpenFlow 
Switch, Performance Analysis, WLAN, and Wi-Fi Access Point. 

I. INTRODUCTION 

WLANs are almost everywhere ranging from homes to 
enterprise networks and are the need of everyday use. 
Computers, laptops, tablets, smartphones, smartwatches and 
home appliances all most every device now support Wi-Fi 
interface. WLAN architecture is under strain by the use of 
current Internet applications. Internet applications are resource 
extensive concerning bandwidth requirement, device 
configuration, route selection, and troubleshooting. Current 
WLANs do not meet the user’s need as per application 
requirements; therefore, there is a need for improvements and 
WLAN architecture should be redefined to meet the demand of 
the resource-hungry Internet applications [1].  

SDN technology is a positive shift towards the separation of 
the control plane from the data plane of the networking devices. 
This separation of the control plane from the data plane leads 
towards the centralized policy management of the SDN based 
networks. SDN based architecture is capable of managing the 
WLAN network more efficiently for the need of Internet 
applications and policy management which will be 
implemented through the SDN controller using Application 
Programming Interface (APIs). Mobility management in 
WLAN networks requires centralized management of the APs, 
Ethernet switches connecting the APs and the mobile stations 
(MS) which are in the state of mobility. In current WLAN 

devices handovers are dependent on the mobile station 
monitoring and triggering the handover based on the signal 
strength which is measured in terms of RSSI value. This could 
not guarantee that the target AP will not be overloaded that 
might degrade the performance of the communication. The 
delay in performing the handover is another issue that could 
also affect the performance of the application running on the 
mobile device while mobility on using WLAN. So, there is a 
gap to address these issues and devise some algorithm which 
could monitor the load on the target AP toward which the 
mobile device is moving and reduce the delay in handover 
accordingly so that the performance of the network will be 
optimized.   

In [8] presented model, APs are directly connected with 
each other without switches involvement. This approach does 
not seem realistic as the data rate and delay are affected by the 
presence of the switches between the APs. Existing model does 
not cater switching delays in its calculation. In this paper, we 
have proposed an SDN based architecture in which APs are 
connected using multiple switches between them which are 
used to provide connectivity of the mobile devices to the 
WLAN during their mobility. Proposed testbed is developed in 
Mininet-Wi-Fi which is capable of providing the connectivity 
of the APs using “n” number of switches and can calculate the 
delay during the handover of the mobile devices. Based on this 
model we have connected two APs using 3 switches and 
measured the data rate and delay on the traditional and SDN 
based WLAN networks using Iperf and Ping traffic 
respectively.   

The remainder of the paper is organized as follows, Section 
II, addresses the literature review. In Section III we describe the 
proposed SDN based handover delay estimation model along 
with the components used in the architecture. Section IV shows 
the experimentation setup and implementation of the proposed 
system. In Section V, results are analyzed and discussed. 
Section VI concludes the paper with the future work. 

II. LITERATURE REVIEW 

According to CISCO visual networking index the public 
Wi-Fi hotspots will grow from 64.2 million in 2015 to 432.5 
million by 2020, this figure is sevenfold from 2015 to 2020. In 
the near future 97% traffic on the Wi-Fi networks will be due 
to smart devices. Better mobility management will be the need 
for mobile devices that could lead research in wireless and 
mobile communication. This rapid growth in the smart devices 
and increased Wi-Fi traffic has encouraged the researchers in 
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academia to dig into the mobility management standards and 
come up with better solutions that could handle increasing 
demand for smart devices mobility management with better 
features [2]. 

There are several challenges in current WLAN mobility 
management standards. Some of them are mentioned here; the 
association of a MS with an overloaded AP could affect the 
performance of the MS and could lead to connection lost and 
throughput degradation. In conventional IEEE 802.11 schemes 
for wireless APs is the only selection of the MS for the 
connection establishment with the AP without considering the 
rest of the parameters for example seamless mobility among 
adjacent APs and the load on the APs to be selected as target 
for MS connection establishment [3]. 

Many researchers are working on the performance 
enhancement of WLAN by focusing on the improvement in 
load balancing, association control, signal strength, transmit 
power and handover. Current enterprise WLAN solutions have 
centralized control of WLAN infrastructure but these are 
vendor based proprietary solutions that cannot opt with the 
changing network requirements. To cope with the changing 
network conditions, applications and user requirements, its 
necessary that the WLAN management solutions should be 
programmable, vendor independent and flexible from a 
hardware point of view under heavy load conditions and can 
support seamless handover between WLAN and cellular 
networks [4].  

The delay in the handover is tolerable for browsing or email 
checking but for real-time applications like video streaming or 
VOIP sessions it affects the performance. The two reasons for 
this delay are (i) the client station decides to take handover 
based on the threshold of either the signal strength which is very 
low or some frames which are dropped and these threshold 
values vary based on different vendor’s devices which causes 
variable delays in the detection phase (ii) in the discovery phase 
when the client station searches for the AP to handover, it scans 
all the channels of the AP to connect to, will take considerable 
time as this delay is dependent on the load on AP which is again 
a vendor-specific and managed issue and needs update patches 
from the vendor. These issues are the main hindrances in the 
standardization and do not provide flexibility towards 
innovations [5]. 

For video streaming applications an SDN based handover in 
WLAN is proposed in [6], which uses an optimized scanning 
procedure to detect the target APs and schedule a handover 
using OpenFlow protocol to route the traffic from the wired 
network to the appropriate AP. In [7], it proposes a Centralized 
and Programmable Wireless Wide Area Network (CAPWAN) 
protocol to provide seamless handover between WLAN and 
cellular network. In this solution virtual AP (VAP) is created in 
the physical AP to abstract the association between the physical 
AP and the UE. Physical AP is called Soft Access Point (SAP) 
in which CAPWAN is implemented. VAP holds all the 
information required for the seamless handover like BSSID, 
MAC address, UE IP address. The UE architecture is modified 
in which an agent and an OpenVSwitch (OVS) are created. 
OVS is having a virtual interface which provides the switching 
using the bridge between the WLAN and Long-Term Evolution 

(LTE) physical interfaces. LTE eNodeB has been implemented 
using the Open-Air Interface open source project. 

In [8], it proposed a seamless SDN based WLAN handover 
architecture which reduces the (i) handover delay, (ii) balances 
the load on the network by monitoring the loads on the APs and 
(iii) improves the QoS and resource utilization. The load 
balancing algorithm selects AP based on 3 factors. The most 
appropriate AP will be with the strongest signal, a smaller 
number of connected User Equipment (UE), and have low 
throughput. In this architecture, propagation delay is reduced by 
using a pre-transit flow table strategy. In which the flow table 
of the destination AP is updated by the controller during the 
handover process to avoid the delay encountered in the Packet-
In event by the target AP. But this solution connects the APs 
directly without having any switch in between the APs. We 
have enhanced the model presented in [8] by introducing the 
“n” number of switches in between the APs. According to [8], 
to reduce or minimize the transmission delay and packet loss 
during the handover process in vehicular networks, caching 
technique at base stations is used. In this approach, the SDN-
based handover scheme built on a two-level SDN controller 
architecture which allows the improvement of the network 
performance.   

Inter-slice handover management based on SDN enhances 
the user’s requirements of vehicular communication 
applications. They are such as latency, the handover call 
dropping probability, etc. obtained through the inter-slice 
handover management procedure and architecture given in [10]. 
In this architecture, the low complexity heuristic algorithm is 
considered. 

A Software-Defined Wireless Networking (SDWN) 
architecture for IEEE 802.11 networks enhances the 
performance of the handover in many use cases [11]. The  
algorithm written for the handover decision process of 
managing signals allows us to measure the signal-noise ratio 
between the MS and APs. According to [12], the device-to-
device (D2D) handover scheme proved that it can enhance the 
handover performances compared to the existing scheme. In the 
SDN-based LTE-A/5G architecture, D2D handover decision 
method and management maintain the side link stability. A 
handover algorithm based on D2D was introduced for 
measuring the handover performance such as data transmission 
delay.  

Paper [13] proposed the 2 types of handover procedures 
which are global and local for managing LTE and Wi-Fi 
networks. Although the design of the multi-controller was 
focused on this handover procedure, the authors used inter 
handover which is between LTE and Wi-Fi in the local 
controller area. Here, SDN is not depending on the global 
controller. According to [14], SDN technology enhanced 3G 
services and facilities for improving users’ requirements. 
Currently, cellular networks face various limitations. They are 
such as limited scalability, complex network management, 
manual network configuration, etc. In the future, 5G based 
challenges of handover depend on some limitations. They are 
such as complex and expensive network devices, high cost of 
emerging technology, the inflexibility of users’ requirements, 
network virtualization, etc.  
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Fig. 1.  Block Diagram of Proposed Architecture 

III. PROPOSED SDN BASED HANDOVER DELAY 

ESTIMATION MODEL 

To analyze and manage the handover in WLANs an SDN 
based architecture is proposed in this paper to enhance the 
performance of the network while performing the handover by 
estimating the handover delay and managing the load on the 
WLAN APs. In traditional WLANs, the handover is assisted 
and managed by the MS whereas in the proposed SDN based 
WLAN model the handover is performed by the controller 
which manages and estimates the handover delay in the network 
while placing multiple switches between the APs. As in some 
scenarios, it is possible that the APs are not  
directly connected rather have multiple switches between them 
to provide the connectivity in multi-stories buildings. Pre transit 
flow table entry transfer strategy from the controller to 
respective APs and switches between the APs reduces the delay 
in the handover of the MSs between the APs in the WLAN. 

The proposed system consists of multiple layers, including 
the Application/Management layer that runs the application 
which instructs the controller to manage the network. The 
control layer has an OpenFlow based SDN controller which 
dictates the flow entries to the OpenFlow based switches/APs. 
The controller is also responsible to get the feedback from the 
network devices to further take appropriate actions based on the 
updates received from the network devices. Infrastructure layer 
has the data/forwarding plan devices including OpenFlow 
based switches/APs which receives flow entries from their 
respective controllers upon inquiring the missing flow 
information in their flow tables. The descriptions of the 
components used in the proposed system are given below: 

A. SDN Controller: 

SDN controller is responsible to gather the information from 
the network devices and based on this information, manages the 
network devices to enhance the performance of the network. 

B. OpenFlow based AP: 

Two APs are used with which two mobile stations are 
connected. These OpenFlow based APs which are having the 

OpenFlow tables and are controlled by the Ryu Controller. 

C. Mobile Station: 

Two MS which are connected to two APs while they are 
static and later, move and perform a handover. 

The delay has a significant impact on the performance of 
the handover. The block diagram in Fig. 1 shows the delays 
which will be encountered during the handover process. RSSI, 
QoS and handover failure rate (Hr) can be calculated using 
equations 1 to 3 respectively. 

Handover is the process of transferring an outgoing call 
between the evolved nodes (APs) without handover failure. 
RSSI between UE and the AP is calculated by 																															RSSI	 = 	Tx	– p ∗ log(D) + 	X																					(1) 

where, Tx is the transmit power, p is the path loss, D is the 
distance between the UE and AP and X is the attenuation in dB. 

Quality of service depends on the RSSI at the exact location 
(RSx) of UE, the threshold of the RSSI (RSt), velocity (v), and 
n is the signal monitoring index. Quality of service will be 
affected when velocity and its index (Vn) of UE is high and 
calculated by 

																																			Vn	 = 	v ∗ ൬RSxRSt൰ଵ୬ 																																					 (2)	
Dwell time (T) is the time spent by the UE in the same state. 

When T > handover time, handover failure will occur. Further 
0 < T < 2r/v, where r is the radius of cell and L is the wired link 
delay. Using all these calculations and parameters, we can 
minimize the handover failure rates Hr, which is calculated by 																																				ݎܪ	 = ܫܴܵܵ ∗ ݔܶ ∗ ݎܮ ∗ ܶ 																																(3) 

In [8] the delay of the wireless link is ௪ܶ =  and the delay , ࡰ

of the wired link is  ܶ௪ =  When the flow entries in the AP . ࢂࡸ

match, the delay ୷ܶ is calculated by 
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																																							 ௬ܶ 			= ܥܦ2 + ܮܸ 																																								(4) 
In the case of the flow table does not match the delay ܶ		is 

calculated by 																																							 ௭ܶ = ܥܦ2 + ܮ5ܸ 																																									 (5) 
The model presented in the [8] does not cater to the scenario 

of multiple switches between the APs in the network. In our 
proposed model we are presenting the solution to calculate the 
delay Td in the network having multiple switches between the 
APs. The proposed model is presented below. 																									 ௗܶ = 2DC + ሾ(݊ + 1) + (4 + 2݊)݉ሿܸܮ 												 (6) 

where n is the number of switches, m is a variable used to 
check the flow entries in the flow tables are matched or not. The 
value of ‘m’ will be ‘0’ if flow entry is matched and it will be 
‘1’ if it does not match. Moreover ‘D’ is the wireless link delays 
of UE1 and UE2, ‘C’ is the data rate of wireless links, ‘L’ is the 
wired links delay and ‘V’ is the data rate on wired links. 
Assume that the corresponding delays on each link are 
considered d1, d2, … , dn as shown in Figure 1. d1 & d6 are the 
delays of the wireless links whereas others are wired link 
delays.  

IV. EXPERIMENT SETUP AND IMPLEMENTATION OF THE 

PROPOSED SYSTEM  

We have used Mininet-wifi emulator for analyzing the 
performance of the handover of MS among traditional and SDN 
based WLAN networks as shown in Figures 2 and 3. Positions 
of MSs (sta1 and sta2) are shown before and after the mobility 
in Figures 4 and 5. Mobility parameters are kept the same while 
performing the experiments A and B for measuring the data rate 
and the delay between sta1 and sta2. The simulation parameters 
are given in table 1. These parameter values are kept the same 
in experiments A and B for performing handovers on traditional 
and SDN based networks. 

TABLE I. SIMULATION PARAMETERS 
 

Parameters Values 

Propagation model LogDistance

Transmission power (dBm) 20

Cell radius (m) 23

Distance between APs (m) 40

Speed of sta1 (m/s) 1.2

Speed of sta2 (m/s) 0.6

Number of switches between APs (n) 3

Experiment A: 

In experiment A, the traditional network is setup and two 
MSs (sta1 and sta2) are connected to AP1 and AP2 respectively 
as shown in Figure 2. This experiment is conducted without the 
switches between the APs and later repeated based on our 
enhanced proposed model, in which the multiple numbers of 

switches (n = 3) are used between the APs to connect them. In 
this experiment only the switching delay and wireless 
propagation delay will be calculated. Three Ethernet switches 
are providing the connectivity between the AP1 and AP2 which 
are not shown on these diagrams. APs are kept in the standalone 
mode to be used without SDN controller in the traditional 
network topology. Both MSs are in the state of mobility towards 
the other AP. Sta1 performed the handover from AP1 to AP2 
which is assisted by the station itself based on the RSSI values 
from AP1 and AP2 as shown in Figure 5. Iperf is used to 
generate the traffic between sta1 on which Iperf server is 
running and sta2 on which Iperf client is running. The data rate 
of the generated traffic is measured between sta1 and sta2. This 
experiment is repeated with the Ping traffic sent and received 
between sta1 and sta2 to measure the delay.  

Experiment B: 

In experiment B, the SDN controller is added to experiment 
A topology as shown in Figure 3. In this experiment the APs 
are managed by the SDN controller and flow entries are 
communicated to the APs by the controller. The handover 
between the APs is being dictated by the controller. Iperf and 
Ping traffic are generated between the sta1 and sta2 to measure 
the data rate and delay between the stations. The handover of 
sta1 from AP1 to AP2 is assisted by the controller.  

When the first packet from sta1 arrives at AP1, AP1 misses 
its flow table entry as AP1 flow table is not having flow entry 
to forward this packet to sta2. So, AP1 sends this packet to SDN 
controller in response controller sends the flow entry to the 
AP1, based on this entry the packet is forwarded and goes 
through the three switches between AP1 and AP2 and reaches 
to AP2. Each switch will switch the packet to the controller if 
it misses its flow table to get the flow entry from the controller. 
Finally, AP2 receives the packet and also misses its flow table 
as it is also not having the information to forward this packet to 
sta2, so AP2 sends this packet to the controller, which in 
response sends the flow entry to AP2. Based on this flow entry, 
AP2 forwards this packet to sta2. In this experiment the sum of 
the delay will include the propagation delays of the APs and the 
switches to communicate with the controller in addition to the 
switching and wireless propagation delays. The analysis of the 
results is discussed in section V.  

Sta1 Sta2
AP1 AP2

 
Fig. 2.  Traditional Network Topology 

Sta1 Sta2
AP1 AP2

Controller

 

Fig. 3.  SDN based Network Topology 
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Fig. 4.  Stations (sta1 & sta2) before mobility 

 
Fig. 5.  Stations (sta1 & sta2) after mobility and handover 

V. EXPERIMENT RESULTS ANALYSIS 

Data collected during experiments A and B in section IV for 
traditional and SDN based WLANs is analyzed and shown 
below in the graphs. Figure 6 shows the graph for data rate in 
megabits per second vs time, recorded on traditional and SDN 
based WLANs and in Figure 7 the graph shows the delay in 
milliseconds vs Ping packets recorded during the experiments 
A and B on traditional and SDN based WLANs when the APs 
are directly connected without having any switches between 
them. Later based on our proposed model, we repeated the 
experiments A and B by adding 3 switches between AP1 and 
AP2 and collected the data. The recorded data is represented on 
graphs in Figures 8 and 9 showing the data rate and delay 
recorded using Iperf and Ping traffic.  

For clear visibility of the data plotted on the graphs, the 
logarithmic function is applied to the recorded data. The 
function used for logarithmic transformation is defined below 
in equation 7. The value of “α” is selected for the clear 
prominence of the data shown on these graphs. 																																							݂(ݔ) = α ∗ 	  (7)																															ݔ	ଵ݈݃

where “α” is a multiplicative constant and its value is 0.5 for 
a graph showing data rate measured in Figures 6 and 8 using 
Iperf traffic. Figures 7 and 9 show the graphs for measuring the 
delay using Ping traffic in which the value of “α” is 2. 

The data rate of SDN based WLAN is relatively higher than 

the traditional network as shown in Figure 6 graph. The spikes 
in the graph show the variation in the values of RSSI which 
changes due to the mobility of both the MSs (sta1 and sta2).  

The propagation model used in these experiments is 
“LogDistance” which is a built-in propagation model in 
Mininet-wifi. The fluctuation in the data rate is reasonably 
minor and depends on the interference in the WLAN during 
wireless communication. 

 
Fig. 6.  Data rate vs Time without switches between APs 

 
Fig. 7. Delay vs Ping packets without switches between APs  

 
Fig. 8.  Data rate vs Time with 3 switches between APs 
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Fig. 9. Delay vs Ping packets with 3 switches between APs 

The inherent delay of SDN based WLAN is relatively 
higher in the beginning as initially flow entries are missed in 
the flow tables of the APs and the switches between the APs. 
The initial delay in the SDN based WLAN having switches 
between the APs is 2.5 ms which is higher than the delay 2.0 
ms of the SDN based WLAN without switches between the 
APs. This clearly indicates that the switching delay 
incorporates into the overall delay.   Later after the handover 
the traditional network has higher delay as compared to SDN 
based network which can be seen during the Ping packets 52 to 
57 and 57 to 61 in both traditional WLANs without switches 
and with switches between the AP as plotted on the graphs in 
Figures 7 and 9 respectively. SDN based WLANs have less 
delay as compared to traditional WLANs.  

VI. CONCLUSION 

On the basis of performance analysis of existing model, we 
proposed an SDN based architecture for seamless handover 
delay estimation in the WLANs. Our generalized model can be 
used to calculate the delay (Td) that occurred in handover during 
the MS mobility between the APs connected using multiple 
switches. Our model covers the shortcoming of the existing 
model in calculating the data rate and delay during the mobility 
of the MS.  

We used the Mininet-wifi emulator to perform these 
experiments. The experiments are conducted with and without 
switches between the APs. Our proposed model is generalized 
for n number of switches between the APs. We performed the 
experiments connecting the APs directly without switches and 
repeated the experiments using three switches to connect the 
APs. While performing these experiments we studied the effect 
of the switching delays along with the wireless propagation 
delay and the delay which occurred due to the communication 
of the APs and switches with the controller when they missed 
their flow table entries. Based on the analysis of the data 
gathered during experiments, we concluded that the SDN based 
WLAN performs better in terms of managing user’s mobility 
and reducing the handover delay as compared to the traditional 
WLAN despite multiple switches are used between the APs. 
This indicates that even if the number of switches between the 
APs increases the performance of the SDN based network will 
be better than the traditional network in terms of data rate and 
delay.  

In our future work we will evaluate the proposed model by 

applying it to the LTE network to measure the data rate and 
handover delay during the mobility of the MSs on traditional 
and SDN based cellular networks. The discussion about 
complexity analysis and limitation is out of the scope of the 
current paper it will be addressed in future work. 
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Abstract—Current article discusses the usefulness of 
Okumura-Hata model in urban areas for 2G and 3G 
communication systems. At some places, applicability of the model 
is observed and extended to a lower distance from the tower than 
the specified minimum distance specified in the model. Authors 
did an extensive drive test and post processed data and proposed 
theoretical modified model which is presented and compared for 
different data sets at different locations. 3rd order interpolating 
polynomial was also used which helps in reasonable prediction for 
RF engineers.  
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Propagation models. 

I. INTRODUCTION 

It is very challenging for wireless network designers to 
estimate the pathloss of transmitted signals to ensure the quality 
of service. Generally, the wireless signal is impacted by a variety 
of propagation mechanisms. These mechanisms include signal 
reflection, diffraction and scattering. Considering the GSM as 
the second mobile generation (2G) globally spread RF 
technology, many propagation models study the pathloss and 
predict the signal strength at specific distance by predicting the 
Maximum Permissible Loss (MPL).  

This paper proposes and focuses on the urban area with its 
extension in order to have a suitable propagation model for this 
area or any other urban area. The Okumura-Hata has been 
practiced before by several researchers and compared to the real 
measured data. The Root Mean Square Error (RMSE) is to be 
used as one indicator as an error indicator and results validator. 
Okumura-Hata model also needs to be studied for 3G frequency 
spectrum to provide lower RMSE value which are not done 
before in these areas. Then, the generalized equation has to be 
obtained by averaging the RMSE values for studied paths in 
each area. The generalized formulas than is to be tested and 
verified in different paths of other areas and the obtained results 
should be within expected range[1].  

For several factors, the RF design is a highly challenging. 
Special efforts are required in order to provide good coverage 
with sufficient capacity which satisfies the high demands of this 
populated area. Hence, the path loss variation with respect to 

distance is investigated and studied in this work. This is very 
helpful for RF engineers in order to have a special propagation 
model that can assist the radio network planners to implement 
high efficient network. 

In a radiocommunication system, the pathloss exponent has 
a solid effect on the quality of signals. Accordingly, it is required 
to precisely estimate or predict a perfect design of 
radiocommunication network. There are several researchers 
who working in this area. Several research findings are linked or 
address modelling of pathloss effects for a very narrowband 
communication by using diverse techniques starting from 
analytical models to empirical models. Businesses in this area 
are having a major issue to get maximum received power. So, 
for them losses that occur during transmission of signals from 
the transmitter to the receiver is very critical. This work 
addresses, the empirical method along with other techniques. It 
is tedious as it involves the huge data collection, analysis and 
processing and performing drive test. A fixed distance was 
initially taken from the base station to the receiver and later drive 
test was conducted. 

As a first step, the Centre of Business District (CBD) area 
has been subdivided into two sub areas. The reason for this is to 
facilitate the study in terms of data analysis and manipulation. 
Also, it has to be mentioned that each area differs from each 
other slightly in terms of buildings pattern arrangement. The 
buildings of the main area are quite tall and aligned in a uniform 
pattern. On the other hand, the buildings of the extended area are 
comparatively shorter and closer to each other. For the purposes 
of path loss modelling study, a GSM site in each of the two areas 
has been selected to be used as an RF signal transmitter. The 
name chosen for the site in the area is ‘Site-1’ and that for the 
extension area is ‘Site-2’. 

II. PROPOGATION MODELS 

A. Free Space Propagation Model 

As there is an increase in frequency, further to it, rapidly 
received signal decreases its amplitude when we increase over 
distance. Due to this reason, some companies like to use 
700Mhz for their cell-phones. This can cover a larger distance. 
WiMAX service, in the 2.5 GHz band loses power more quickly 
over distance than 700MHz. Similarly, some services in 
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5800MHz and above lose power even more intensely when 
distance is increased. This forces the operators to use higher 
power levels and big high gain antennas which has additional 
challenges. These figures are not yet in dB which has the effect 
of reducing the exponential signal deterioration over distance 
into a straighter graph. The pathloss, which represents signal 
reduction as a positive quantity measured in dB, is defined as the 
difference (in dB) between the effective transmitted power and 
the received power, and may or may not include the effect of the 
antenna gains.  The free space power received by an antenna 
separated from a transmitter antenna by a distance d, is given by 
Frii’s free space equation (1): 
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Pt is the conveyed power, Gt , Gr are the Gain of the source and 
receiver respectively, λ is the wave length(m), d is the distance 
between source and receiver and L is the system loss factor (L
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equation (2):  
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It can be seen from (2) that the free-space pathloss increases by 
6dB when doubling the distance. 

B. Urban Propagation Environment 

There are several parameters which contribute in the 
propagation mechanisms. The signal is affected as it moves 
through an urban environment. There are structures, 
constructions which cause the signals to be returned or diverted 
and scattered. These phenomena of propagation of radio signals 
can be caused by Trees and foliage. The reduction of signals 
strength, can be measured by taking the difference between the 
median signal levels in front of the building and inside the 
building. We can go into depth by taking into account the civil 
engineering aspects of the buildings, materials used etc. In this 
case we can be more precise in prediction. Reflection, 
diffraction, and scattering are the three basic propagation 
mechanisms which impact propagation in a mobile 
communication system.  

 

C. Plane Earth Propagation Model 

Propagation representations are scientific depiction of 
results of tests carried on the propagation of wave under several 
different frequencies, antenna heights and locations over 
different periods and distances. When the radio wave propagates 
over the ground, it can be partially absorbed and the rest is 
reflected back to the medium. Due to the reflection from earth 
surface, the power of the signal can be higher than predicted by 
the free space model. Pathloss intended for the plane Earth 
Model is shown in (3 and 4): 
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Where, (d) = the path length (m) 
(h1) = BS height (m) 
(h2) =MS height (m). We have to select another model due to 
its limitations for GSM. Model should also consider, all other 
aspects also e.g. reflections from buildings, multiple 
propagation or diffraction effects. Further, due to changes in h2, 
everything will change and prediction or measurements will not 
be accurate. 
 

D. Attenuation Factors 

Ideally in free space the signal would be sent and received 
with no loss but that is not the case in reality. As the signal 
propagates through the medium, it encounters obstacles that 
contribute in the attenuation of the signal power. Hence, 
interpreting their contribution in the pathloss equations is 
necessary. The weather factors are too many and for simplicity 
they are often neglected. Due to this neglecting, the calculations 
will encounter some error. To achieve better accuracy, these 
factors are inserted into the model as RMSE.  Rain is one of the 
attenuation factors. An area with high rain rate would encounter 
more attenuation than an area with no rain. This attenuation 
might be expected due to the nature of the rain drop. The rain 
drop is the result of a condensed water steam at low temperature. 
Due to its nature, the rain drop might scatter, absorb or reflect 
the signal. Humidity is another attenuation factor that 
contributes to the pathloss. The humidity is the result of the 
evaporation of water in the atmosphere near earth. Areas like 
coasts are high humidity areas. The attenuation encountered due 
to humidity in such areas is expected to be higher than areas with 
low humidity. 

III. EMPIRICAL MODELS 

Propagation models are elaborated in this section; between 
them are Okumura-Hata model which was finally adopted for 
this article. 

 
A. Okumura Model 

Okumura's model is one of the most widely used models for 
signal prediction in urban areas. This model was the result of 
intensive propagation tests for mobile systems at different 
frequencies conducted by a Japanese scientist called Okumura. 
This model is represented by a set of curves (frequency (MHz) 
verses attenuation (dB)) assuming mobile antenna height of 3m. 
This model is appropriate under the following circumstances: 

 Frequency range of 150-1920MHz, 
 Distance from BTS of 1-100km, 
 BTS height of 30-100 m. 

 
B. COST231 Model 

This model is a modification of Okumura-Hata model. The 
extension of this model includes higher frequencies which were 
not covered by the Okumura-Hata model.  
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C. Walfisch Model 
This model was developed by Walfisch and Bertoni. It 

considers the impact of rooftops and building height by using 
diffraction to predict average signal strength at street level.  

 
D. Okumura-Hata Model 

Hata's model is the extension of Okumura's. This model can 
be similar to a mathematical illustration of the Okumura's 
model. It's in the form of empirical formulas. This model is 
consistent with the Okumura model for distances greater than 
1km. The conditions or basic limitations for this are mentioned 
as below:  

 
 Frequency range of 150-2000MHz, 
 Distance from BTS of 1-100km, 
 BTS height of 30-200m, 
 MS antenna height 1-10m 

 
The limits on this technique is due to range of test outcomes 

as illustrated above [1]. Hata created several typical Pathloss 
scientific models for different areas e.g. urban, suburban and 
open country environments, as mentioned in the following 
equations, respectively. Model takes urban areas as a reference 
and applies correction factors as mentioned below:  
For urban areas generalized Okumara-Hata model is given 
below:  

            
                                10 1 2 3= + −dB , ,L A BLog R E                     (5) 
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E 8 .29 L og 1 .544 h 1.1       for  cities; f 300 M H z ,

E 1 .1L og f 0 .7 h 1.56 L og f 0 .8  

fo r  rela tively  sm a ller c ities .     

 
 
Where: 
hm; MS height [m] 
dm; distance between the phone and the building [km] 
h0; height of a building [m] 
hb; BS height [m] 
r; circle distance BS and mobile [m] 
R=r x 10-3 great circle distance between BS and mobile [km] 
fc= frequency [MHz]   
Rest of the parameters are as mentioned above for small and 
medium cities[2-4].  
 
E. Extended Sakagami model  

This model is described in [5] is presented by following 
equation:  

ሿܤሾ݀ܮ = 101.0 − 7.11 logଵ 	ܹ+ 7.5 logଵ −ܪ ൬24.37 − 3.7 ቀܪ ℎൗ ቁଶ൰ logଵ ℎ + (43.42− 3.11 logଵ ℎ)	 logଵ ݀+ 20 logଵ ݂ − ܽ(ℎ) 
 

Where ܽ(ℎ): correction factor for antenna height (ℎ). 
 ܽ(ℎ)ሾ݀ܤሿ = 3.2(logଵ(11.75ℎ))ଶ − 4.97		  
 
So Pathloss can be calculated using the following equation: 

 
                             = −p t rL (dB)  P P                                      (6)                   

 
Where Pt is the transmitted power which is equal to 47dB for 
2G and 34dB for 3G transmitters and Pr is the received power. 
The major models used for this study is Okumura-Hata model. 
Authors contribution is the usage of the model for less than 1km 
and proposing an interpolated polynomial for RF planners. 

 

IV. RESULTS AND DISCUSSIONS 

 
An intensive drive test was conducted along all pre-

identified paths using TEMS. Furthermore, the positioning 
information is collected via a GPS antenna. The measured data 
for each path has been recorded in terms of log files and 
processed using ACTIX. Google Earth program (not shown 
here in this paper) was also used to plot the received signal 
strengths. Duplicate data sets were also cleaned before post 
processing. After that, the data has been worked upon. This area 
of CBD can be considered as an urban area.   After defining, 
the study was supported to make an evaluation among the 
tentative and hypothetical data and the outcome is as shown in 
following Figures. 1-4: 

 
The results of measured path loss have been used as an input 

for usage with developed MATLAB scripts in order to plot the 
measured path loss and the predicted path loss curves as a 
function of distance. MATLAB is an efficient software for 
mathematical calculation and data analysis. After that, the 
variation between measured and predicted results has been 
obtained using RMSE method which was introduced earlier. 
The RMSE error indication technique has been used to modify 
each data set to have improved prediction capabilities. RMSE 
value combined all known and unknown factors and parameters 
impacting the path loss amount of the propagated signal. These 
factors include multipath effects, various propagation 
mechanisms and different weather conditions e.g., temperature 
and humidity. The RMSE value has been utilized to establish 
the modified propagation model for each studied path. After 
that, the RMSE value has been recalculated for the modified 
equations. 

 
Data-Set-A 
fc=935.4MHz; hb=25m; hm=1.5m; H=30; W=20; 
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RMSE Value for Okumara-Hate Model was 7.3864dB and 
modified RMSE value after modification of Okumara-Hata 
model was 5.1321dB which is within acceptable range [6]. 
Following figures (1-4) details the Pathloss and modeling.   
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Experimental and Theoretical Pathloss 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2: Exp. And Theoretical Pathloss with modified model 
 
 
Data-set-B 
fc=2130MHz; hb=28m; hm=1.5m; H=30; W=20; 
RMSE Value for Okumara-Hate Model was 15.6096dB and 
modified RMSE value after modification of Okumara-Hata 
model was 4.05838dB which is within acceptable range. 
 

 
Fig. 3: Theoretical and Experimental Pathloss versus distance 
 
 

 
Fig. 4: Theoretical and Exp. Pathloss versus distance with modified model. 

 
Above shown graphs and after comparing with articles [2, 

3] the results visibly display that the measured Pathloss is 
smaller in value than the predicted Pathloss by a variance from 
5dB to 20dB. Nevertheless, there are several explanations that 
may have triggered those substantial modifications. First of all, 
in Japan there are few zones virtually fulfilling the conditions; 
and if any, they are narrow. Because of that reason Okumura 
selected the value for urban area as standard for open areas [7]. 
Furthermore, the topographical situation of Japan is different 
from that of our country due to geographical differences. 
Accordingly, Root Mean Square Error (RMSE) was considered 
amongst those two different values of pathloss, for Hata model, 
using following (7) [1, 6]:  

ܧܵܯܴ  = ට∑ (௦௨ௗି)మಿసభ (ேିଵ)                            (7) 

N:  Measured Data Points 
 
The RMSE acceptable range is up to 6dB so, the RMSE is 

adjusted with the Hata equation for urban area and the modified 
Hatas’ equation is as given below (8): 
 

= +

− +
± −

p _ mod 10

10 b 10 b 10

10 m 10

L (urban)  69.55 26.16Log ( f )

       13.82Log ( h ) ( 44.9 -6.55Log ( h ) )Log ( d ) 

        MSE (1.1Log ( f )-0.7 )h -(1.56Log ( f ) -0.8 )     

(8) 

 
The modified result of Hata equation is shown in Fig. 5 and 

Fig. 6 and the RMSE in this case is less than 6dB, which is 
acceptable[6]. 

 
Fig. 5: Theoretical and Experimental Pathloss versus distance for data-set-A  
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For verification, whether the modified Hata's equation is 
applicable for some other areas, another data generated from 
TEMS tool has been used. Based on that practical data, the 
propagation Pathloss and the distance have been re-verified for 
[4]. 

 
Fig. 6: Theoretical and Experimental Pathloss versus distance for data-set-B  
 

Hypothetical imitation and the found new data are equated 
and examined further using 3rd order polynomial to interpolate 
on same experimental data set which provided moderate 
flexibility. As shown in figures above, higher order polynomial 
also provides an equally even and effective guess without 
cumulative computational difficulties, which is expected for 
these estimates. A decent relationship is detected for the entire 
series of data set. The decent agreement of the features 
demonstrate that experimentally replicated numbers is a decent 
representation of that defined by Hata model.  

Additionally, the simulation and the attained tentative data 
is associated and examined additionally using other models like 
extended Sakagami model on the set of the new data which 
gives also satisfactory results (Not the scope of the current 
paper). After observation, it can be safely said that the scatter 
plot of the experimental data on pathloss vs distance reveals a 
third order polynomial tendency. Fig.5 and Fig. 6 above, show 
the theoretical, experimental and 3rd order polynomial plots for 
Okumura-Hata propagation model. As can be seen, results 
show good agreement between various studies. 

 
Universally, by calculating the RMSE for the second dataset 

it was also found to be less than 6dB, a satisfactory number. 
Nevertheless, some experimental values were a bit far from the 
interpolated points that can be related to the nature of the cell 
with high rise structures. Though there are many forecasts 
approaches that are based on deterministic procedures through 
the availability of improved databases, the Okumura-Hata 
model is still frequently used [8] [9]. We are also aware that the 
hindrances in the path significantly affect the radio signal 
propagation [10]. Above all, wireless communication system 
avoids obstacles such as crossing objects owned by others. 
There are also many difficulties in establishing a wireless 
communication system in some applications [11].  As can be 
seen from above results, there are some discrepancies between 
RMSE values for each path compared to the other, although the 
modified results for each path are within accepted standards. 
After deep analysis and investigation of the possible reason for 

this mismatch, it has been noticed that some paths are served by 
the main lobe of antenna radiation, some are served by side 
lobes and some are served by a combination of the main lobe 
and side or back lobes. This conclusion has been obtained by 
reviewing all paths in Google Earth map with respect to the area 
of specific serving lobe. The following figure 7 shows general 
antenna radiation pattern concept and the radiation pattern of 
another site. 

 
Fig. 7: Radiation pattern of an antenna on one site  

 
In order to produce a generalized model for UMTS path loss 

prediction use, the average of RMSE for all tested paths was 
calculated for the model. Then, the same well known process 
has been applied in to obtain a generalized equation for the 
propagation model.  After that, these equations have been 
applied for three different paths but not shown here. They are 
namely: Site-1 Path-3, Site-2 Path-2 and Site-3 respectively. 
The MATLAB programs for each path was developed and used 
for generalization and further verification. 

 
This work can be considered as a step forward in 

establishing generalized propagation models used for path loss 
prediction in other urban cities of Oman. Further intensive and 
comprehensive studies and research is recommended to achieve 
this goal. Also, it is highly recommended to incorporate various 
modelling techniques in addition to the RMSE method to study 
their accuracy and impact. Moreover, it is recommended to 
include more parameters in future prediction models that 
impact the signal propagation e.g., antenna parameters and 
patterns. 

 
 
 

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

473



V. CONCLUSION 

This study focused on forecasting the root mean signal 
strength in diverse areas. As utmost propagation models aim to 
forecast the median pathloss, existing prediction models vary in 
terms of their applicability over different terrain and 
environmental conditions. The effects of terrain situation 
predicted at 900MHz and 2.1GHz were analyzed. Experimental 
outcomes of radio signals propagation for an urban area in 
Oman were related with those predicted based on Okumura-
Hata model. The contribution is the prediction by at lower 
distances than the model is generally used and also validation 
of experimental data. If precise environmental information was 
included in the model, better prediction results might be 
achieved. 3rd order polynomial gave us also the unavailable 
experimental points showing a good agreement within adequate 
boundaries. 
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   Abstract— Mobile Sensor Nodes (MSNs) have been 

recently proposed to leverage the performance of 

conventional static Wireless Sensor Network (WSN). In 

this paper, we propose to energize both the sink and 

Cluster Head nodes with mobility, such that wireless 

communication path loss is minimized thus preserving the 

sensor nodes energy and extending the network lifetime. 

The performance evaluation of the proposed scheme 

shows a superior performance over other related work in 

terms of extending the network lifetime, and preserving 

the nodes energy. 

 
Keywords— WSNs, CHs, mobile sensor node, mobile sink. 

I. INTRODUCTION  

Wireless Sensor Networks (WSNs) have been flourishing in 

the past few years especially with the advent of many Internet 

of Things (IoT) based applications and scenarios [1]. This is 

due to the fact that WSNs can play a vital role in providing the 

needed infrastructure for scaling up the connectivity, 

availability and security of these IoT- based applications. For 

instance, a smart meter can be connected to a WSN to send its 

sensed data to a remote sink node, where data is analyzed and 

logged. This communication scheme can be done without 

utilizing the telecom infrastructure, where a WSN can be a 

cheap and effective substitute, especially that WSN has the 

capability of sending the sensed data for long distances 

utilizing a multi-hop mesh network, thus having scalable and 

cost-effective solution. Another potential application for 

WSN is to sense and send data about an Area of Interests (AoI) 

for further analysis and decision-making. For example, WSN 

can be deployed in an agricultural farm, where sensor nodes 

can be distributed to collect weather, soil related data, and 

send it for a sink node for further processing and analysis. 

Conventional WSN consists of static Sensor Nodes (SNs) 

distributed over the AoI, each node is equipped with sensors, 

a microcontroller, communication module and battery. Given 

the fact that these nodes are often positioned in hard to reach 

places, charging the nodes’ batteries may not be feasible, 

therefore, optimizing the energy consumption of the sensor 

nodes is paramount to their operation [2, 3]. Several 

techniques are used to preserve the precious energy source of 

these nodes, of which clustering is a widely used and effective 

solution [4]. SNs are grouped together forming a cluster, each 

cluster has a Cluster Head (CH) that has a superior power 

source, and may have extra communication modules and 

interfaces, and thus it is considered as a power node. The CH 

collects the sensed data from the SNs, processes them and 

decides whether the packets need to be sent to the remote sink 

node for further processing and analysis. Further, the CH node 

can compress the packets to be sent for the sink node for 

further power optimization. 

In the literature, the integration of the Mobile Sink Node 

(MSN) [5] to the WSN is performed in order to decrease the 

network energy consumption and reduce the number of 

transmission hops needed to reach the sink node. In particular, 

the MSN moves to each CHs, and when the distance between 

them approaches a threshold (usually a small distance), the 

CH sends the collected data to the it. In this scheme, the MSN 

adapts its transmission energy proportionally with respect to 

the threshold distance, thus resulting in significant 

conservation of the communication energy, especially when 

compared with the energy consumed due to the long 

established communication link with the stationary remote 

sink node.  

Based on this concept idea, the authors [6] developed a 

novel optimized clustering framework to investigate the effect 

of sink mobility, where two routing protocols are proposed 

based on the spiral mobility patterns. The first one is the Spiral 

Mobility based on Optimized Clustering (SMOC) for optimal 

data extraction for a single mobile sink, and the second one is 

the Multiple Sink Based on SMOC (M-SMOC) for large-scale 

WSNs. In SMOC, a single mobile sink moves in a spiral 

pattern over the sensing field to collect data from sensor nodes 

and CHs, while in M-SMOC, several mobile sinks (one 

mobile sink node for each cluster) are utilized for data 

collection, to reduce the delay while collecting the sensors 

data. 

The authors in [7] introduced a novel data gathering method 

based on utilizing both clustering and mobile sink. The 

proposed method uses clustering concept to get energy 

efficiency and a mobile sink to visit every cluster and collect 

sensed data of the SNs. After visiting all the clusters, it returns 

to the base station where data is uploaded and further 

processed.  Form the conducted literature work; it is 

noticeable that most of the proposed algorithms utilizes a 

mobile sink node to reduce the CH communication energy 

consumption.  

In this work, we propose  a new WSN architecture called 

Double Mobility- WSN (DM-WSN), where  not only the sink 

node is mobile, but also the CHs, where the CHs moves within 

their clusters in order to find the optimal location with respect 

to the cluster SNs, which will result in a reduced energy 

consumption. Indeed, this paper continues our previous work 

that aims at building a secure, energy efficient and scalable 

WSN [8-10]. In particular, this paper extends our recently 
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published papers [11, 12] where the CHs optimal locations are 

derived and computed such that the new CHs positions 

minimize the path-loss between the CH and the sensor cluster 

nodes. Further, the spiral pattern for the CHs positions 

allocation is adopted due to its energy efficiency [13], where 

the CHs are initially deployed in predefined locations in a 

spiral pattern within the AoI.  
 The rest of the paper is organized as follows: Section II 

describes the proposed double mobility WSN architecture. 
Section III depicts the performance evaluation of the proposed 
architecture. Finally, section IV concludes the paper and 
proposes future work. 

II. THE DOUBLE MOBILITY WSN ARCHITECTURE  

The proposed DM-WSN architecture is depicted in Figure 

1. In this network, the SNs go through three different stages as 

follows: the nodes’ deployment and clustering, CH location 

optimization and re-allocation, then the mobile sink node 

navigation and data collection.  

 

A. Stage 1: Nodes’ deployment and clustering 

 

In this stage, the SNs and CHs are deployed in the AoI. 

First, the optimal number of CH nodes (����) is calculated 

using Eq. (1) [14], where n is the total number of SNs in the 

network. 

���� � � �
�	 		� �

�.����                                    (1) 

Calculating ���� estimates how many clusters is needed to 

cover the AoI. Then, the locations of CHs are distributed over 

a spiral trajectory, which reported to guarantee an optimal 

nodes’ coverage for the AoI while balancing the nodes energy 

consumption, which in turn will extend the network lifetime 

[13, 15]. The CH can be deployed using an Unmanned Arial 

Vehicle (UAV) or airplane as presented in [16]. The nodes’ 

deployment process is described as follows: If the distance 

between any two CHs is equal to√3	��, where Rs is the CH 

coverage radius, then there should be no hole between the 

adjacent CHs thus guaranteeing minimal overlap in the area. 

The process of CH nodes’ deployment is repeated for 

every√3	�� , over the spiral trajectory until covering the 

entire AoI. In Figure 2, eight CHs are deployed (CH1, …, 

CH8),  the figure also depicts the SNs for CH4, CH5 colored 

in blue, yellow, respectively. Further, the initial and optimal 

locations of CH5 is shown using green, red color circles, 

respectively. Therefore, the CH will move from its initial to 

the optimal location.  

 
 

Fig. 2 The Double Mobility WSN Architecture 

 

After deploying the CH in their pre-defined locations over 

the spiral trajectory, the SNs form several clusters by 

associating themselves with the CHs that have the strongest 

Received Signal Strength Indicator (RSSI) beacon signals. 

 

B. Stage 2: CH location optimization and re-allocation 

 

In order to reduce the nodes’ energy consumption while 

communicating with the CH, an optimization problem for 

finding the optimal location of the CH with respect to the SNs 

has been formulated and solved in our recent work [11, 12].  

The main objective is to find the optimal CH location that 

minimizes the path loss between the SNs and the CH within 

the cluster. The optimal location of the CH i (xi, yi) is 

calculated using Equations (2, 3). 

 

	�� � � ������
�� 
!�"#                                     (2) 

 

	$� � � �%����
�� 
!�"#                                     (3) 

 

Where Ni is the number of nodes of cluster i, and �& , $&  are 

the coordinates of the cluster nodes. Once the CH moves to 

its optimal location, some SNs may become out of CH 

coverage, thus after the CH motion, it discovers the out of 

reach nodes, and both the CH and SNs adjust their 

transmission energy to retain the connectivity.  The process 

of CH repositioning is continuously repeated during the 

network lifetime once the network topology is changed, 

which happens due to the energy depletion of some SNs. 

 

C. Stage 3: Mobile sink nodes navigation  

 

Once the clusters are formulated, the SNs start sending the 

sensed data to the CHs, where captured data is stored until the 

distance between the mobile sink node location and the CHs 

less than or equal a certain threshold, which should be small 

to reduce the transmission energy between the CH and the 

MSN. Further, while the MSN offloads the captured data from 

the CH, the SNs should be able to continue sending the 

captured data to the CHs. As such, the CH should have two 

radio communication modules, each work on different 

frequency band, thus allowing simultaneous transmission of 

the SNs to the CHs and from the CHs to the MSN. As depicted 

in Fig. 2,  the MSN leaves the BS and moves to CH1, the MSN 

movement speed adapts itself such that the trip time (Tt) 

between any two adjacent CHs are fixed to a certain duration, 

which is equal to the SNs Cluster Round Time (CRT). The 

CRT is defined as the time needed to allow all SNs within the 

cluster to send their captured data once to the CH utilizing 

Time Division Multiple Access (TDMA) scheme. Once the 

CRT is defined, the allocated time slot (tsi) for each SNs of the 

cluster i can be calculated using Equation (4). 

 

tsi = CRT / Ni                                                             (4) 
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III. PERFORMANCE ANALYSIS 

 To assess the performance of the proposed MSN and 

CH mobility schemes, a simulator for WSN is built using 

Matlab. In what follows, the simulation setup, parameters 

and metric used to evaluate the effectiveness of the 

proposed scheme is summarized, followed by the 

simulation and performance evaluations results. 

 

A. Simulation setup  

 

Table 1 shows the main parameters used in the 

simulation. Further, the performance of the Double Mobility 

WSN (DM-WSN) scheme is compared with our previous 

work (the Multi-Cluster Head Positioning Algorithm (Multi-

CHP) [12], where the CH changes its location optimally with 

respect to the cluster nodes, without having a mobile sink 

node. Further, the DM-WSN is compared with the Low 

Energy Adaptive Clustering Hierarchy (LEACH) [16], which 

is one of most earliest clustering protocols algorithms that 

utilizes dynamic random rotations for the CHs for each round. 

LEACH works toward balancing the energy consumption 

over the network thus the nodes’ energy consumption is 

improved.  

Table 1: The simulation parameters  

 

Description  Value  

Number of nodes 600 

Area  100 × 100 m2 

Transmitter electronics 

(ETX-elec) 

Receiver electronics 

(ERX-elec) 

(ETX-elec) = (ERX-

elec) = (Eelec) 

50 nJ/bit 

Energy consumed by 

the amplifier to transmit 

at a shorter distance ()* 
 

10 pJ/bit/m2 

Energy consumed by 

the amplifier to transmit 

at a longer distance 

+,-� 

0.0013 pJ/bit/m4 

 

Total initial energy 350 J 

Sink node location (0, 0) 

Packet size 2000 bits 

 

In the conducted simulations, the total number of nodes 

n equals to 600, which resulted in the following number of 

CHs: 

• For LEACH, the number of CHs = 5% × 600 = 30. 

• For the spiral CHs distribution, the number of CHs 

equals to 26 according to Equation (1). 

Further, in order to ensure a fair comparison with all 

other related works, the total initial energy for all nodes of the 

multi-CHP and DM-WSN are set to be equal to the total 

initial energy of the SNs in LEACH protocol. The initial 

energy was set to 350 J, which is distributed as follows: 

• Each SN in the LEACH protocol has an initial 

energy equals to 0.583 J. 

• Each SN in multi-CHP and DM-WSN has an initial 

energy equals to 0.5 J. 

• Each CH has an initial energy equals to 2.432 J. 

 

B. Evaluation metric and results  

 

Three main metrics were used in the comparison. The 

total consumed energy, the total residual energy, and finally, 

the total number of dead nodes, all as a function of the number 

of rounds. As shown in Figs. 3-5. The proposed DM-WSN 

significantly outperforms the multi-CHP and LEACH 

protocols.  Furthermore, three other well-known comparison 

parameters widely used in the context of WSN are depicted, 

which are derived from Figure 5. Particularly, they are the 

First Node to Die (FND), Half Node to Die (HND), and Last 

Node to Die (LND) performance metrics. 

 
Fig. 3: Energy consumption for the proposed algorithm and 

other related work. 

 

 
Fig. 4: Residual energy for the proposed algorithm and other 

related work. 

 

 
Fig. 5: Number of dead nodes for the proposed algorithm 

and other related work. 

Table 2 shows how the proposed DM-WSN 

outperforms the multi-CHP and LEACH protocols in terms 

of both HND and LND. However, for the FND metric, the 
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DM-WSN was slightly outperformed by the multi-CHP but it 

largely outperforms the LEACH protocol. The superb 

performance of the proposed DM-WSN proves that proposed 

DM-WSN conserved the nodes’ energy for larger number of 

rounds when compared with the other two protocols.   

 

Table 2: The FND, HND, and LND metrics for the different 

scenarios of Figure 5. 

 

Scenario/Metric FND HND LND 

multi-CHP  80 4000 8000 

DM-WSN 76 4160 9000 

 LEACH 55 3200 6000 

IV.      CONCLUSION AND FUTURE WORK 

This paper presented a new wireless sensor network 

architecture  that leverages the mobility of both the cluster 

head and sink node in order to reduce the communication 

energy consumed by the sensor nodes and cluster heads. This 

is achieved by first moving the cluster head node to the 

optimal location with respect to the cluster nodes, such that 

the communication path loss is minimized. Second, the sink 

node is proposed to be a mobile node that travels to each 

cluster and collects the captured sensor nodes data, which is 

stored at the cluster head.  The close proximity of the CH and 

mobile sink node reduces the amount of energy needed to 

transfer the captured packets from the CH to the sink node, 

thus significantly enhancing the WSN lifetime. As a future 

work, we are working toward implementing the proposed 

Double Mobility WSN and conducting real-experiments to 

compare it with the ones obtained by simulations. 
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Abstract - As of late, the improvement of savvy sensors in 
certifiable applications has offered footing to the movement of 
Wireless Sensor Networks (WSNs). In WSNs, preserving 
sensors’ energy is a challenging issue and certainly requires 
extreme attention as they are limited-powered nodes. Utilizing 
mobile sink based approaches has been proven to be effective in 
mitigating the aforementioned limitation. As far as the sensor 
nodes are concerned, keeping track of the sink location is one of 
the most challenging issues that is facing them. To address this 
concern, this article proposes an efficient clustering mobile sink-
based approach for efficient data gathering. Particularly, the 
sink node moves in an Archimedes’ spiral path with fixed speed 
without any location update broadcasting. The simulation 
results show significant improvements over which is quite 
pertinent in the literature in the perspective of network lifetime.  

Keywords – WSNs; clustering; hotspot problem; sink isolation; 
mobile sink 

I. INTRODUCTION  
Recent advances in sensor networks have been made by the 
collaboration among micro-electro-mechanical systems 
(MEMS) technologies, digital electronics and wireless 
communications. This results in developing a low-power, 
low-cost, small sized and multifunctional sensor nodes [1-2].  
WSNs proved significant improvements over traditional 
networks and provided tremendous benefits [3-4]. Sensors 
can be placed far from the phenomenon and this is called a 
sense perception [5]. In such cases, large sensors equipped 
with complex technologies used to sense the needed 
parameters [6].  It is worth mentioning that a large number of 
tiny sensors are deployed in the phenomenon area or close to 
it to sense the data, process and sent it to the central units [7]. 
 
It is worth detailing that the most directly connected works, 
to our work, are those proposed in [8-9]. In particular, the  
authors in [8] proposed the Virtual Grid based Dynamic 
Routes Adjustment scheme (VGDRA). It attempted to 
decrease the routes’ reconstruction cost of the nodes for the 
reason of maintaining the optimal routes to the latest mobile 
sink location without imposing multiple mobile sinks or 
using super nodes, thereby extending the network lifetime 
and improving data delivery ratio using a single mobile sink 
and adhering to the low-energy theme of WSNs. The network 
area is divided into equally sized grids where each one has a 
single Cell-Header (CH) and member nodes. Cell-headers are 
selected based on a threshold distance from the center of the 
cell. They are responsible for collecting data from the 
member nodes in the cell and send these data to the mobile 
sink using a virtual construction network. In addition, cell-
headers keep track of the sink location and maintain recent 
routes to it.  The mobile sink moves on the periphery of the 
network area and collects data from the border of cell-
headers. When the cell-header discovers a recent location of 

the sink, it announces it to the other cell-headers through 
following certain rules to maintain fresh routes to the sink and 
ensure the data delivery with minimal control overhead. 
Interested readers may refer to [8] for further details. 

The authors in [9] proposed a Virtual Grid based Data 
Dissemination (VGDD) protocol as an extension of VGDRA. 
This protocol aimed to optimize the data delivery ratio and 
increase the network lifetime while adhering to the limited 
low energy supplies in the sensor nodes. Following the same 
basic guidelines as VGDRA, a VGDD network is divided into 
grids according to the number of nodes and a specific number 
of cell-headers participate in the routes reconstruction based 
on VGDRA rules. However, in VGDD, the sink moves in a 
counter clockwise circular path at the border cells of the 
network but inside the cells not as that in VGDRA. Each grid 
contains a CH, which is selected based on the threshold 
distance from the center of the grid and a threshold energy. 
This threshold distance is slightly increased and the threshold 
energy is decreased with the time to ensure the presence of 
such nodes. The remaining nodes in grids are participated as 
member nodes. Actually, CH is responsible of sending the 
collected data from its grid to the mobile sink if it is located 
in its range or to a neighboring CH to be then forwarded to 
the mobile sink. In addition, certain subset of CHs keep track 
of the mobile sink trajectory based on VGDRA rules through 
the CHs and gateway nodes which construct the virtual 
infrastructure. This approach reduced the control overhead 
and latency as well as improved the data delivery ratio.  
 
In this work, a Genetic Clustering with Mobile Sink Protocol 
(GCMP) is proposed. in this proposed protocol and during the 
movement of mobile sink, the time synchronization is 
maintained among the mobile sink and static sensors, thereby 
avoiding any control overhead required. Moreover, the 
cluster heads are selected based on a powerful genetic 
algorithm in which the most influential parameters have been 
considered.  However, the rest of paper is organized as 
follows. Section II details the proposed protocol. In section 
III, simulation results and discussions are illustrated. Finally, 
the work is concluded in Section IV. 

II. PROPOSED PROTOCOL 
 

A mobile sink follows an Archimedes’ spiral movement 
through the network area of interest. It starts from the center 
of the network area to its borders, which is called the forward 
movement, and then ends in the reverse movement. While 
touring, the sink collects data and sends it to the 
administrator. The main objective of this work is to allow the 
nodes to determine the location of the sink without any 
control overhead messages. In addition, an efficient cluster 
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head selection algorithm is proposed which mainly relies on 
the genetic philosophy. 
 

A) Network Model 
 

This model is considered over a squared network area, where 
the area is divided into equal squared grids (cells) as shown 
in Figure 1. In this hierarchical-based model, the sensor nodes 
sense, process, transmit and receive both; data and control 
messages. Some nodes act as CHs while the other nodes, 
which are called member nodes, sense the parameters and 
transmit the readings to their CHs. The hierarchical-based 
model is a three-layer architecture, where the mobile sink 
presents the highest layer, CHs act as transmitters between 
member nodes and the mobile sink while member nodes 
represents the lowest layer. 
 
Similar to [1, 3, 6], the network lifetime is divided into 
rounds, where the mobile sink is in charge of defining the 
round time. The first round contains two phases, namely, the 
set-up and steady phases. The next rounds may have the 
steady phase only or both phases. The setup phase occurs not 
in every round, but in every patch of rounds. In the set-up 
phase, the mobile sink divides the area into virtual grids, 
determines which nodes belong to each grid, selects CHs for 
each grid based on the proposed genetic algorithm, and 
consequently maintains neighborhood and CHs tables.  
 

B) Division of Network Area 
 

The structure of the virtual grid is performed based on the 
nodes number in the network. The reason behind this 
partitioning is to spread the energy consumption uniformly 
among the nodes. To obtain the best number of grids and 
cluster heads, the adopted heuristic that has been used is the 
same as that employed in VGDRA [8] and VGDD [9]. The 
network area is divided into 4, 9 and 16 grids, when the 
number of nodes is 100, 200, and 300 respectively based on 
the following formula:  
 









≤<
≤<

≤
=

300N200,16

200N100,9

100N,4

K                          (1)                                      

Having that K is a squared number that presents the grids 
number and N presents the nodes’ number. According to this, 
nodes can be localized in term of their coordinates to 
columns, rows, and grid IDs. The network area is defined as 
A. consequently, the grid length (cell length) and the network 
side length can be calculated as:      

.
K

A
length Cell =                                  (2) 

.Alength side Network =                           (3) 

C) Sink Movement 
 
In order to mitigate the control overhead and increase the 
network lifetime, the mobile sink moves according to 
Archimedean spiral motion to cover the network area and be 
close to the CHs as shown in Figure 2. At the beginning, the 
mobile sink is located at the center. It then broadcasts only 
one beacon message contains the sink location, sink spiral 
equation, as well as sink speed. While receiving this message, 
all nodes will reply in return with a beacon message, which 
contains their IDs and locations. As soon as the mobile sink 

receives the messages from all nodes, it will trigger the grids’ 
formation, utilizing aforementioned divisions, select the CHs 
for each grid, utilizing the genetic algorithm discussed in the 
subsequent section, and ultimately send these data to all 
nodes. According to that, each node can determine the sink 
location at any time without the need of the frequent 
broadcasting of the current location. Below are the spiral 
equations. 
 

)),t(sin()t(rlocation_initialSink iyy θ+=            (4)       

)),t(cos()t(rlocation_initialSink ixx θ+=            (5) 

,rut)t(r 0i +=                                   (6) 

and, 
,wt)t( 0θθ +=                                  (7) 

Providing that r refers to the distance from the origin, a is the 
initial point, b is a constant which determines the distance 
between arms, θ is the angle from x-axis, ri(t) is the radius of 
the sink location in time (i), θ(t) is the angle of the sink 
location in time (i), r0 is the initial radius of the sink location, 
θo  is the initial angle of the sink location, u is the velocity that 
determines the distance between the arms of the spiral 
(affects the distance between the arms), w is the angular 
velocity that determines the speed of the circular path of the 
spiral.  

D) Cluster Head Selection  
 
Due to its high reputation in finding the optimum solutions, 
the genetic algorithm is employed in this work to determine 
the appropriate nodes to become CHs for a specific period. 
CH replacement occurs when the energy of the current CH 
becomes equal or below a certain energy threshold. 
Therefore, a fitness function is operated which is basically 
parametrized by the following factors: 
 

  
( )

( ) ,
fwt

fwtfwt
functionFitness

11

3322

×
×+×=                  (8)      

where,                      

 .)xx()yy(f 2
nodeksin

2
nodeksin1 −+−=              (9) 

and, 
.A/Nf UNSN3 =                               (10) 

Taking into account that f1 refers to the distance between the 
candidate node and current location of the mobile sink,  f2 
represents the residual energy of the candidate node, and f3 
denotes for the candidate node’s density that reflects the 
number of neighboring sensor nodes ( SNN ) per unit of area (

UNA ).  Lastly, wt refers to the weight of factor. The steps of 

selecting a CH are demonstrated below in sequence: 
• The mobile sink broadcasts a HELLO message for all 

nodes which contains mainly the sink initial coordinates 
and sink speed (scheduling). 

• Nodes reply with a HELLO message containing the 
node’s ID and node’s coordinates. 

• The sink performs the setup phase by dividing the field 
into equal grids, deploying the sensor nodes utilizing 
uniform distribution, and accordingly selecting the CHs 
based on the genetic algorithm. 

• As far as CHs selections are concerned, the initial 
population is found from the nodes taking into account 
that the candidates must satisfy the previous conditions 
which are briefed as follows: the distance between the 
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candidates and sink should be the minimum, the residual 
energy of the nodes must be the maximum and the density 
of the nodes should also be the maximum. 

• After selecting the initial population, the fitness of each 
node must be evaluated using Equation 8. 

• The crossover is applied to generate new seed. 
• Mutation process is applied on the new seed. 
• The fitness weights of the new seed will be compared with 

the parents to select the optimum CH. 
• The genetic algorithm will be terminated as soon as the 

required goals are met, consequently the optimum CHs 
are found.   

E) Radio Energy and Channel Propagation Models 
 

Sensor nodes communicate with each other and transmit the 
sensed data toward the mobile sink node. The main factor of 
energy consumption in WSNs is communication, which 
depends on the distance between the transmitter and receiver. 
In this work, the energy model that is used is the same model 
as that used in [1, 3, 6]. In this proposed model, the 
transmitter dissipates energy to run the power amplifier and 
electronic transmit circuit while the receiver dissipates 
energy to receive the radio signals. The electromagnetic wave 
propagation is modeled as the power law function of the 
distance between the sender and receiver. Figure 3 shows the 
radio energy model used along with the channel propagation 
model. Particularly and referring to this figure and to be able 
of transmitting a packet of length  T-bit, the transmitter circuit 
dissipates )R,T(TXE which basically refers to the energy 

depleted for transmit electronics (i.e, Eelec  x T) and transmit 
amplifier (ɛamp x  T x R n) taking into account that R represents 
the distance between transmitter and receiver antennas. At the 
receiving end, there is some energy dissipated for receiving 
electronics ( )T(RXE ) which is formulated by (Eelec x T). 

III. SIMULATION RESULTS AND DISCUSSIONS 

Numerous simulations were conducted to measure the 
network lifetime which can be further represented by two 
metrics whereas all are measured in rounds. The first metric 
refers to the First Node to Die (FND) which exactly denotes 
for the time from the beginning of the network operation until 
the moment the first node dies. The other one represents the 
Last Node to Die (LND) which precisely defines the time 
from the beginning of the network until the moment the last 
node dies. The simulation setup is presented in Table I. 
Interestingly, Figures 4 and 5 represent the number of alive 
nodes versus round number considering the network sizes of 
50m x 50m and 200m x 200m, respectively. In both networks 
sizes, the network density is kept fixed as 0.01nodes per m2. 
As can be noticed from Figures 4 and 5, the number of alive 
nodes decreases as the round number increases in the both 
protocols which is to be expected as increasing the round 
number indicating depleting more energy.  According to 
these figures, the performance of GCMP surpasses that in 
VGDD in the perspectives of FND and LND metrics. In 
VGDD protocol, the mobile sink moves in a circular path 
around the network area only. Thus, CHs consume high 
energy to transmit their data to the mobile sink bearing in 
mind that the faraway CHs may transmit their data to their 
neighbors’ CHs toward the mobile sink or directly to the 
mobile sink only if the sink is located within the boundaries 

of their clusters.  Furthermore, nodes also consume energy in 
electing CHs whereas sensor nodes exchange their energy 
levels and locations for selecting new CHs. In addition, CHs 
consume energy more than other ordinary sensor nodes as 
they are required to keep track of the location of the mobile 
sink and consequently reconstruct the updated routes based 
on sink movements. Based on the above, the energy level of 
sensor nodes declines every round much more than that in our 
proposed protocol until the network terminates.  

Figure 1. Network division when the number of nodes equals 100 

Figure 2. Archimedean spiral motion  

Figure 3. Radio energy and channel propagation models  [3, 6]  
 

Table I. Simulation parameters 
Parameter Value 

Network size 50m x50m 
Initial energy of node 0.5 J 
Transmission Energy (ETX) 50 nJ/bit 
Receiving Energy (ERX) 50 nJ/bit 
Data Aggregation Energy 5 nJ/bit 
Transmit Amplifier Energy 

 
Free space:10 PJ/bit/m2 
Two ray: 0.0013 PJ/bit/m4 

Data packet length 6400 bits 
Control packet length 200 bits 
Crossover Distance 87.0 m 
α 0.1 
wt1,wt2,wt3 wt1: 0.3, wt2: 0.4, wt3: 0.3 

Eelec x TEelec x T                 ɛamp x  T x R n

Transmit
Electronics

Receive
Electronics

T-bit 
packet

TX Amplifier

T-bit 
packet

R

)R,T(TXE )T(RXE
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It is noteworthy to mention that achieving a more prolonged 
network lifetime as in GCMP do not come out of the blue, but 
rather due to magnificent enhancements. Firstly, the 
movement path of the mobile sink is the Archimedean spiral 
motion. This makes the mobile sink come closer to the sensor 
nodes and further cover all the network area. As a result, the 
long-distance communications between the mobile sink and 
the CHs are substantially decreased, thereby consuming less 
energy and achieving longer network lifetime. Secondly, all 
CHs perfectly know the sink location at any time without 
reconstructing the root path and loosing energy as a result of 
mobile sink locations’ broadcast messages required. Thirdly, 
the CHs electing process, which is based on genetic 
algorithm, offsets the need of exchanging the messages 
among the nodes in the clusters taking into account that the 
CHs selected not only should be the nearest nodes to the 
mobile sink, but also have the highest energy and highest 
neighboring sensor nodes. Fourthly, the setup overhead is not 
required in every round time, but instead, in the first round 
only. In other words, the network re-clustering occurs as soon 
as the energy of one of the current CHs dips below the energy 
threshold. If that is the case, then the CH role will rotate 
among the sensor nodes, based on the genetic algorithm, to 
evenly distribute the energy consumption. 

 
Figure 4. Number of alive nodes versus round number considering 
the network size of 50m x 50m 

 
Figure 5. Number of alive nodes versus round number considering 
the network size of 200m x 200m 

IV. CONCLUSION 

This work presents a mobile sink optimization protocol for 
enhancing data delivery in wireless sensor networks, namely, 
GCMP. In this protocol, the time synchronization among 
static sensor nodes and mobile sink is maintained. As a result, 
the sensor nodes can guarantee finding the current sink 
location, whenever needed, without the need of broadcasting 
its current location periodically. A balance in energy 
consumption is achieved through the incorporation of a 
clustering model in which the cluster heads are selected based 
on an efficient genetic algorithm whereas the broadcast 
declarations are kept to minimum.  In our genetic algorithm, 
the following dimensions have been taken into consideration: 
1) the distance between the node and current location of the 
mobile sink, 2) node’s residual energy of the node, 3) node’s 
density, which refers to how many nodes surrounding the 
current node per unit of area. In GCMP, the mobile sink can 
be close to all sensor nodes and further cover the whole 
network area. Furthermore, it allows the interception between 
the mobile sink and sensor nodes in both directions (forward 
and reverse). Additionally, re-clustering operations do not 
occur every round but rather every batch of rounds, thereby 
maintaining low control overhead. In short, numerous 
number of simulations were conducted for evaluating the 
performance of GCMP and comparing it further with that of 
VGDD in the perspective of energy consumption. As a result, 
the simulation results of this work show significant 
improvements over that of VGDD protocol. 
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Abstract—A new approach for ranking visual career 

counselling based on distance measures is explained. In this 
paper, the traditional method of career counselling will be 
carried out by means of distance consulting services to make 
career counselling. Especially, professional education in the 
capacity limitation and professional working demand for 
education has led to a proliferation of virtual applications. 
Hence, e-Visual Career Application has been developed as a web-
based program for clients who have taken professional 
counseling efficiently. With this application, it will help clients in 
the process of discovering and making decisions to their interests, 
abilities, personalities, skills and values. This paper relies on the 
implications of introducing online visual career consulting in the 
login sessions and how it affects the people (supervisor and 
client), the processes (consulting), and the organizations involved. 

Keywords—Visual Career Counselling, Traditional Method, 
Virtual Application, e - Visual Career Application 

I. INTRODUCTION  

This career application system is done with specially 
developed software for providing more fruitful advising system 
on career development by considering interests, capacities, 
personalities, abilities and values that are developed in order to 
help people while they are discovering the right track and 
making decisions on their career development in this paper.   

Distance education [1-2] is not a new concept and 
"Distance education", which eliminates the obligation of the 
instructor and the student to be in the same place; it is an 
education system, it is an alternative system to today's formal 
education system and its success rate increases day by day with 
the developing technology. Although a definite starting date 
cannot be determined but the use of distance education 
applications in an organizational structure is encountered in the 
19th century.  

In recent years, information and educational technology in 
distance education [3-5] have developed, while more 
information has been produced than in the past. These 
developments in distance educatrion changed the lifestyles of 
people, their needs and thoughts in obtaining information. As a 
result of the changes that occur in parallel with the 
development of educational technology in distance education, 
the most educational institutions is affected from globalization. 
Technological tools [6-7], which are always with individuals, 
increase the importance of the use of e-learning tools [7-10] for 
institutions and individuals to have an effective and productive 
structure in their career development. Thus, developing 
educational technology, reaching the information from the 

reliable sources and stating the references of the sources 
correctly can be considered as an important element in the 
development of societies [11].  For this reason, internet and 
computer are the most of the important communication tools 
which help people in reaching the scientific information on the 
right time. 

The online education [12-14] system is a very important 
education system in order to prevent formal education that 
cannot be processed fluently, especially as a result of the 
measures taken against global problems. Thanks to online 
education, students can continue their education without 
delaying their courses for lost opportunity in face-to-face 
learning [15-17] and time and can repeat the topics covered on 
the system. In this regard, online education are conducted in 2 
ways; asynchronous and synchronous [18-19]. Although 
distance education is called asynchronous education, but 
universities have unique learning management system (LMS) 
that can reflect their own characteristics and meet the 
requirements of the distance education applications [20] in 
today's world, adapt rapidly to technological innovations will 
arise in the medium and will provides synchronous education 
opportunities integrated into this system for a long term. Thus, 
this system as educational programmings [21-22] provide an 
interactive communication between instructors and students. 
Thanks to such educational programmings, it will be a 
important tools [23-24] that help students especially their 
career development skills. 

Discovering the existence of new science, gaining new 
facts, and using that information in the right place and on the 
right time lead to new job areas (career development skills) for 
people in the world. It can be seen that most of the people from 
different profession needs to update themselves and their 
knowledge each passing day. Providing counselling services to 
the people who are in the working life actively will help them 
to address the need of the people around us and this will raise 
their activities in their profession. However in recent days, it 
can be seen that lack of counselling advisors cause the 
problems in the processing of the duties. For this reason, 
applying the use of “distance web-based advising career 
application” has a huge importance. This application is dealing 
with management of synchronous, asynchrony [19] and the 
mix of them when supervisor and client conducting the 
consulting service at the same time (synchronous), when the 
advisor and client learn and use the counselling material 
separately (asynchrony) and hence the application system as 
learning management system [25-29] that use both of them 
together is called as mixing. e-Visual Career Application          
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(e-VCA) System is a kind of distance web based for handling 
most of the career consulting activities as it can be done with 
face-to-face education. It is possible to have audio-visual 
communication with thorough independent career development 
advising career application system is also look like a face- to-
face environment. Client may follow the notes of the 
counselling weekly, personal information forms, tests, 
measurements, inventory, technics and weekly research 
activities through this career application system, they may 
interact with their supervisors and they may communicate in 
login sessions. The scope of this career application system is to 
gather requirements, analyze, design, and develop the e-Visual 
Career Application website. The objective of this engagement 
creates e-Visual Career Application (e- VCA) for supervisors 
and clients that will achieve the following goal:   

 Supervisors will be able to do registration of the 
career application system by using on the internet.  

 Clients will be able to attend lively meeting arranged 
before.  

 A client registered in the system application will be 
able to access the counseling materials easily from 
their portal through this career application system.  

 All the questions are raised by the client will be able 
to produce chain of discussion have a change to 
discuss with his/her supervisor through the career 
application system.  

 Clients will get chance to ask for an extra meeting 
from their supervisors.  

 This career application system consists 5 sessions and 
each session is 45-50 minutes in a week.  

 Client will be able to do the personal information 
form, tests, measurements, inventories, techniques 
and weekly searching tasks on the career application 
system.  

 The attendance of clients will be able to be followed 
by the advisors with the help of career application 
system. The supervisor will be able to arrange an 
extra meeting hourly and will be able to send the 
counseling materials on the web.  

 This application system will be the center of most of 
the developmental areas related to teaching and 
learning with the raising application areas, with the 
harmony of the learning strategy, without any 
problem related to place and timeframe and with the 
flexible learning methods.  

 With the scope of the career application system, the 
content of the counseling is prepared for five week 
and all the counseling materials will be opened for 
supervisor during the year.   

1.1 Executive Summary  

Implementing the system application is using common 
internet technologies with PHP and Mysql as the backbone, 
provides staff with a tool to easily communicate, distribute 

information and facilitates collaboration across the entire 
organization.   

1.1.1 Technologies Used  

This career application system is a kind of web application 
and is developed as;   

1. Database Design (MySql)  

2. Coding (PHP)   

1.1.2 Browser Compatibility Statement  

We request you to use the career application system in the 
latest version of browsers and are available from the market. 
Because the older versions may not support and some design 
part of the career application system needs manual update or 
automatic update to keep up to date of web browser.   

1.1.3 Software Interface  

The purpose of this section is to define all online screens 
that are part of the career application system and their 
interdependencies and to provide details on the functionality of 
the screen based on a user’s actions.   

 1. Web Server: .NET Framework, Web Browser. 

 2. Database Server : MySQL 

1.1.4 Security of System 

     PHP (coding) is a fast and easy-to-learn language, for this 
reason, we can cause software-related security vulnerabilities. 
The proposed system data is protected with password-based 
logins by SSH key, or secure shell that is an encrypted protocol 
used to administer and communicate with servers. SSH Key is 
any kind of authentication, including password authentication 
and it is completely encrypted. Thus, SSH keys 
use encryption to provide a secure way of logging into your 
server and are recommended for all users. For SSH key 
authentication is showed in Figure 1. There is a important point 
for user must place your public SSH key on the server in its 
proper directory. 

 
Fig. 1: Security of System by using SSH Key 

According to SSH keys Authentication; a private and public 
key pair are created for the purpose of authentication. When 
password-based logins are allowed, malicious users can 
repeatedly attempt to access a server, especially if it has a 
public-facing IP address. 
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II. THE APPLICATION SYSTEM 

     In a distance education process, there are many Learning 
Management System  (LMS) applications provide learning 
content presentation in a web based learning as web server 
software (MySQL, Apache, Oracle e.g.) for performing 
learning content that can be used in many different phases as 
career application systems. The significant time required to 
develop scales has also been a consistent finding in studies 
involving distance education in career and technical education 
career application system. For this reason, e -Visual Career 
Application (e-VCA) System is a kind of distance web based 
for handling most of the career consulting activities. In Figure 
2 shows that the details regarding the e-Visual Career 
Application (e-VCA), scales (files) and web server software 
are used in a career application system. 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2: e-Visual Career Application (e-VCA) and Web Server Software  
 

     The career application system is designed and represented 
the general scope with a contextual boundary of e-VCA 
System. It describes the main objective of the system and its 
entities involved functionality. This career application system 
is designed totally five steps to show how it is easy to start 
using its organization functionality such as; Login, the page of 
Home, Archives and Scales, Clients’ Information and 
Sessions. 

2.1 Login 

     The first stage function is designed the page of login that is 
expected to play an important role in the conducting of online 
career counseling. The purpose of the login page is first 
required to register by from clients on the online website. This 
page also has access of the system that is secured by the 
login/password mechanism (by using private e-mail address) 
for the login id is created an account from the clients at the 
time of registration and provided it from their supervisors. 
Figure 3 shows that the details regarding the page of login in a 
career application system. 
 
2.2 The Page of Home 

     The second stage function is designed about view of 
registration information. The purpose of the home page has 

demonstrated views of total approved and unapproved clients 
are available. It has included how many total/active topics as 
personal information form, tests, scales, inventories, and 
research techniques weekly that are presented. In Figure 4 
shows that the details regarding the page of home in career 
application system. 
  

 
 
Fig. 3: The page of Login 
 

 
Fig. 4: The page of Home 

     Next one is about the lists of approved clients; it has been 
viewed with their information and supervisors can manage the 
client’s information such as their control by hitting of remove 
link, the listing their information that are showed. Secondly, 
this part has two important roles as print option; it is about 
print out of summary for active and inactive documents. And 
next one is about chart; it also has option to download and 
view in various formats about clients’ information. The detail 
regarding the page of Home is given in Figure 4. 

Supervisor 
Client 

Server Scales 
Archives 

e-VCA 
System 
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2.3 Archives and Scales  

     The third one is designed the page of Achives and Scales; it 
has all privileges to edit/delete all the files /directories created 
by supervisor who uploads topics (personal information form, 
tests, scales, inventories, and research techniques) and clients 
can view all the files uploaded by supervisor according to their 
sessions. The detail regarding the page of Archives and Scales 
is given in Figure 5. Supervisor can manage all of information 
as sending new tests, scales, inventories and new sources for 
special member clients. They also can search any member of 
client and take information about searched the member client. 

 

Fig. 5: The page of Archives and Sclaes 

2.4 Client’s Information  

     The fourth stage is designed for the page of Client info; it 
allows view of clients’ situation (personality information, 
address, attending session and other information). It has two 
important roles as adding clients and editing clients.  

2.4.1 Adding Clients   

     To add a client, go to the clients tab and fill in the form and 
click the add client button at the bottom of the page. Newly-
added clients are automatically given active status, allowing 
them to sign-in to e-Visual Career Application immediately. 
However, newly-added clients must be told how to access e-
Visual Career Application System that sent info feature to 
approved e- mail by using the activation with client 
information as username, password, and URL to sign-in.  

2.4.2 Editing Clients  

     To edit a single client, click on his/her row, update their 
information, and click on the save changes button at the bottom 
of the page. To edit alter multiple clients at once by clicking on 
the checkbox next to their name (or select all by clicking on the 
checkbox in the header) in combination with the button at the 
bottom of the page. 

Moreover, it gives change to supervisor can manage to 
keep certain clients from signing- in to e-Visual Career 
Application sets their account status as active or inactive.  The 
detail regarding the page of Search is given in Figure 6.  

 
Fig. 6: The page of Search 

2.5 Session  

The last one is designed for the page of Session. Career 
Counselling consult with scales determined by the consultant 
to implement the system for the distance career education of 
the necessary personal information, forums, testing, inventory, 
and make appointment online interviews with five sessions and 
each session is determined as 45-50 minutes. In this context, e-
Visual Career Application system offers online consultations 
that are relevant to the topic, inventory, scales (Holland or 
MBS), activities and the session on the techniques during last 
for five weeks. These sessions are as follows;  

1. Session: Configuration and discovery.  

2. Session: Scale and tests, and provide information about 
the application.  

3. Session: Transmission of test results, and review of the 
advisory tasks.  

4. Session: Duties discussion, brainstorming, information, 
research, and deal with the action plan.  

5. Session: progress review, and if necessary to determine 
new goals. 

At the same time, the client requests extra appointments to 
take any time from their supervisor by means of e-Visual 
Career Application system, session on the topic which is 
applicable to the person receiving vocational career education, 
carried out sharing inventories with supervisor electronically. 
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Fig. 10: The diagram model of the proposed system

 

 
Fig. 7: The page of Session 

 

 

This application system is applied on a blind student’s İnci 
GENÇ at Eastern Mediterranean University in TRNC. She got 
the necessary personal information, forums, testing; inventory 
on the application system by using record voice, and make 
appointment online interviews with five sessions and each 
session was as 45-50 minutes with his supervisor. She got a 
great achievement at the end of five sessions. The detail 
regarding the page of Session is given in Figure 7. 

This application system is ready to apply on close to 
graduate students (this semester) at Istanbul Gelisim  
University in Turkey for improving their career skills.  

III. THE MODEL APPLICATION SYSTEM 

      The model of career application system is designed with 
supervisor, client and functional activities are described.  In 
Figure 8 represents what are the bounders and scope of e-
Visual Career Application system. It describes the main 
objective of the system and is entities involved. Moreover, the 
diagram represents the general scope with a contextual 
boundary of e-Visual Career Application (e-VCA) system 
describes the main objective of the system and its entities 
involved. All details regarding the context diagram of proposed 
system is given in Figure 9.  

This career application system is done with specially 
developed software for providing more fruitful advising system 
on career development by considering interests, capacities, 
personalities, abilities and values that are developed in order to 

- Objects: T ()

List

<<create>> +List () : List 
+search (...) : T 
+add (...) : bool 
+delete (...) : bool 
+update (...) : bool 
+edit (…) : bool 

- session_id : int 
- type : string 
- total : int 
- mark : bool 

Session 

<<create>> + Session ():Session 
+ setSession: (...): bool 
+ getSession: (...): string 

- first_name : string 
- last_name : string 
- client_id : int 

Client 

<<create>> +Client () : Client 
+ setClient (...): void 
+ getClient (...): string 

- Client_id : int  
- paper_id : int 
- session_id : int 
- total : int 
- mark : bool 

Reports 

<<create>> + Reports ():Reports 
+ setReports: (...): void 
+ getReports: (...) : string 
+ setTotal: (…) : void 

- session_id : int 
- type : string 
- total : int 
- mark : bool 

Activities 

<<create>> + Activies () : Activies 
+ setActivies (...) : bool 
+ getActivies (...) : string 

- user_name : string 
- password : string 
- usertype : char 

Login

+ setLogin (...) : bool 
+ getLogin(...) : string 
+ Login (...) : bool 
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help people for improving career skills in their future life and is 
figured out the overall system with its entities. 

     The model of e-Visual Career Application used sequence 
diagram generally and figure out the overall system. This 
model of diagram are interactions between a system’s clients-
system and supervisor-system with among objects in the 
system when relations occur with whole application system in 
Figure 10.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8: The Model of e-Visual Career Application (e-VCA) System  
 

 
 
 
 
 
 
 

 

 
 
 
 
 
Fig. 9: The context diagram of e-Visual Career Application System 
 

IV. CONCLUSION  

     This paper proposes the e-visual career application system 
is designed for clients in helping to take professional career 
counseling efficiently and will help clients in the process of 
discovering and making decisions to their interests, abilities, 
personalities, skills and values. The designed career application 
system is included many features that improves pedagogical 
scales, inventory and many needed tools for of the academic 
disciplines, developing career in distance education programs 
utilize technology to a high degree. In addition, we can say that 

it is a system which is very useful and using time period for the 
specialists in terms of their distance, for the use of disabled 
people and new graduated students to improve their career 
skills in future life. 

     In the future, this study will need to be  conducted to 
determine the most effective ways to utilize distance education 
in the delivery of professional career counselling. 
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Abstract—A study is carried out to evaluate world’s top 10 
Airline websites using automated web accessibility assessment 
tools and verify the conformance of results using manual 
evaluation. Collected data is normalized and standardized using 
statistical methods. Analyzed data is plotted in X-Y scatter plots 
to identify patterns. Results depict that a few websites have only 
shown better performance compared to others. Comparison of 
evaluation results shows a variation of test criteria implemented 
by different tools. Airline websites need better implementation 
of accessibility standards for digital inclusion of wider customer 
base. Accessibility evaluation standardization in available tools 
will help developers and designers to fix accessibility issues more 
effectively.  

Keywords—Accessibility, travel industry, airlines Accessibility 

I. INTRODUCTION  

Web accessibility means that people with disabilities 
can perceive, understand, navigate, interact with and 
contribute to the Web regardless of age or ability [1]. The 
fundamental concept of Web is based on inclusive access and 
reach of information. Ensuring accessibility online for all 
sections of users including people with disabilities is therefore 
a great concern. Legally and ethically, all businesses must 
ensure that all interfaces available for public must be 
accessible to disabled individuals. Failing to provide 
accessible user interfaces raise serious legal liability issues.  

Compliance is more desirable for businesses like 
AirTravel websites where a rapid growth of ~50% in 
passenger number is recorded during last decade and it is 
projected to be doubled again in next 20 years.  According to 
an agency for statistical data analysis of aviation data AIOC, 
20% of 4.54 billion passengers are either elderly or disabled. 
That suggest 1 of every 5 customer has special needs to 
operate website and other online resources. This assistance is 
provided by following accessibility guidelines for web 
content.  

Web Accessibility evaluation is conducted by 
making these accessibility guidelines as the basis. It is a 
procedure to verify the conformance of a website with the 
guidelines set by the standards organizations. Several 
accessibility guidelines have been developed and used to 
implement and enforce accessibility. Most widely used among 
those are Web Content Accessibility Guidelines (WCAG). 
WCAG 2.1 are the latest web accessibility standards for 
website accessibility. Various research conducted in public 

websites indicate that many websites are still not accessible to 
people with disabilities. 

To develop long lasting relationships with the 
customers, the companies should try to follow strategies 
which make the customers engaged with the. Considering a 
large number of website users need special attentions for 
accessibility of website content, it is imperative to be 
compliant. To check Web Accessibility compliance, 
evaluation can be performed either using automated 
evaluation tools or manually by different group of people 
having some form of disability. Their assessment is 
subjective because different users have different opinions 
about the same issue. It is also worthwhile to note that, a 
failure to perform a task is not always an accessibility 
problem.  

User testing is constrained and not scalable due to 
the availability of experienced users with disability. Web 
designers, developers and quality engineers are therefore 
trained as specialized accessibility experts, to perform 
manual or automatic evaluations. For manual evaluation, 
accessibility expert tries to manually inspects Web pages to 
find out problems which would be significant issues for users 
with disabilities. In this way, manual testing complements 
actual user testing, but the process is very cumbersome and 
time consuming. In addition, the expert might have potential 
bias while evaluating the accessibility quality of a Web page. 
To resolve this problem, software tools are developed to 
automatize evaluation to verifies conformance with 
guidelines. Software usually minimizes the need for human 
intervention. Moreover, automatic testing is scalable and 
objective. However, automatic evaluation has its own 
limitations due to programmatic limitations and subjective 
nature of guidelines. Automatic evaluation may not cover the 
same depth as manual evaluation, nor can it be as complete. 
Due to these limitations, we have used manual as well as 
automated evaluations for this study.  

Present research focuses on Web accessibility 
evaluation of major global airlines’ website. It is an attempt to 
access the level of compliance of top 10 global airlines from 
web accessibility standpoint. Automated evaluation using 4 
majorly used web accessibility tools is done for the study. 
Also, we have done manual validation on subset of success 
criteria as accessibility analysis could not be completed 
without manual interventions.  Statistical analysis of 
observations is done by normalizing the results to eliminate 
structural and configurational differences. Results are plotted 
on appropriate scale to identify patterns.   
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II. LITRETURE SURVEY 

 There are numbers of case study and evaluation 
conducted on measure of accessibility compliance on airline 
websites across the world. Our literature study was focused 
mainly on airline websites however not limited to that. 

 An evaluation was done on Airlines Websites of 
India [2], by Gaurav Agrawal , where it has been explained 
how Indian Airline’s websites are good in Accessibility and 
Usability. A case study [3] by Saleh Alwahaishi; states web 
accessibility compliance of Arabian Gulf Airlines websites. A 
conference paper [4] by Ishaq  states about web accessibility 
analytical study conducted on Nigerian Airlines Websites and 
this analysis was done based on WCAG 2.0. A case study [5] 
completed by Abid Ismail and K S Kuppusamy states that how 
important Accessibility is what steps need to be taken to make 
websites more accessible. 

 Namkung, Shin and Yang (2007) [13] has stated that 
the iinternet is a fast-growing advertising mechanism for 
hospitality industry. According to the study by O’Connor and 
Frew (2004) [14] and Toms and Taves (2004) [17] , websites 
can benefit guests as this medium provide a direct 
communication with suppliers and help users to search and 
purchase products and services without any geographical or 
time constraints. Users are enabled to customize their own 
combination of products and services using web interfaces 
[18]. On the other hand, web platform enables suppliers, such 
as airlines and hotels, to better understand customer behavior 
and needs and can enjoy the benefits of lower distribution 
costs, a direct communication with less competition resulting 
to higher revenues (O’Connor, 2004 [15]; Wilson & Abel, 
2002) [16].  

 To access these E-services, people with disabilities 
use computers with specialized software commonly called 
assistive technologies. Screen readers are the most popular 
type of assistive technology for users with visual impairments 
[6]. Those with hearing impairments, cognitive disabilities 
and motor skill impairments may require other technologies, 
such as voice browsers, special joysticks or trackballs. 

Ggenerally used guideline for evaluating web 
accessibility involves assessment using WCAG 2.1 
guidelines. These guidelines and success criteria are organized 
around four principles to allow access and use of Web content 
[7]:  
 

• Perceivable – Website’s user interface and all 
information in that website must be presentable to 
all type of user so that they can aware of all thing 
listed there.  

• Operable – Websites should be operable for all type 
of users using their own way of operation.  

• Understandable – All information should be 
understandable to all users. 

• Robust – Content of website should be accessible 
even technology gets enhanced. 

 Automated accessibility evaluation tools are used to 
check whether or not the Web pages follow the WCAG 2.1 
guidelines. The most popular automatic tools include 
Achecker and WAVE toolbar. Google has developed a 
complete framework called lighthouse using a popular 
automated accessibility tool AXE and integrated in most 

popular web browser Chrome. Tennon.io is another 
accessibility analysis tool that is gaining popularity in 
automated evaluation of accessibility of web applications. 
These tools differ in their criteria from efficiency to 
conformance levels (A, AA and AAA). In WCAG, the success 
criteria for level A are easy to meet and do not affect the 
website design or structure. On the other hand, levels AA and 
AAA are more strict and require more work [8]. 

 According to AkgUL and Vatansever [9], human 
judgment is needed to provide an accurate evaluation of Web 
accessibility. Automatic tool evaluations, for example, cannot 
give a full picture of the interaction between Web contents and 
assistive technology; they cannot detect all violations and can 
therefore result in false positives and false negatives [10]. 

 

III. Data Analysis 

A. Data collection 

 We have analyzed data for 10 most used 
international Airlines websites. Four most used accessibility 
evaluation tools are used to collect data for automated 
evaluation.  

Data collected using AChecker, WAVE, Lighthouse 
and tennon.io for chosen 10 websites is used to overcome any 
drawbacks of a single tool use. We used AChecker [11] to 
automatically evaluate the home page of selected Airline 
websites. The tool classifies the recognized problems into the 
following: known problems (these are certain accessibility 
barriers), likely problems (these are probably accessibility 
barriers), and potential problems (these need a human 
decision). In order to reduce complexity and provide accuracy, 
we have only considered the known problems detected for 
WCAG 2.0 with a level.  

 The second tool used in our evaluation is WAVE 
[12]. WAVE is utilized to find the errors responsible for 
failing WCAG2.0 guidelines. WAVE also provides ARIA 
elements, Structural elements and Content issues present on 
the webpage. For this study only errors are taken into count. 

 Lighthouse is another popular tool being used to 
evaluate multiple usability features including accessibility. 
Using WCAG2.0 standards for AA compliance, considered 10 
airline website pages are evaluated with the help of 
Lighthouse. We have taken the level in percentage provided 
by Lighthouse as a major of compliance for website. As all 
other automation tools are used to take error count in 
consideration, we have transformed the compliance 
percentage into error percentage by reducing it from 100. This 
way we have considered non-compliance factor from 
Lighthouse data.  

 Tenon.io is another tool which gave number of 
failures for each website, that is taken into consideration. As 
described in many studies in the field of Accessibility 
evaluations, automation tools are limited in their ability of 
evaluation, therefore we have considered manual evaluation 
of carefully selected set of criteria to access compliance of 
these websites. Manual evaluation of all 10 websites is done 
and error score is quantified to consider along with the 
numbers obtained using automation tools. These 10 airline 
websites are American Airlines (AA), United Airlines (UA), 
Lufthansa, British Airways (BA), Emirates, Qantas, Cathay 
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Pacific (CP), KLM Royal Dutch (KLM), Delta and Virgin 
Atlantic Airlines (VAA).  

B. Statistical analysis 

 The range and format of data collected using 
automation tools and manual testing was not aligned and 
therefore analysis based on that data was not possible. So, we 
have used normalization methods to normalize the data for all 
tools. Min-Max normalization and z-score based (using mean 
and standard deviation) standardization is used to align the 
data on same scale.  

  To normalize the data at a scale of 0 to 1, min value 
(Xmin) and max value (Xmax) is calculated for each series of 
data. Series is normalized using below formula (1) applied to 
each value: ܺ݊݁ݓ ൌ ି௫ି  (1) 

For getting z-score, mean and standard-deviation for each 
series of data is calculated using below formulas. μ ൌ 1/N∑xi   (2) 

 
For standard-deviation: 
ߪ  ൌ ටଵே∑ ሺݔ െ ሻଶேୀݔ̅                    (3) 

 

z-score for standardization is obtained using formula 

 
z = (x – μ) / σ                                  (4) 
 

Calculation for above normalization and 
standardization is done using python scripts. That will help in 
reusing the method and programs for further analysis of larger 
datasets.  

Table 1: min-max normalized data for all methods 

Normalized datasets are presented in table above. 
Table (1) shows the data for min-max normalization while 
Table (2) depicts the normalized data using mean and standard 
deviation. 
 

Table 2: z-score data for all methods 

 

 
Fig. 1: Min-max Normalized plot of values for airline score 

 
Collected data is plotted in X-Y scatter plot to 

visualize the pattern for easy identification. Data plots are 
shown in Fig (1) and Fig(2) for Table(1) and Table(2) 
respectively.  
 

 
Fig. 2: z-score values plot of values for airline score 
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Airline 
Analysis data 

Lightho
use Wave AChecker Tenon.io Manual 

AA 0.000 0.063 0.044 0.138 0.286 

United 1.024 0.370 0.293 0.377 0.857 

Lufthansa 0.714 0.375 0.350 0.304 0.571 

BA 0.381 0.208 0.012 0.524 0.571 

Emirates 0.381 1.000 1.000 0.486 0.571 

Qantas 0.667 0.508 0.401 1.000 0.571 
Cathay 
Pacific 0.857 0.213 0.560 0.759 1.000 

KLM 0.190 0.699 0.006 0.945 0.143 

Delta 0.095 0.000 0.000 0.033 0.000 

VAA 0.167 0.051 0.018 0.000 0.143 

Airline 
Analysis data 

Lighthouse Wave AChecker Tenon.io Manual 

AA -0.345 0.183 0.120 -0.426 -0.224 

United 2.603 1.151 0.879 0.242 1.543 

Lufthansa 1.712 1.169 1.055 0.037 0.660 

BA 0.752 0.639 0.023 0.653 0.660 

Emirates 0.752 3.140 3.040 0.547 0.660 

Qantas 1.575 1.589 1.210 1.986 0.660 
Cathay 
Pacific 2.123 0.658 1.697 1.311 1.985 

KLM 0.272 2.191 0.003 1.831 -0.666 

Delta -0.070 
-
0.016 -0.014 -0.720 -1.108 

VAA 0.135 0.147 0.042 -0.813 -0.666 
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Also, we have manually analyzed homepage of all listed 
websites. The criteria’s of WCAG2.1 guideline failing most 
and number of sites in which those were observed are 
presented in Table (3).  
 

Table 3: WCAG2.0 guideline violation observed 

IV. RESULTS 

A. Results analysis 

Nnormalized data from all methods is plotted for all 
10 websites using x-y scatter plot. As shown in figure 1 and 
figure 2. From the plots it is evident that the websites which 
has shown less errors using ACheker and WAVE, had 
performed well with other tools as well as in manual 
evaluation. That is in accordance with the studies conducted 
to evaluate associability results using various automation 
tools.   

Analysis of data depicts that American Airlines, 
Delta and Virgin-Atlantic airways has performed well in all 
evaluations. Delta website had no error found with WAVE as 
well as AChecker while Virgin-Atlantic was having only 3 
errors in WAVE and 7 errors in ACheker. Score for 
Lighthouse for these websites was also above 90. Lighthouse 
is giving more count (200+) for all websites, but comparing 
the error count with other websites, the score for VAA and 
Delta is best.    

American Airline (AA) has performed best in 
Lighthouse evaluation with a score of 99.  Error score is very 
less for AA in AChecker and WAVE evaluation tools as well. 
Tenon has reported slightly higher errors in AA and manual 
evaluation is also supporting analysis of Tenon with slightly 
degraded results compared to Delta and VAA.  

BA had excellent score with ACheker but all other 
tools as well as manual evaluation pushed it lower in 
accessibility score and higher in error count. Similarly, for 
KLM, AChecker performance was very good with 1 error 
only while WAVE has highlighted lot of Color contrast issues 

in KLM homepage, which were found valid in manual 
evaluation.    

Other candidates, Emirates, Qantas, Lufthansa and 
United Airlines were average with all tools and manual 
evaluation. However, Cathy pacific is having lot of 
accessibility issues and need more work to be compliant to 
WCAG2.0 AA levels.  

Visual representation of normalized data shows 
performance of websites with used methods. Delta has 
emerged as best performer with all methods closely followed 
by VAA and American Airlines. British airways have also 
performed well in most of the scenarios. 

  The standardized data with z-score shows a major of 
deviation from mean in terms of standard-deviation i.e. how 
values are differentiated from mean value in units of standard 
deviation of series. The plot of z-scores shows a larger range 
of deviation for Airlines plotted in the middle from number 2 
to 8. While plots for 1, 9 and 10 values are in smaller range 
and coincide with each other in plot. The variation of plot 
depicts the difference of measures in various evaluation 
methods. An important result from this study is that for more 
compliant websites, variation between plots is very less while 
less compliant websites show a larger variation in values.  

B. Conclusion 

From the study it is found that among top 10 websites 
of airline industry, no website has completely passed 
compliance criteria of WCAG 2.0. Delta Airline has 
implemented best majors and ranked on top for Accessibility 
compliance followed by VAA and AA websites.  Cathy 
Pacific need more majors to be taken for improvement of 
accessibility.  

ACheker and WAVE are providing more accurate 
and quick issue identification in automated accessibility 
evaluation. Results shown by WAVE and AChecker are also 
supported and verified using manual evaluation. 

For highly compliant websites, all evaluation tools 
are providing similar results, while variation in results is found 
more for less compliant websites. That shows the 
programmatic variation and lack of standardization in 
evaluation tools. 

C. Future work 

Detailed study of websites covering internal pages 
and flows is planned. We will cover more websites from the 
domain and use statistical analysis tools to evaluate 
accessibility evaluation tools as well as Airline industry 
websites. 
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Abstract—Now a days, air pollution is one of the world single 
biggest environmental risk factors. It is the second leading cause 
of non- communicable diseases, such as stroke, cancer, and 
heart disease. In this paper we are presenting an innovative IOT 
based portable unit for a person while staying outside home. The 
unit provides fresh air for breathing, relief for sun stroke and 
remote monitoring. Firstly the unit senses air pollution level and 
provides pollution free air to breath in a highly polluted area. It 
also senses environmental temperature and humidity. When the 
air discomfort level which is an index derived from temperature 
and humidity, goes high it generates alarm. This will help a 
person to take necessary preventive action and protect him from 
health hazard like sun stroke. Heartbeat of that person is also 
sensed by a heartbeat sensor. Then environmental as well as the 
personal health data is transmitted through a Wi-Fi module to 
a useful destination where automatic monitoring and necessary 
actions are initiated. The proposed unit will find huge 
application in coming days and give relief to people to a great 
extent. 
 
Keywords—Remote monitoring; Sensors; Wi-Fi module; non-
communicable diseases; Discomfort index 
 

I. INTRODUCTION 

Air Pollution is a very difficult issue to deal with. The sources 
are chemical, fertilizer, power plants, automobiles, domestic 
heating and cooking, natural resources like natural dust, 
volcanoes and sea salts etc. The pollution level is increasing 
day by day. Air pollution level has crossed the maximum 
permissible limit and is threatening the existence of human. 
Approximately, 1.1 billion people across the world breathe 
unhealthy air. It is responsible for 7 million deaths every year 
globally. The conventional consumption of fossil fuel has to 
be eliminated in future to reduce the pollution. Actually lot of 
research is going on renewable energy sector which is green 
in nature. Fig1 , taken from Google shows different 
pollutions. 

 
Fig. 1. Protection technique from air pollution 

Different technologies are being invented to cope up with this 
problem. Many papers are available as given in the references 
list [1] to [10]. In [1] authors presented automatic air 
purification and adjusting device. The device provides fresh 
air. In [5] authors introduced a system that controls and detect 
air pollution in vehicles. The synchronization and execution 
of the entire system is monitored by a microcontroller. In [6] 
authors proposed an IOT based low cost pollution control and 
air quality monitoring system by using Raspberry pi. The 
system collects data from the sensors, stores the collected 
data in MySQL database and evaluates by using ThingSpeak 
open IOT platform. In [9]  authors introduced an IOT based 
smart device to measure the temperature, humidity, carbon 
monoxide, LPG, particulate matter like PM2.5,PM10 in the 
atmosphere and monitor the measured data through android 
applications. So these papers are mainly on air quality 
controlling and monitoring systems. In our paper, we have 
designed innovative, useful, low-cost, efficient air 
purification and monitoring system housed in a portable unit. 
The unit senses environmental parameters like air pollution 
level, temperature and humidity. Additionally it is also 
provided with a human pulse measuring unit. Pollution level, 
discomfort level and pulse rate are shown in LCD display. 
When the pollution level is greater than the permissible limit, 
an air purifier is automatically turned on and provides 
pollution free air to breath. Nasal mask is used to inhale the 
fresh air. The unit also gives alarm to the person when the 
discomfort level goes high so that the person can take 
necessary action to protect him. Then environmental and 
health information of that person are sent by Wi-Fi based 
transmitter to a useful destination where automatic 
monitoring and preventive actions are taken.  
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II. METHODOLOGY 
 
Referring to the fig.2. the pollution sensors are mounted on a 
bag. The sensed value is processed through a microcontroller. 
When the level is above danger limit, it operates an 
electrostatic purifier that emits millions of negative ions into 
the air forcing dangerous pollutants, allergens, pet dander or 
odor out of the sphere of clean breathable air. The purified air 
is tapped through air pipe to the mask. Heartbeat of that 
person is also sensed by heartbeat sensor. Environmental 
personal health data is transmitted through Wi-Fi module to 
cloud. IOT based system monitors and controls from a remote 
place. 

 
Fig. 2. Block diagram of the hardware 

 
III.DIFFERENT SENSORS AND COMPONENTSUSED 

 
Figures 3 to 6 showing different sensors are taken from 
Google. 
 
A. Temperature and Humidity Sensor 
This sensor senses both moisture and air temperature. Here a 
basic low-cost digital sensor named DHT11 is used to sense 
the temperature and humidity of the air. 

 
Fig .3. Temperature and Humidity sensor 

 
B. Nasal Mask 
   Nasal mask has been made, as shown in figure for inhaling 
pure air generated by the air purifier unit. 
 

 

Fig. 4. Mask 
 

C. Air Purifier 

Fig.5.shows the Air Tamer A310, rechargeable 
personal or travel air purifier. It emits millions of 
negative ions and push atomic sized pollutants like 
viruses, pollen, smoke, molds and dust away from 
breathing zone. The Air Tamer electrostatic 
purification radiates a 3-foot orbit of safer air in any 
direction and creating sphere of protection against 
harmful pollutants. It has also a break-away connector 
for extra safety and a conductive lanyard which is 
adjustable. We can simply wear it around our neck and 
have a sphere of breathable clear. Its energy efficient 
technology provides 150+ hours of run time on one 
charge. In our proposed unit when pollution level is 
greater than threshold, this air purifier is automatically 
turned on and the green “on” indicator light starts 
blinking to indicate that the Air Tamer is cleaning the 
air. 

 

 

 

Fig. 5. Air Tamer 
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D. ESP8266 module 
The ESP8266 is Wi-Fi module with integrated TCP/IP 
protocol stack that can give access with any microcontroller 
to Wi-Fi network. In this unit ESP8266 is used to transmit the 
environmental and health information of a person who is out 
of home to the cloud by using Thingspeak platform. In this 
way one can monitor somebody moving outside from a 
remote place.  
It is very much useful to monitor elderly as well as weak 
persons on road. 
 

 
Fig. 6. ESP8266 module 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
IV. FLOW CHART 
 

 
 
 

Fig.7. Flow chart 
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V. RESULTS 

 

 

Fig.8. Experimental Graph 

Figure 8 is a graphical presentation of change in 
pollution level after the activation of the air purifier. 

Discomfort index DI=T−0.55× (1−0.01H) × (T−14.5), 
where T is the ambient temperature in centigrade and 
H is humidity in percent. 

A comparison between the theoretical and experimental 
values of discomfort index is shown in Table1. We have 
calculated discomfort index by using this formula. When 
discomfort index value is greater than limiting value, alarm is 
generated. 
The results of the experimental setup with the theoretical 
calculated values the shown in the following table.                               
 
TABLE 1: Discomfort Index 

 
 

  IV. CONCLUSION 

It is a fact that air quality affects human health. Air-pollution 
causes many diseases like asthma, stroke, cardiovascular 
damage, respiratory problem etc. In this paper we have 
designed a unit for the betterment of mankind. The unit has 
three parts. IOT technology enhances the importance of the 
unit and makes it different from other existing solutions. The 
system can be implemented at a very nominal investment. 
The unit is portable and everyone can carry it in his bag. Day 
is coming when this unit will be used as an essential unit for 
everyone to live. The unit will work in area having Wi-Fi or 
mobile network connectivity. 
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Abstract— The article describes possible solutions to 
improve the adaptability of digital outdoor advertising. A 
mathematical model for placing smart advertisements has been 
built and an algorithm for finding an effective schedule for 
displaying advertisements has been proposed. Evaluations of 
the effectiveness of a set of commercials placed in accordance 
with the proposed approach are given as a model check. The 
proposed model can be used to control a distributed outdoor 
advertising system using IoT technology. 
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I. INTRODUCTION  

A carefully thought-out advertising campaign that stands 
out from the product can make the business more profitable. 
Advertising should be targeted to those customers in whom 
the advertiser is interested. At the same time, “ideal” 
customers will be people who are interested in viewing ads 
and are completely satisfied with its content. These 
requirements can be met by advertising on the Internet, 
which is probably related to the client, since personalization 
uses data about the history of visits to sites, search queries, 
and so on. In this case, an interesting adaptation situation 
appears on the outdoor advertising market. On the one hand, 
outdoor advertising indicators differ from online advertising 
and on the other hand with the development of hyperlocal 
targeting technologies it becomes possible to collect 
information about the audience flow for personalizing 
advertising [1, 2]. 

Advertisements and ways to convey advertising 
information to the user are different. They differ in such 
characteristics as: the cost of placement, the measurability 
of the final result, the conditions for advertising, etc. The 
most popular resource of advertising is the Internet. Online 
advertising uses a wide range of digital opportunities to 
realize the idea of advertising. Unlike traditional advertising, 
which is losing its popularity and effectiveness. However, 
despite the general trend, the volume of outdoor advertising 
(OOH) is growing steadily and attracts the attention of 
advertisers [3, 4]. According to Magna Global statistics [5] 
OOH accounts for 6% of global advertising spending, and 
the global market share has been growing steadily over the 
past five years. In some countries, such as France and 
Russia, it reaches 12% per year. JCDecaux experts are 
confident that many favourable factors contribute to this 
type of advertising. Among them [6]: 

1. People begin to spend more time outside the home 
OOH means wide coverage. The audience 

percentage of this type of advertising varies from 
50% to 90% in some markets. 

2. Outdoor advertising is a part of the urban landscape 
that a person sees every day and which cannot be 
hidden as is happening on the Internet using special 
utilities. 

3. The development of digital technology has given a 
new look at this format of advertising. DOOH 
(Digital OOH) or digital outdoor advertising allows 
you to personalize advertising. Now it has become 
possible to track the movement of digital people's 
accounts in real coordinates using technologies 
based on GPS, Wi-Fi and retina scanners. This 
helps to accurately determine the position of the 
advertising consumer and, accordingly, the 
likelihood of his contact with the advertising 
message. 

A promising direction in DOOH is the use of IoT 
technology because it allows you to get more information 
about advertising consumers. Based on the information 
received you can effectively manage a distributed network 
of the digital advertising panels [7]. 

Digital outdoor advertising makes a significant 
contribution to an optimistic assessment of the prospects of 
this advertising industry. The market share of digital 
advertising is increasing every year and the growth of 
investment in this type of advertising takes the second place 
among all types of advertising in general. 

II. PROBLEM STATEMENT 

There is a problem of quantitative calculation of the 
effectiveness of outdoor advertising. To solve this problem, 
it is proposed to use methods for evaluating advertising 
parameters and terminology, which are actively used in 
online advertising. But the pricing, placement and 
evaluation of the effectiveness of advertising messages on 
the Internet and on the street takes place according to 
different rules. The main criterion for the effectiveness of 
this type of advertising on the Internet is the clickthrough 
rate (CTR) [8]. 

     (1) 

This coefficient allows you to show the number of people 
who accurately noticed the advertisement, as they showed 
interest in the product and clicked on the link. 

To determine the cost of placing an advertising campaign, 
the CPM (Cost-Per-Mille) and CPC / CPA (Cost-Per-Click / 
Cost-Per-Action) parameters are usually used. Accordingly, 
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when setting the budget for the CPM, the advertiser pays the 
number of impressions for the advertisement. In another 
case, the placement can be carried out in accordance with 
the CPC / CPA scheme, and payment takes place for the 
active action that the user performs, for example, a click. 
Placing commercials on digital screens is a cycle of 6 
commercials that replace each other after 6 seconds of 
playback and 1 second of technical delay. Thus, pricing is 
formed only on the basis of the duration of the advertising 
campaign and the geographical location of the advertising 
screen. Assessing the effectiveness of advertising, you need 
to pay attention to the number of potential advertising 
contacts. The assessment of this parameter is based on a 
statistical analysis of the data set on the main flows 
(transport, public transport, pedestrians) of advertising 
consumers located close to each studied advertising object. 

In Russia flows of outdoor advertising consumers are 
estimated using CCTV cameras installed on billboards on 
transport highways. In addition, pedestrian flows can be 
estimated according to cellular telephone operators. 
Generalized characteristics of outdoor advertising 
consumers, such as: flow rate, distribution of people by age 
and gender can be obtained using only open sources [9]. 

Thus, there are several channels for obtaining information 
about consumers of information, which leads to the need to 
create a system that could recommend showing advertising 
regardless of the type and location of the digital 
advertisement [10]. The goal is to create a decision support 
system for displaying advertising messages from a common 
set of advertising campaigns anywhere available for use. It 
is assumed that the effectiveness of adaptive advertising is 
measured by the size of the potential audience that is in the 
field of view of the digital screen. 

Consider the task of determining an effective set of 
commercials for display. Advertising messages will be 
broadcast on the screen of a street monitor located in an 
arbitrary geographical location. Viewed advertising 
messages should be as adaptive (relevant) for people 
viewing them. In this case, the effectiveness of advertising 
will be considered only from the point of view of the most 
significant for the consumer.  

III. MATHEMATICAL MODEL OF THE DIGITAL OUTDOOR 

ADVERTISING CAMPAIGN 

This model will be based on the analysis of statistical 
data that is collected through open sources for hyper-local 
audience targeting and special sensors to measure the 
quantitative characteristics of the flow of people passing 
through the advertising visibility area (100 m). To achieve 
greater efficiency, it is proposed to place advertising 
campaigns without strict reference to geographical location. 
Other words, the advertising message , which is part of 
the general portfolio of commercials A can be displayed at 
any time in any location  based on 
efficiency considerations. 

Firstly consider the model for placing advertising 
messages in one location. Each message has its own set of 
relevance characteristics. This means that to each 
advertising message  there corresponds a set of its 
characteristics , ). Then the advertisement 
portfolio looks like matrix: 

 

Where   – vectors of the 
different dimensions. 

For a more convenient operation of this matrix the 
splitting of the slices of characteristics into "microsections" 
will be used - all possible combinations of slices. This is 
necessary to obtain a new advertisement portfolio matrix B 
with new relevancy ratios for each microsection. 

 

 – the relevance factor j-th to the microsection of the i-th 
advertising message. 
Each location differs from the others not only by location, 
but also by people who pass through them. We introduce the 
vector of the characteristic of the location: 

 

It shows the average number of people from the 
microsections that passed through the location at  time. 
Then the criterion for choosing advertising video at a given 
time  is the functional: 

   (2) 

To compose an effective, from the point of view of technical 
and economic indicators, the advertising schedule, it is 
necessary to minimize the functional  for all time slots, 
taking into account the restrictions on the number of 
impressions of advertisements of each type: 

    (3) 

Where T is the final point of time. 
The solution of this problem will be sequences of pairs of 
numbers  denoting the optimal advertising video at j 
time. This sequence can be represented as a strongly sparse 
matrix. For example, for a certain location i, the matrix will 
look like: 































0100

010

10

0

000000

0000001

0000010

0000100

0001000






  

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

500



The matrix  is called an effective set of commercials on 
the i-th location. 
Natural limitations for the proposed model are: 

1. Minimum Impressions. Since advertisers can set 
requirements for the minimum size of an 
advertising campaign, limiting the minimum 
number of impressions of an advertising campaign 
will be natural. It will look like this: 

    (4) 

2. Deviation factors. When viewing an advertisement 
more than a certain number of times, a person has 
the effect of rejecting the advertised product, which 
negatively affects the perception of the advertised 
brand. 

    (5) 

IV. COMPUTER SIMULATION RESULTS 

The proposed model was used for computer simulation of 
the problem of determining an effective set of commercials 
and a schedule for showing them. Consider the behavior of 
this system by simulating the display of ads on real data. 
The computer simulation was carried out on the basis of 
Microsoft Excel using VBA and Python. The use of this SW 
is due to the fact that they are widely used among 
professionals working in the field of advertising. We’ll 
cover 3 geographic locations near public transport stops 
where we’ll place 5 commercials. Analysis of the flows of 
advertising users in the selected locations was carried out on 
the basis of data from open sources. We will assume that at 
any time the aggregate structure of the flow does not 
change. Data from the Table 1 are showed the following 
audience profile. 

TABLE I.  PROPERTIES OF LOCATIONS BY SECTIONS 

Sections \ # of 
locations 

Location 1 Location 2 Location 3 

Male 65,40% 47,40% 36,50% 

Female 34,60% 52,60% 63,50% 

Young age group 1,24% 4,47% 3,15% 

Middle age group 78,00% 72,38% 82,15% 

Elder age group 20,76% 23,15% 14,70% 

Reach (amount) 5595 10943 1241 

This table shows the characteristics of the flow of users of 
outdoor advertising passing in the specified locations. The 
figure in each cell is percentage of users belonging to a 
group with the corresponding characteristic. For example, 
65,4% of users in location 1 are men. 

The general distribution of people by the clock in the 
locations is presented at Fig. 1. The abscissa shows the 
morning time from 7:00 a.m. to 10:00 a.m. The ordinate 
shows the number of people passing through the specified 
locations.  

 

Fig. 1. THE NUMBER OF PEOPLE IN THE LOCATIONS  

Legend: location1 – red, location2 – green, location3 – 
purple. 

TABLE II.  CHARACTERISTICS OF THE ADVERTISING CAMPAIGNS BY 
SECTIONS 

Sections \ 
Advertisements 

Ad1 Ad2 Ad3 Ad4 Ad5 

Male 0,5 0,47 0,2 0,3 0,2 

Female 0,5 0,53 0,8 0,7 0,8 

Young age group 0,1 0,8 0,05 0,5 0,4 

Middle age group 0,2 0,15 0,6 0,1 0,2 

By microsections: 

 

Restrictions on the minimum display of advertisements we 
take K = (50, 30, 60, 40, 70) for ad Ad1, Ad2,..., Ad5, 
respectively. The coefficients of rejection in the solution of 
this problem should be set equal for all advertising 
commercials: φ = 2, and ψ = 5. It means that an 
advertisement cannot be shown more than 2 times in 5 
videos, otherwise it will cause a feeling of rejection of the 
advertised product. 

(6) 

Based on the collected statistics we model the data sets. 
After the computer simulations we got the results are 
presented at Fig. 2 and Fig. 3. 
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Fig. 2. THE STRUCTURE OF AD IMPRESSIONS FOR “EFFECTIVE” 
PLACEMENT 

 

Fig. 3. THE STRUCTURE OF AD IMPRESSIONS FOR “STANDARD” 
PLACEMENT 

Summing up we can say that under the selected initial 
conditions and assumptions, the discrepancy decreased by 
8.57%, and, therefore, the adaptability of the set of 
commercials increased. This indicator means that the 
average level of involvement of people who watched 
commercials in selected places increased by 8.6% solely due 
to a specially selected schedule. This is a rather large figure 
in determining the number of promoters in marketing, so the 
result can be called very good. If you use more advanced 
sensors to more accurately determine the behavior of human 
flows by microsegments, this result can be increased up to 
10-15%. 

V. CONCLUSION 

 This article proposes a new approach to solving the 
problems of increasing the effectiveness of digital outdoor 
advertising.  
 We can conclude that the developed model contains the 
basic principles of the decision support system in the display 
of advertising clips of the adaptive audience. The resulting 
model can be used as a basis for further research in this 
field. The development of the SW for the implementation of 
this model will be based on C ++ / C # to create a friendly 
interface and optimize data analysis algorithms. 
 A static model is proposed in the work. To increase the 
efficiency of constructing a schedule for showing 
commercials, as well as determining where they are placed 
on outdoor advertising screens, it is necessary to use a 
dynamic model that allows you to process data received 

online. Using IoT technology it is possible to collect 
information on micro-sections. To do this you need to install 
a sensor in the selected location that can interact with the 
gadgets of passing people over Wi-Fi. The device works by 
the principle of scanning the surrounding space and collects 
MAC data of devices that are not personal data. Further the 
system can receive aggregated data and study the dynamics 
of the flow of people. When creating a dynamic system, it 
will be necessary to solve the problems of storage and 
processing of a very large amount of data. To do this, use 
specialized DBMSs, for example, ClickHouse, developed by 
Yandex [11]. 
 Using the technologies described in the work, the 
proposed static model can be transformed into a dynamic 
one which will allow it to increase its efficiency and the 
accuracy of forecasting the flow parameters [12]. This 
means that outdoor advertising will become less toxic to 
people, reduce the overall level of information noise, and for 
advertisers to increase levels of awareness and loyalty to the 
advertised goods and brands. 
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Abstract—Industrial Internet of Things (IIoT) is one of the 
most trending topics in the present world. It has numerous benefits 
and its potentiality is unfolding gradually. The implementation of 
IIoT in mission and safety-critical systems has shown its 
significance. Since it deals with important and sensitive 
information, an extensive study is required to address the 
susceptibility of it towards security issues. Therefore, there have 
been many proposals to use certificateless signature scheme, 
machine learning approaches, public key encryption as well as 
blockchain to improve the security of IIoT. It is important to note 
that blockchain is playing a significant role in the IIoT technology 
where the important characteristics of blockchain, immutability, 
decentralization, tamper-proof, have made a profound impact on 
the security vulnerabilities of IIoT. Taking this into account, this 
paper proposes a permissioned blockchain for IIoT that addresses 
and guarantees to ensure and improve the security vulnerabilities 
and susceptibility of IIoT towards cyber threats. The permissioned 
blockchain enabled IIoT ensures a secure medium for device 
communication, data sharing, and access control. This paper also 
discusses the security issues of IIoT and presents a comprehensive 
analysis of some of the proposed blockchain based solutions to 
improve IIoT security challenges. It addresses the benefits of a 
permissioned blockchain enabled IIoT over a public blockchain as 
well as presents a future direction for the upcoming integration of 
blockchain with IIoT and other industries. 

Keywords— Industrial Internet of Things, IIoT, Blockchain, 
Permissioned Blockchain, IIoT security issues, security and privacy, 
cyber-attacks. 

I. INTRODUCTION 

Internet of Things (IoT), an emerging technology, is being 
implemented all over the world and is providing solutions to 
emergent problems. Industrial Internet of Things (IIoT) is a 
subset of IoT which connects industrial assets and provides an 
optimal solution to the arising difficulties of the industries. It 
focuses on the industrial domain and produces data that helps to 
make important decisions. It has the potentiality to improve and 
enhance industrial assets such as machines, control systems, 
business processes, computers, etc. that enable intelligent 
industrial operation. Networked smart power, manufacturing, 
medical, and transportation is some of the use cases of IIoT [1]. 
IIoT is having a great impact on the economy and it is believed 
that it will have a significant influence on the mission and safety-
critical systems.  

Although IIoT seems very similar to IoT, there remain many 
differences between them in terms of use cases [2] and security 
requirements that have been studied in [3]. The major difference 
between these two is how they are used and what kind of service 
they provide. Consumer-level devices mainly provide their 

service through IoT. Whereas, the most important area where 
IIoT is used is in the mission-critical systems. If IoT and IIoT 
are further compared, a number of dissimilarities can be found 
in their respective architectures, communication, connectivity, 
data volume, latency, speed, and scalability.  

IIoT helps in making improved business decisions and 
provides better scalability, connectivity, and efficiency. 
However, the centralized nature of IIoT devices makes it 
vulnerable to many cyber threats. The overall security issue of 
IIoT gets aggravated because of the heterogeneous networks 
used by different devices. Since IIoT devices are being used in 
mission and safety-critical systems, security vulnerabilities need 
to be addressed and improved. 

To address the emerging security challenges of IIoT, there 
have been many proposals to use a blockchain because of its 
feature of decentralization. The integration of blockchain with 
IIoT has numerous benefits in improving and solving some of 
the security issues. A blockchain is a Distributed Ledger 
Technology (DLT), cryptographically-sealed and temper-
resistance, connecting multiple computers in a peer-to-peer 
(P2P) network that works without any third-party involvement. 
Using consensus algorithms, such as Proof-of-Work (PoW), 
Proof-of-Stake (PoS), Proof-of-Authority (PoA), Proof-of-
Elapsed-Time (PoET), Byzantine Fault Tolerance (BFT), 
Practical Byzantine Fault Tolerance (PBFT), etc., new blocks 
are added to the network [3]. Although the primary application 
of blockchain was to store financial data in a secured fashion, 
there have been numerous applications of it. 

The rest of the paper is organized as follows: Section II 
focuses on the background study of IoT and IIoT. Section III 
analyzes the security issues of IIoT. In section IV, some 
proposed solutions by different authors to improve the security 
of IIoT have been discussed. Section V proposes a Permissioned 
Blockchain enabled IIoT to improve and address the security 
challenges of IIoT. This section also discusses how a 
permissioned blockchain would guarantee the security of an 
IIoT environment. Section VI and VII present a future direction 
and conclude the paper. 

II. BACKGROUND 

An increasing number of everyday objects is getting 
connected to the internet. These objects have computing 
capabilities and transfer data over a network that does not 
require any human interaction. They are equipped with sensors 
and actuators [4] that enables the communication between them 
so that important and useful decisions can be made. This 
network of smart objects is known as the Internet of Things 
(IoT). The main concept of IoT is the connection between things 
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or objects, such as Radio Frequency Identification (RFID), 
sensors, actuators, mobile phones, etc., which interact with each 
other to accomplish a particular goal [5]. It connects the physical 
objects either through a wired or wireless network [6]. It consists 
of smart devices that have a self-processing unit along with 
having the capability to exchange information. These smart 
devices help in controlling the overall network. IoT enables 
numerous and novel applications, especially in the industrial 
sector.  

The traditional industrial sector consists of numerous 
independently operating production systems. They have little or 
no communication among them [5]. An emerging proposal is to 
interconnect them so that important and useful decisions can be 
made while making the production system more efficient. The 
result of this emerging trend is the Industrial Internet of Things 
(IIoT). It integrates the conventional industrial infrastructure 
with the internet that enables the industrial sector to be highly 
flexible, faster, more efficient, and enhances the production 
system as well as optimize business processes.  

Being a subset of IoT, the Industrial Internet of Things (IIoT) 
interconnects industrial systems and physical objects using 
sensors and actuators. IIoT integrates wireless sensor networks, 
communication protocol, and internet infrastructure to connect 
devices and provide intelligent and efficient industrial 
operations [7]. It is a technology that deals with machine-to-
machine communication which consists of various network-
connected industrial machines. They generate, process, and 
exchange a huge amount of data that is related to the mission 
and safety-critical infrastructures. They also share confidential 
information using this communication protocol and thus are 
subjected to many cyber-threats. For the correct operation of the 
machines in the IIoT, ensuring the integrity of data is very 
important. IIoT is an important element for the future of the 
industry. It is the transformation of IoT from commercial level 
to industrial level [6]. Some of the IIoT applications include 
connected medical devices for patient safety, Large�Scale 
SCADA Control, autonomy, and many more [1]. The IIoT is 
based on IoT that provides seamless communication between 
devices to increase productivity, and help the business make 
more intelligent and important decisions [4].   

With the rapid development of IIoT, there have been some 
issues that need to be resolved. Energy efficiency, real-time 
performance, coexistence, interoperability, security, and privacy 
are to name some. One of the major requirements that IIoT needs 
to address is security. Security and privacy have always been a 
concern for IoT devices, the same goes for IIoT. Since IIoT is 
an open, distributed, and heterogeneous system, implementing 
security becomes a great challenge. With the help of IIoT, 
industrial infrastructure becomes easily vulnerable to cyber 
threats and attacks. The reason behind this could be the 
industrial infrastructure becoming more connected and 
intelligent by sharing information with the cloud and helping the 
industries achieve efficiency and enhancement in its 
performance. IIoT devices make decisions transparently [4] and 
share them among the stakeholders to help with asset tracking. 
Transparency of sensitive data attracts malicious attackers to 
take control of the network. Moreover, IIoT deals with the 
mission and safety-critical systems that generate a huge amount 
of data helping in taking intelligent and important industry-

related decisions. Thus, securing the generated data and 
communication protocol becomes extremely important. IIoT 
devices are susceptible to Man-in-the-Middle (MITM), Device 
hijacking, Distributed Denial of Service (DDoS), Permanent 
Denial of Service (PDoS) [8]. These security issues can have a 
drastic impact on the industrial infrastructures implementing 
IIoT since they generate, process, and exchange valuable and 
sensitive data. Therefore, there is a crucial need to improve the 
security of IIoT in order to protect mission-critical systems and 
industrial infrastructures. 

III. IIOT SECURITY ISSUES 

IIoT deals with an enormous amount of data which helps in 
taking substantial decisions for various industries that are 
implementing IIoT in their fields. Hence, it becomes extremely 
important to address the IIoT security issues.  

A. Insecure IoT gateways 

IoT gateways, used in IIoT systems, are responsible to 
connect IIoT devices with the service cloud [9]. IoT gateways 
help to access data from sensors and analyze these data to make 
critical decisions for the industry. Since the gateways are the 
medium for communication between the IIoT devices, a secure 
design is required. IIoT devices become vulnerable to cyber 
threats such as MITM and DDoS. If IoT gateways are not 
secured enough and get compromised by these cyber threats, the 
whole IIoT network will be at serious risk. That is why it 
becomes very important to take necessary measures to enhance 
the IoT gateways.  

B. Inefficient and insecure MQTT protocol, server, and 
access control mechanism  

The IIoT system architecture consists of three layers [10]. 
Each layer is responsible for its respective tasks. The layers are 
the following. 

1) Data acquisition layer: The main responsibility of this 
layer is to control the devices of IIoT. The sensors collect data 
that provide information to take the necessary steps in that 
specific situation. According to [10], there remain some 
security issues on this layer such as an IoT botnet virus. It 
exploits the vulnerability of the IoT nodes by building huge 
botnet attacks and launching DDoS attacks. 

2) Data transmission layer: The second layer is responsible 
to combine the sensor network, mobile networks, and the 
internet. It requires a communication medium to combine the 
above mentioned networks. The communication protocol 
usually used by IIoT is MQTT which does not provide any 
encryption and authentication [10]. Data is transmitted in plain 
text. Therefore, it becomes subjected to security threats since 
intercepting data while communicating with other devices 
becomes easier.  

3) Data processing layer: This layer requires a 
communication server, a historical data server, and remote 
monitoring terminals. An MQTT proxy server is used with a 
simple firewall and access control mechanism [10]. The 
firewall is so simple that it cannot identify the forged packets 
that are conforming to the protocol and access control rules. So, 
they bypass the firewall very easily. 
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Therefore, for secure data communication, a secured 
communication protocol is required. Again, data sharing 
becomes vulnerable to cyber-attacks since data transmits in 
plain text using MQTT. Moreover, there should be an access 
control protocol so that data is accessed only by authorized 
parties. Consequently, confidentiality, integrity, and availability 
of data will be achieved. 

C. Insecure Cyber-Physical System (CPS) 

A Cyber-Physical System (CPS) combines computational 
resources with physical components which include autonomous 
unmanned aerial vehicles (UAVs), self-driving cars, and home 
automation systems [11]. According to [5], CPS is the 
foundation IIoT since it deals with handling a huge amount of 
information to better control and monitor processes [11]. 
Sensors are used to receive information and actuators control the 
physical processes of CPS [12]. It is composed of electronics 
and monitors everything through sensors. It uses IIoT for its 
better mechanism and connectivity. Since CPS is now using IT 
infrastructure for its operation and interconnectivity is a part of 
its process, it has susceptibility towards many security 
vulnerabilities which also becomes a security issue for IIoT. The 
CPS requires extensive use of a secured medium of 
communication as control commands and feedback loop signals 
usually use an open network to transport [11] which makes it 
susceptible to various security threats. The CPS is prone to 
trojans, viruses, Denial of Service (DoS), and DDoS attacks. 
According to [5], CPS is vulnerable to cyberattacks in terms of 
the following. 

1) Electronics: are vulnerable to physical attacks, such as 
hardware, side-channel attacks, and reverse engineering. 

2) Software: is susceptible to malicious attacks including 
trojans and viruses.  

3) Communication protocol: Protocol attacks, for instance, 
MITM and DDoS attack. 

4) Human operating Cyber-Physical Production System 
(CPPS): Social attacks, as for example phishing and social 
engineering. 

D. Sudden integration of Information Technology (IT) and 
Operation Technology (OT) 

The task of Industrial Control Systems (ICS) is to deal with 
critical infrastructures. They help in controlling and monitoring 
them [9]. According to [13] IIoT is a combination of 
Information Technology (IT) and Operation Technology (OT). 
Earlier, the ICS was not using IT infrastructure, but with the 
introduction of IIoT, it has also become interconnected while 
doing its job. With the usage of IIoT, the traditional role of ICS 
has been redefined and has greatly impacted the industries. 
However, the connectivity to the internet and the sudden 
integration of IT in ICS has made it vulnerable to cybersecurity 
risks. Since OT systems were not designed keeping security in 
mind, it is increasing the risk of cyberattacks for IIoT. 
According to the State of Industrial Cybersecurity 2018 report 
[14], most of the companies (65%) implementing IIoT believe 
that there is a high risk of security vulnerabilities and attacks 
with the sudden integration of OT in the IIoT environment. 
Unprotected network connection of the OT environment as well 

as unidentified security issues because of combining IT and OT 
is risky for the IIoT technologies. Therefore, secure IT and OT 
as well as secure ICS is required to save IIoT from getting 
compromised. 

E. Insecure SCADA 

SCADA is a network of intelligent devices that control and 
monitor some specific machines or systems or processes [12]. 
The machines or systems are connected to intelligent devices 
with the help of sensors. It helps in studying the output generated 
by the devices and make important decisions. SCADA provides 
control over the software layer with Programmable Logic 
Controllers (PLC) that are a part of IIoT [15]. This makes 
SCADA a segment of IIoT and that is why it is an important 
industry where IIoT is being implemented. According to [16], 
SCADA systems have security vulnerabilities that also become 
a threat to IIoT. These security issues include social engineering, 
trojan, worm, DoS attack, etc. Therefore, secured SCADA is 
required to make IIoT efficient and enhance its functionalities.  

IV. PROPOSED SOLUTIONS FOR IIOT SECURITY USING 

BLOCKCHAIN 

Table I highlights the proposed solutions by several authors 
to resolve some of the security issues of IIoT. The table shows 
that the authors in [17], proposes a framework for IIoT that uses 
blockchain technology so that data can be collected while saving 
energy as much as possible, and data sharing in a secured 
manner can be achieved. The framework is designed on a public 
blockchain, Ethereum, to maintain a tamper-proof shared ledger 
as well as eliminate the need for an intermediary. It is simulated 
against the famous blockchain security issues and attacks so that 
the security goals can be accomplished. The attacks and issues 
include smart contract vulnerabilities, eclipse, and majority 
attacks. In [18], a blockchain system is proposed that uses the 
PoW credit-based algorithm to design secure IIoT devices that 
will use less power. Since IoT devices used in industries 
consume a lot of power that becomes an overhead for the 
industries, therefore, a DAG-structure blockchain is used in [18] 
that will significantly reduce the power consumption as well as 
guarantee a scalable, secure blockchain system for IIoT. The 
system performs well since it is designed to handle the Double 
Spending and Sybil attacks of blockchain.  

A Fabric blockchain is proposed to be used for secure data 
transmission in [19]. Transaction certificates are used to secure 
the transmission of data and newly added blocks are 
authenticated to ensure security. Without the certificates, the 
transactions remain invalid. Data is remained to be unaffected if 
a single node is tampered because of using a hash algorithm. 
Data transaction security is ensured with the use of 
public/private key pair. Authors in [20], used Ethereum 
blockchain powered by Attribute-based encryption (ABE) to 
provide fine-grained access control in IIoT. The main goal of the 
proposal is to secure the data sharing scheme of the supply chain 
industry using blockchain. Nodes need to be registered on the 
blockchain according to their roles so that access control 
mechanisms can be defined in the smart contract. The paper 
introduces a secure data sharing scheme where a single point of 
failure attack is discussed and the PoW consensus algorithm is 
used.  
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TABLE I.  PROPOSED BLOCKCHAIN SOLUTIONS TO SECURE IIOT 

Year Authors Proposed Solution 
IIoT Security Problem 

Addressed 
Blockchain 
Approach 

2019 

Liu et al. [17] 
A blockchain enabled energy efficient and secure data collection and sharing 
scheme 

Secure data sharing Ethereum  

Huang et al. 
[18] 

PoW credit based consensus algorithm Efficient access control scheme 
DAG-
structured 
blockchain 

Liang et al. [19] 
A dynamic secret sharing mechanism in data transmission technique using 
power blockchain 

Secure data transmission Fabric  

Wen et al. [20] Secure data sharing by combining supply chain, blockchain, and IIoT Secure data sharing Ethereum  

Wan et al. [21] Improve processing power, security, and privacy of IIoT 
Secure data sharing and 
communication 

Private  

2020 

Wang et al. [22] 
Reputation scheme to certify the miners are trustworthy and make the 
communication secure 

Trust scheme for IIoT Ethereum  

Lu et al. [23] Secure data sharing architecture using blockchain Secure data sharing Permissioned  

Shen et al. [24] A secure device authentication mechanism 
Secure device and data 
communication 

Consortium  

 

A lightweight and easily expandable architecture using 
private blockchain is designed for smart factories, eventually 
IIoT, in [21]. A private blockchain is used to ensure security 
and privacy. Moreover, the architecture consisted of five layers, 
each layer is responsible to secure itself. Verification 
mechanism, time-stamped, whitelist, and blacklist mechanisms 
are used and introduced in the architecture so that smart 
factories implementing this architecture can prevent malicious 
traffic and erroneous data injection. Moreover, whitelist and 
blacklist mechanisms, dynamic verification, asymmetric 
encryption, and hash have been used to address security issues. 
A reputation scheme is proposed by the authors in [22] where a 
trust-based consensus mechanism named PoRX is used and can 
be applied on top of the existing PoX consensus algorithm of 
blockchain. The scheme helped in certifying miners of the 
blockchain to secure the communication medium. The 
reputation of a node remains the same or gets increased if it can 
successfully add a block to the chain by getting a confirmation 
from the consensus nodes. On the other hand, the reputation 
will get decreased if the nodes cannot produce blocks within a 
certain time limit and fail to achieve the consensus. In this way, 
nodes with a decreased reputation will not be able to participate 
and will be considered abnormal. A trust-based communication 
will be achieved since only reputed nodes will participate in the 
chain network.  

A permissioned blockchain has been proposed to use for 
secure data sharing in IIoT by the authors in [23]. Designed for 
multiple parties, the actual data is stored on local providers 
where data is retrieved only upon request. This mechanism 
ensures secure data sharing because only permissioned parties 
are able to access the data since data is provided if requested by 
registered participants of the blockchain. In [24], the authors 
propose to authenticate IIoT devices by using a consortium 
blockchain along with an extended version of Identity-based 
signature (IBS) where there is no requirement for a public key 
certificate. Since it uses consortium blockchain, there is no third 
party involvement in the authentication process. Moreover, the 

IBS reduces the overhead of issuing digital certificates. Instead 
of using the public key, the process is turned into a blockchain 
writing process to ensure device authentication along with 
secure data communication. 

Therefore, from the above discussion, blockchain is 
contributing significantly to improve the security of IIoT in 
terms of (a) secure data transmission, sharing, and 
communication (b) efficient access control mechanism and (c) 
trusted communication scheme. Thus, this paper explores how 
permissioned blockchain can be integrated to improve the IIoT 
security and how the unique characteristics can be useful in this 
regard. A permissioned blockchain only allows the 
participation of nodes only if they are permitted, authorized, 
and authenticated. For this purpose, the next section discusses 
permissioned blockchain and its implications to enhance and 
improve IIoT security.  

V. PERMISSIONED BLOCKCHAIN ENABLED IIOT  

With the rapid growth of IIoT, a huge amount of data is being 
generated which might become a bottleneck in meeting the 
Quality-of-Service (QoS) of this technology. Again, the security 
requirements of IIoT is also getting increased with the 
development and involvement of this technology in different 
industries. The importance of improving the security of IIoT is 
an emerging issue to solve. Blockchain technology, therefore, 
can be helpful in improving the security problems with its 
unique characteristics of storing transactions in a secured 
fashion and decentralization ability. It can be useful in 
processing the massive amount of data generated by IIoT. 
Moreover, this approach will further help in reducing a single 
point of failure because of its decentralized nature. The 
cryptographically secured network and immutability nature of 
blockchain will ensure data security and privacy. The distributed 
and decentralized attribute of blockchain makes it attractive to 
replace the existing and conventional solutions for the security 
issues of IIoT.  

A blockchain is a DLT that is cryptographically-sealed and 
temper resistant. It is a connection of multiple computers in a 
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peer-to-peer (P2P) network that works without any third-party 
involvement. There have been numerous implementations of 
blockchain that have unveiled many unprecedented meanings of 
this technology [3]. There are three types of blockchains namely 
public, consortium/permissioned, and private and they differ in 
how they are implemented in different industries [3]. Despite 
having numerous benefits over a traditional database, one 
notable drawback of this technology is the scalability problem 
[3]. The growing number of devices might become an obstacle 
in the upcoming applications of blockchain. Furthermore, the 
scalability problem leads to a costly and slow chain network. 
However, while the scalability issue promotes low performance, 
a permissioned blockchain enables a closed network and 
provides a highly scalable, cost-effective, and faster chain 
network.  

This paper proposes to use a permissioned blockchain to 
improve the security of IIoT because of its unique features such 
as identification and authentication of participants, restricting 
their access and performance of transactions across the chain 
network.  

A. Proposed Permissioned Blockchain for IIoT 

A permissioned blockchain consists of several organizations 
managed together by blockchain and these organizations run one 
or more nodes. The blockchain is called a permissioned 
blockchain because only allowed and permitted nodes or 
participants can contribute to the network and one or more nodes 
work together to control and restrict access of members of the 
chain network. Each organization has members of its own and 
allows them to participate only if they are authorized. The 
organizations define specific roles to the members so that they 
can perform transactions in the network. Two or more 
organizations jointly form the blockchain and record transaction 
data. A permissioned blockchain has advantages such as 
decentralization, immutability, cryptographically-sealed similar 
to a public blockchain [3]. However, it is specifically used to 
ensure the security of an organization by making it a closed 
network and authenticating the participants' identities, also 
restricting their access. A permissioned blockchain can be well 
suited and applied to the IIoT network. Permissioned 
blockchains provide a faster, more secure, and privacy-oriented 
network which is a need for IIoT machine communication. 

Therefore, a permissioned blockchain is appropriate to 
ensure the security of IIoT that will allow only identified and 
authenticated members to participate in the network and will 
permit device communication only between the authorized 
devices. All the other devices outside the network are considered 
malicious to make the network secure from the cyberattacks of 
communication protocol. One of the components of the 
blockchain is a Certificate Authority (CA) that generates digital 
certificates for the members of the organization to guarantee 
secure communication across the network. The CA generates 
key-pairs of public and private keys which helps in verifying 
identities of the members of the network. Moreover, a smart 
contract defines the roles of the members after the CA generates 
keys and guarantees the security of the blockchain. The smart 
contract helps in assuring that only allowed and permitted 
members are participating in the network and performing 
transactions. The transactions are events as data access, storage, 

sharing, and monitoring. When a new entity performs a 
transaction, only a limited number of consensus nodes are 
authorized to verify the transaction and generate a new block 
after the verification process. The consensus algorithm used in 
this proposal is Practical Byzantine Fault Tolerance (PBFT). 
After the verification, the new block is added to the network and 
all the other members of the organizations are notified so that 
they can update their ledger. 

B. How it works 

The permissioned blockchain consists of a CA component 
that works similar to a traditional CA but within the blockchain 
so that it remains secured with the help of the attributes of a 
permissioned blockchain and does not get susceptible to the 
security issues of the traditional CA. The CA generates 
certificates to the identities of the organizational members of the 
blockchain. It generates two types of keys, public and private 
keys that are used while performing transactions. The identity 
fills the required information to generate the certificate and a key 
pair. The key pairs and certificates are stored on the blockchain 
securely as well as on the smart contract of the chain network. 
The status of the certificates is stored on the smart contract for 
further processing.  

After generating certificates for the identities, the smart 
contract defines access control mechanisms to the different 
identities based on the stored information of the certificates. The 
identities get access control mechanism defining their roles. 
Hence, the role-based access control mechanism ensures 
identities perform transactions according to their roles, and 
transactions are executed only if their roles provide the 
permission to do so.  

When a member of the organizations invokes a transaction, 
it is signed with their public key generated by the CA. A limited 
number of consensus nodes ensure the transaction is according 
to its role, authenticate it, and guarantee if the public key 
attached to the transaction is the same as the CA. The consensus 
nodes, following the PBFT consensus mechanism, approves or 
disapproves the transaction based on the public key and access 
control mechanism. Moreover, the consensus nodes maintain a 
State Merkle Tree (SMT) [25]. This tree stores and verifies the 
state of all entities, codes, and data of the smart contract so that 
they can verify the access control mechanism. The SMT gets 
updated if the transactions are executed and its Merkel root 
becomes a part of the block header. The storage of smart contract 
in the consensus nodes allow the tracking of the certificates of 
the member who performed a transaction. The Merkle root also 
verifies the authenticity of a block by using the public key of the 
member.  

After executing the transaction, all the members of the 
network get notified about the addition of the new block to the 
network and the organizations also update their ledgers 
accordingly to achieve consistency. If a transaction gets 
disapproved by the consensus nodes, it will not be executed but 
the information will be stored on the blockchain although the 
state of the ledger will not be updated. The disapproved 
transaction information will help in the future to figure out what 
happened across the network and who wanted to invoke a 
transaction but was not allowed to do so. This adds an extra layer 
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of security to the network and help in tracking transaction 
information. 

C. Discussion 

IIoT connects different industrial devices that work together 
and generate a large amount of data including valuable and 
sensitive information. It collects and analyzes this data in order 
to deliver new insights. Therefore, it is extremely important to 
secure the communication medium between the IIoT devices 
and protect the valuable data, since compromising the IIoT 
network will have a serious consequence and will affect the 
industry and its infrastructures heavily. Using a permissioned 
blockchain that allows only selected and authorized participants 
to join the network and perform transactions, will certainly help 
in improving the security of IIoT. One of the advantages of a 
permissioned blockchain is having the identity management 
capability that guarantees security and transaction execution 
based on the participants' identities. Identification of the 
participants will ensure the valuable and sensitive data is 
accessible to only authorized parties of the industry and will 
protect the network from a MITM attack. The chain data in a 
permissioned blockchain is shared only among a selected 
number of participants that ensures the security of the network. 
Moreover, it uses more efficient consensus algorithms as well as 
allows us to use more than one algorithm to secure the network 
as much as possible. The use of algorithms depends on the 
organization’s needs. Since a permissioned blockchain 
guarantees a closed network, the performance of this network is 
more efficient and enhanced than a public blockchain because 
of the participation of only a fewer number of authorized 
participants. On the contrary, a public blockchain allows anyone 
to join the network and perform transactions as well as share and 
see the chain data. Hence, a permissioned blockchain is more 
secure than a public blockchain because of having identity 
management, allowing to use more than one consensus 
algorithms, restricted and identity-based transactions, and better 
performance which helps in improving IIoT security.  

The proposed permissioned blockchain enabled IIoT ensures 
to improve and enhance the security of IIoT in terms of secured 
device communication, server, data sharing, and access control 
mechanism. After only allowed participants join the network, 
they have restricted access to the network, and an access control 
mechanism ensures a limited execution of transactions. A CA 
component of this proposed permissioned blockchain enables 
the network to be secured from unauthorized access and 
execution of transactions. A permissioned blockchain is well 
suited for a secured IIoT network of devices because an 
organization can define the roles of the participants using smart 
contracts and restrict their access to the network. The roles also 
define which member can read the data of the network and 
execute some write operations. Consensus nodes play a vital role 
across the network. It ensures restricted execution of 
transactions and improves the security of IIoT device 
communication. To achieve privacy and security, this 
implementation is desirable since it defines the roles and access 
control mechanism of the participants, uses a smart contract that 
stores certificate details to guarantee controlled transaction 
invocation, consensus nodes verify and authenticate the 
transactions as well as stores the state of all entities, codes, and 
data of the smart contract. Moreover, in a permissioned chain 

network, transactions are not anonymous between the 
participants which gives the organization of the blockchain an 
opportunity to check who performed transactions and it helps 
the admin to ensure security and privacy. Thus, transparency and 
trust between the authenticated parties are established which is 
an essential requirement to enhance the security of IIoT. A 
permissioned blockchain enabled IIoT is suitable to improve the 
security of the whole network and ensure privacy while 
communicating with other devices. 

Table II shows a comparison between permissioned and 
public blockchain. Unlike a public blockchain, participants’ 
identification and verification as well as limitation and 
restriction of user access to the network are ensured by a 
permissioned blockchain. It also guarantees the visibility and 
transparency of the transaction execution across the chain 
network which is a security requirement of IIoT. Moreover, for 
security reasons, transaction validation is done by a limited 
number of validators on a permissioned blockchain. On the 
contrary, a public blockchain can be joined by any user and it 
does not restrict users' access and execution of transactions. The 
table also presents different platforms available to implement 
permissioned and public blockchain.  

VI. FUTURE WORK 

An extensive study shows that blockchain is useful when 
integrated with IIoT. It is expected that blockchain will be 
revolutionary for IIoT technology. In future research, the 
implementation of the proposed Permissioned Blockchain 
enabled IIoT will be performed. It will also be evaluated to 
analyze the security and performance of the permissioned 
blockchain. Future work will include a more extensive study of 
the proposed blockchain along with evaluating the impact of the 
design choices in terms of security and privacy. Ongoing work 
is being performed to analyze the effect of a permissioned 
blockchain, such as Hyperledger Fabric, on securing IIoT 
communication. Moreover, it is important to discuss the security 
issues of blockchain that might affect IIoT systems as well. 
Since blockchain comes in three different types namely public, 
permissioned/consortium, and private, it is important to study 
the behavior of each one of them. A future study is also required 
to learn how the security vulnerabilities of blockchain are 
affected or enhanced with the use of IIoT. Since both of the 
technologies are emerging and unfolding its significance, it will 

TABLE II.  PERMISSIONED AND PUBLIC BLOCKCHAIN COMPARISON 

Features 
Permissioned 
Blockchain 

Public Blockchain 

Identity 
Management 

Yes No 

Limited Action Yes No 

Anonymity No Yes 

Restricted 
Transactions 

Yes No 

Transaction 
Validation [26] 

Limited  Open 

Consensus 
Algorithms 

PoS, BFT, PBFT PoW, PoA, PoS, PoET 

Platforms [3] 
Hyperledger Fabric, 
Quorum, Corda 

Bitcoin, Ethereum, 
Litecoin 
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be exciting to discover what unprecedented meaning it is 
holding for us in the future and how IIoT will affect blockchain 
security issues. The need for such future work is required where 
a discussion will be made to understand how the security 
vulnerabilities of blockchain are going to affect different 
industries and what is to be expected in the future. 

VII. CONCLUSION 

Blockchain, being one of the most emerging technologies, 
has shown its potentiality in many industries, which includes 
IIoT as well. The integration of blockchain with IIoT has shown 
significant revolution and numerous benefits. The emergence of 
IIoT is going to have an important impact on different industries. 
Therefore, it is essential to learn and address the security 
vulnerabilities of IIoT. In this paper, a comprehensive study has 
been done to find the security issues of IIoT. There have been 
many proposals to use blockchain in IIoT to resolve cyber 
threats and attacks. This paper analyzes the main security 
challenges of IIoT that must be addressed as well as discusses 
existing proposals to solve IIoT security threats.  Moreover, a 
Permissioned Blockchain enabled IIoT has been proposed to 
address the security vulnerabilities of IIoT in terms of secured 
device communication, server, data sharing, and access control 
mechanism. The use of a CA component, smart contract, and 
consensus nodes, as well as the performance of restricted 
transactions in a permissioned blockchain ensures privacy and 
security across the network. It also studies the importance of a 
Permissioned Blockchain enabled IIoT over a public one that 
ensures and guarantees the security of the network. Therefore, 
the DLT of the permissioned blockchain is going to address the 
susceptibility of IIoT towards cyber-attacks and is appropriate 
for the IIoT environment that ensures a faster, more secure, and 
more privacy oriented network.  
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Abstract— As mentioned in the global two-wheeler market 

report, the two-wheeler market is projected to surpass $ 125 
billion by 2024. According to WHO statistics, approximately 
1.35 million people die each year as a result of road traffic 
crashes. And more than half of those are pedestrians, cyclists, 
and motorcyclists. Correct helmet use can lead to a 42 percent 
reduction in risk of fatal injuries and a 69 percent reduction 
in the risk of head injuries. These are concerning statistics. 
These growing numbers call forth new and upcoming 
technological advancements concerning the safety of the 
users. The main reason behind coming up with this smart 
helmet is the very issue of safety. The main objective of the 
project is to build a smart system which is integrated with 
sensors and modules for the safety of the user. While working 
on improving the safety of riders, it was ensured that its 
aesthetics and ergonomics are not compromised.  
 

Keywords— IoT, FEA, Smart Helmet 

I. INTRODUCTION 

 Advancements in motorcycles have been faster than in 
helmets. Irrespective of whether one rides a road bike, mountain 
bike, or motorcycle, a good helmet is a must to stay safe. But 
helmets can turn uncomfortable after a sustained period of use. 
And navigating with the help of maps while having a helmet on 
is not very convenient. So basic concepts of IoT are used in the 
design.  

 A Bluetooth module enables connectivity to the 
smartphone. To ensure rider safety, vibration sensors detect 
collision and location information can be communicated. Other 
features also ensure rider safety. We had proposed a basic idea 

of our smart helmet which incorporated the user’s safety as well 
as the user’s needs.  

 For user safety, the impact sensor interfaced with the 
GPS module has been used to detect if the user comes across 
any accident. Texas Instruments kits are used for noise 
cancellation which is able to provide noiseless transmission 
between the users using Bluetooth module also providing the 
consumer a breath-taking surround-sound experience. The 
basic components of the helmet are Shell (Outer Layer of 
helmet), EPS Liner (High density foam to absorb shocks), 
Comfort Liner (Ensures comfort of head), Cheek Pads (for 
protection from side impacts), Visor (movable front shields to 
protect the face of the users), and a Smart Buckle system. 

II. LITERATURE REVIEW 

The goal of this literature survey is to compare the 
several approaches and methodologies that have been published 
in the field of smart helmet design. 

Smart Helmet for Safe Driving: The use of FSR to 
detect whether helmet is worn by the user, MQ-3 alcohol sensor 
to detect whether the driver is drunk or not, vibration sensors to 
detect vibration and RF module for communication are the 
modules proposed in the work for smart helmet in [2]. 

A smart helmet using GSM and GPS with module 
SIM808, a limit switch to detect whether helmet is worn or not 
and accelerometer for continuous speed checking is proposed 
in a further work [3].  

In reference [14], they have used FSR to check 
whether helmet is worn or not and accordingly the bike will 
start, a camera is placed in the bike which will check for the 
helmet. They have used MQ3 i.e. alcohol sensor to check the  
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permissible range of alcohol to start the bike and 
message will be sent to registered number. GPS system in bike 
will track the location and send message if injured 

The research paper [4] they used a limit switch for 
checking of helmet worn by the user or not, accelerometer 
sensor for keeping track of speed and if exceeding the ignition 
gets cut, GSM module to communicate the message. [5] 
provides the basic insights regarding the oblique impact of the 
motorcycle helmet and the angular acceleration of the head 
foam due to various factors. 

[6] Provides vital information about the conventional 
design of the helmet and the benefits of using helmets along 
with a statistical case study of accidents in Thailand. 

Research paper [11] gives the basic understanding of 
the safety limits for impact testing for helmets as per the BIS 
(Bureau of Indian Standards). In the study conducted in [13], a 
car accident was reconstructed in order to simulate and analyze 
the motion, impact velocity, impact angle in the collision. 

Based on the current evidence, using smart helmets 
helps in reducing injuries as numerous studies are introduced 
by different authors all over the world and these innovations 
will prove beneficial for the people. 

III. MARKET ANALYSIS IN INDIA 

According to a sample survey conducted by us in Pune, India, 
25% of the people preferred cabs for daily commuting. This was 
linked to the Ola, Uber boom in India. 15% people used 4-
wheelers for commute. 10% prefer public transport and the rest 
use mopeds and bikes. About 50% of people that we surveyed 
used 2- wheelers, which was due to the fact that 2-wheelers are 
cheaper, compact, and easily maneuverable. Due to the 
decisions of the Government of India to improve and focus on 
road safety, it is mandatory for 2-wheeler users to wear helmets, 
failing which can attract hefty fines. In spite of the introduction 
of these strict traffic regulations, 5% of drivers did not wear 
helmets. Many also felt the need for an inbuilt navigation 
system because using smartphones for navigation can 
sometimes lead to accidents and isn’t that reliable. They also 
complained regarding the bulky structures of the helmets and 
acute neck and back pain. The need for an ergonomic helmet 
was felt. Another big problem is about the post-accident 
situation. Very few people readily come forward to help an 
injured biker in India which is the harsh reality. According to 
another national survey, about 37 million 2-wheelers run on the 
roads in India. Hence, the necessity of incorporating an accident 
detection and communication system in helmets is crucial. 

IV. WORKING OF THE CIRCUIT 

The block diagram explains the basic functions of the various 
modules of the Smart Helmet system. As safety is of paramount 
importance in our product, it is designed in such a way that the 
helmet's features would not start up until the rider is buckled in. 
The capacitive sensor is placed inside the buckle of the helmet. 
So only when the user ties the strap and locks the buckle of the 
helmet will the sensor get actuated. This idea ensures that the 
users take the basic safety.  
 The SW-420 sensor will be continuously sensing and 
if the user meets with an accident, that is vibrations frequency 
is greater than the preset threshold frequency (40 Hz), then the 

controller board will become high and the signal will be sent to 
the GSM module. Fig. 01 shows the block diagram of the 
system. 

 
  Fig. 01 - Smart Buckle System Block Diagram 
 
A message of the user’s location with the help of GPS module 
will be sent to the desired port via use of the GSM module. The 
port will receive this message in the form of an NMEA string. 
The flowchart is shown in the Fig. 02. 
 

 
  Fig. 02 – Flowchart of the System 
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V. IMPLEMENTATION SETUP 

A. Components Required 

1) SW-420 Vibration Sensor 
2) NEO-6MV2 GPS Module 
3) Controller Board 
4) SGW 8130 BT sensor tag 
5) GSM Module (SIM900A GSM Modem) 
6) TI BoostXL 

B. SW-420 Vibration Sensor 

The vibration sensor is shown in the Fig. 03 

 
Fig. 03 – SW-420 Vibration Sensor 

Vibration Sensor SW-420 is a highly sensitive non-directional 
sensor used to sense the vibrations which are placed inside the 
helmet. The position of vibration sensors is selected to be at the 
back side and are placed in such a way that the accuracy as well 
as the efficiency would be maximum. Placement is done such 
that when placed it would form an equilateral triangle with side 
length at 50mm all over the helmet. The sensor is interfaced 
with the controller board and GSM module and the threshold 
frequency of vibrations set to 40 Hz. The sensor would be 
continuously sensing the vibrations, it would be working in IF 
ELSE condition i.e. if the sensor senses frequency greater than 
the desired or set frequency a message would be sent via GSM 
to the nearest port and necessary actions would be taken. And 
in other conditions it would recheck and sense continuously. 
The size of this module is 30mm x 15mm.  

C. NEO-6VM2 GPS Module 

Fig. 04 shows the actual GPS module. 

 
Fig. 04 – NEO-6MV2 GPS Module 

The NEO-6MV2 is a GPS (Global Positioning System) module 
and is used for navigation. The module simply checks its 
location on earth and provides output data which is longitude 
and latitude of its position. The NEO-6VM2 GPS Module is 

interfaced with a controller board occupying two pins. 
Vibration sensors would perform their task and if a message is 
to be delivered then only this module would come into action. 
The interfacing between the GPS module and the controller 
board is performed by using a +5V supply from the power side 
to the controller board and any ground pin. Any two pins would 
work for the serial communication. The GPS receiver module 
gives output in standard NMEA i.e. National Marine 
Electronics Association string format. It provides output 
serially on a Tx pin with default 9600 baud rate. This NMEA 
string output from a GPS receiver contains different parameters 
separated by commas like longitude, latitude, altitude, time etc. 

D. SGW 8130 BLE sensor tag 

The SGW 8130 sensor tag is a highly integrated Bluetooth Low 
Energy (BLE) device with different sensor options. It reports 
temperature, humidity, light intensity and motion data through 
a wireless Bluetooth 4.0 link. Bluetooth sensor tag is interfaced 
with the controller board. The Booster audio module provided 
by TI is also interfaced with the Bluetooth module. It would be 
an additional feature included in our product. Music will be 
played when required by the user and other times it will guide 
the user with directions to the required location. Another feature 
of this product is for biker gangs which would help them for a 
faster and easier way of communication. 

E. SIM900A GSM Modem 

Fig. 05 represents the GSM Module. 

 
Fig. 05 – SIM900A GSM Module 

The SIM900A is a complete Dual-band GSM/GPRS solution in 
a SMT module which can be embedded in the customer 
applications. Featuring an industry-standard interface, the 
SIM900A delivers GSM/GPRS 900/1800MHz performance for 
voice, SMS, Data, and Fax in a small form factor and with low 
power consumption. GSM digitizes and compresses data, then 
sends it down a channel with two other streams of user data, 
each in its own time slot. GSM is used for transferring the SOS 
message. 

F. TI BoostXL 

Texas Instruments BoostXL is a high-quality audio playback 
with onboard 14-bit DAC (can be bypassed if target MCU has 
an integrated DAC). It can automatically switch from onboard 
speakers and microphone to a headset with microphone where 
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onboard microphone supports sampling rates of up to 
20kHz.This module is used as a part of our Entertainment Unit. 
Fig. 06 shows the detailed circuit board of the BoostXL. 
 

 
Fig. 06 – TI BoostXL 

When plugged into a LaunchPad Development Kit, the 
BOOSTXL-AUDIO Audio Booster Pack Plug-in Module adds 
audio input functionality from a microphone, as well as audio 
output through an on-board speaker. Headphone input and 
output is also supported, and automatically enabled when a plug 
is inserted into the Booster Pack. This audio I/O stream lets the 
user experiment with the digital signal processing (DSP) and 
filtering capabilities of the microcontroller found on the 
attached LaunchPad Development Kit. 

VI. CIRCUIT DIAGRAM 

Fig. 07 shows the circuit diagram of the safety unit. 

 
Fig. 07 – Circuit Diagram of the Safety Unit 

VII. CONSTRUCTION OF THE HELMET 

This capacitive sensor would be the most important core 
component of the system as it would act as an input to the power 
supply, because of which the entire system would start. So, if 
the rider simply puts on the helmet without locking, he/she will 
not be able to access the various features other than the basic 
impact protection. This idea ensures that the users take the basic 
safety precautions prior to driving, thus instilling in their minds 
the necessity of safety on roads. 
 After the buckle is locked, the Safety Unit and 
Entertainment Unit activate. The smartphone can be paired with 
the SGW 8130 BLE sensor tag and the rider can enjoy music 
and receive calls. The TI BoostXL module provides excellent 
sound quality for this purpose. In the Safety Unit, the SW-420 
Vibration sensors continuously sense the external vibrations. 
They are preset at 40Hz of threshold vibration frequency. If the 
rider meets with an accident, vibrations of frequency more than 
40Hz are produced during the impact and the sensors activate 
the control board. The control board then passes a signal to the 
GSM module and the GPS module. The GPS module detects 
the location and sends an NMEA string to the control board. 
This NMEA string serves as an input to the CSV file conversion 
algorithm written in Python language and the global 
coordinates of the current location are obtained. This data is 
then broadcasted in the form of an emergency SMS through the 
GSM module to the port designed so that necessary actions are 
taken. 

VIII. MODULE PLACEMENT 

The sensor placement is done according to the space available 
between the outer shell and the inner foam layer. The placement 
is designed based on the individual sensor sizes. The Fig. 08 
shows the module placement briefly inside the helmet.  
 

 
Fig. 08 - Sensor and Module Placement (Rear View) 

Here the sensors and modules are placed in the rear part of the 
helmet. These modules are embedded in a foam casing to 
safeguard them against vibrations and other foreign entities. 
Fig. 09 represents the flowchart of the code. 
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Fig 09. Flowchart of code 

IX. REPLACEABLE BATTERY SYSTEM 

The source of power for the helmet will be replaceable battery 
packs. 2 battery packs will be provided. The users will be able 
to recharge one pack after its power dies down and can replace 
it with the second one. This will provide uninterrupted usage of 
the helmet, in that the user will not have to wait till the battery 
recharges and can quickly switch over to the other pack. 

X. ADVANTAGES 

The detection feature is very useful due to which immediate and 
essential, prompt, and speedy help can be given. The Bluetooth 
is enabled for music as well as receiving and making calls. The 
Smart safety buckle ensures that the rider is wearing the buckle 
at all times as it is essential to hold the helmet in place during 
an accident. This system does not require any smart-phone app 
and can be accessed from any device with Bluetooth capability.  
 The helmet is cheaper than other smart helmets in the 
market and offers various extra features and additionally, it is 
considerably light and weighs only 1723 gm including all the 
electronic components. The smart safety buckle system 
eliminates the false activation of the system when the helmet 
accidentally falls from the hands while carrying. The 
replaceable battery system is easy to use and is practical.  

XI. SIMULATION 

The safety system was simulated by applying real-time accident 
constraints and conditions. 

 The circuit is simulated on Proteus Software, and the SOS 
message obtained with the location of the accident in the form 
of a Google Maps link. The circuit simulation is shown in Fig. 
10. 

 
 Fig. 10 – Simulation of the Safety Unit   
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XII. DESIGN AND FEA OF HELMET 

A. Components Required 

The helmet body was designed using SolidWorks 2018 
software and the materials were selected based on their 
strength, weight and durability. Dimensions of the helmet are – 
217mm×193mm×202mm (length, breadth and height 
respectively). Fig. 11 shows the CAD design of the helmet. 

 
Fig. 11 – CAD design of the helmet 

The Fig. 12 represents the helmet part and the materials used. 
Different layers and parts were designed including the Outer 
Shell which forms the outermost protective layer of the helmet,  
EPS Liner or the layer under the outer shell, a comfort liner 
which makes up the innermost layer that comes in contact with 

Fig. 12 – Material Properties of Helmet Components 
 

the rider and a rubber padding for perfect fitting.  
With all the sensors and modules placed, the ready to use 

helmet weighs around 1723 gm which is light compared to 
other normal helmets where the average weight range is around 
1600-1800 gm. 

B. FEA of the Helmet 

Finite element analysis was performed and the corresponding 
forces and constraints were applied on the system to simulate 
an impact situation similar to a real-life accident. A 19.5kN load 
was applied to the outer shell of the helmet as per the BIS 
(Bureau of Indian Standards) standards for helmets and the 
results were recorded. A tetrahedral mesh was generated and 
the analysis was performed. The Fig. 13 shows the mesh 
generation. 

 
Fig. 13 – Mesh Generation for FEA 

The static structural deformation analysis was performed using 
the ANSYS Workbench 2018.2 software. Fig. 14 shows the 
static deformation analysis for the top portion loading. 

 
Fig. 14 – Static Deformation Analysis (19.5 kN applied to the top portion) 

 The maximum deformation was found to be 16.2 mm 
which is under the acceptable limit of the BIS standard which 
lies between 6 - 24mm This result showed the robust and 
strong design of the outer shell of the helmet. 
 In the second case, 19.5 kN load was applied to the 
side portion of the helmet body and the results were recorded. 
The maximum deformation was found to be 9.032 mm which 
lies in the acceptable limit of the BIS standards. The Fig. 15 
shows the static deformation analysis for the side portion 
loading.  

TABLE I 
MATERIAL PROPERTIES OF HELMET COMPONENTS 

Helmet 
Part 

Material Properties 

Outer 
Shell 

 
 

Polycarbonate Young’s Modulus = 2.1 GPa 
Density = 1.22 g/cm3 

High Strength to Weight Ratio 

EPS Liner Extended 
Polystyrene 

Young’s Modulus = 3 GPa 
Density = 0.64 g/cm3 

Ductile, Excellent Damping 
Properties 

Comfort 
Liner 

Polyurethane Foam 17% Spandex, 83% Nylon (40 
denier) 

Breathable, Soft, Lightweight 

Cheek 
Pads 

Polyurethane Foam Aerospacer Mesh Enhances Airflow 

Visor Acrylic Durable and Excellent Light 
Distortion Property 

Buckle 
Straps 

Nylon Excellent Strength and Durability 

Rubber 
Padding 

Vulcanized Rubber Excellent Stiffness and Durability  
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Fig. 15 – Static Deformation Analysis (19.5 kN applied to the side portion of 
the helmet) 

For this iteration, the Equivalent Stress and Strain percentage 
were found to be 157.28 MPa and 4.766% respectively. Fig 16 
shows the equivalent stress analysis. Whereas, the strain 
analysis is shown in the Fig. 17. 

 
Fig. 16 – Equivalent Stress Analysis 

Comparing these results to the study published in [11], the 
stress and strain values are under the acceptable limit. 

 
Fig. 17 – Equivalent Strain Analysis 
 
Dynamic analysis of the impact was also performed where the 
helmet was given a velocity of 10 m/s and the side impact 
condition was simulated. A concrete block was used for this 
impact. This analysis was used to predict the real-life situation 
of an accident and the extent of damage the helmet body would 
suffer. The impact analysis condition is shown in Fig. 18. In this 
figure, the yellow body is the entire helmet and the concrete 
block can be seen resting as a rigid body. The material 
properties were given to the parts and the analysis was carried 
out. 

 
Fig.18 – Impact Analysis Condition 

The stress values were calculated and the maximum stress was 
found to be 2.75e9 Pa and can be seen in Fig. 19. 

 
Fig.19 – Dynamic Analysis (Equivalent Stress) 

From the above results, it was found that the design of the 
helmet was safe and the deformation values were under the 
acceptable limit of the BIS standard for helmet testing.  

XIII. PRODUCT COMPARISON 

The following comparison table given in Fig.20, compares our 
idea with five other products already in existence. They have 
been compared as follows -  

Fig. 20 – Product Comparison with Existing Products 

TABLE II 
PRODUCT COMPARISON WITH EXISTING PRODUCTS 

Product Bluetooth GPS Accident 
Detection 

Cost Weight 
(gm) 

Our Product YES YES YES $225 1723  

Headfox MX YES YES NO $115 1830 

Greenstone 
G6 

YES YES NO $135 2320 

Quinn 
Spitfire Rosso 

YES YES YES $400 1750 

ILM 
Bluetooth 
Integrated 

Helmet 

YES YES NO $192 2000 

Harley 
Davidson 

Boom! N02 

YES YES NO $550 1680 
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XIV. FUTURE SCOPE 

 This system is designed keeping in mind the road safety norms 
and convenience. The current system is designed to accept 
single emergency contact but in the future a provision can be 
made to store multiple emergency contacts. Further, this system 
can be programed to send the SOS response to the nearby 
medical service by incorporating AI and Google cloud services 
to enhance the emergency response mechanism. With the 
advent of 5G, a speaking assistant can be embedded into the 
system itself. Further, an in-built solar powered battery system 
where the solar panels will be placed on the portion of that 
helmet that experiences least damage such as the rear portion 
can also be incorporated to improve the functionality. 
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Abstract—Nowadays, the evolution of a factory has pushed 

towards a smart learning factory. By having the ability to learn, 
monitor each device and the resulting product will get more 
precise product results according to design. Detection of a place to 
put a product or called a jig on a shuttle whose number is different 
becomes something that is often missed from observation. With 
the scanning method with five pieces of ultrasonic sensors, the 
detection speed is 50 µs, and the detection accuracy is 100% for 
distances less than 25cm. The detection process of the jig is sent 
and stored by IoT Gateway as a Big Data Cluster via wifi media 
with a performance of 99.4%. The process of storing data on the 
IoT Cloud as the Main Big Data has a performance of 100% of the 
data on the IoT Gateway. 

Keywords—Smart Learning Factory, Internet of Things, Jig, 
Scanning, Ultrasonic 

I. INTRODUCTION 
The development of smart city now has pushed the 

implementation of an industrial revolution called the industrial 
revolution 4.0[1], [2]. Therefore in the industrial world is also 
experiencing very rapid development, with the implementation 
of the industrial revolution 4.0, the industry is competing to 
change the automation which was previously only in the form of 
electronic automation to be internet-based[1]. The concept of the 
internet offered in Industry 4.0 is the concept of the Internet of 
Things (IoT). By using the Internet of Things all equipment and 
systems contained in the industry will be monitored in real-time, 
it is hoped that the application of the Internet of Things 
technology can increase production in the industry[2]–[5]. 

Smart learning factory is a system in the industry that can 
adapt to changes in production and is studied to produce results 
that are following standards [6], [7]. In the smart learning 
factory, there are several layers, and the first is the mobility 
layer, location base service and cloud-based service[8]. Mobility 
layer is a layer that functions for control and sensing in the 
course of employment in the industry. The location-based 
service layer functions as a network provider so that the nodes 

in the mobility layer can be connected to the cloud layer. 
Whereas the cloud-based service layer functions to store all data 
read from the node[9]. The use of a microcontroller with 
wireless communication is used to support the needs of the 
mobility layer[10]. While at the location-based service layer, 
many use the WIFI network to support faster communication[6]. 
At the cloud layer, a large deviation is needed because of the 
large amount of data sent by each node in an industry, so big 
data is used to overcome it. The use of big data at this time is 
very important for data storage, especially in the smart learning 
factory, because by storing data history, the system can learn 
events that exist in the previous production[7], [9]. However, the 
use of big data in the cloud has a weakness that is if the internet 
connection is disturbed then the data will not arrive. The use of 
raspberry pi, which functions as a big data cluster is an 
alternative solution in the event of an interruption in internet 
connection[11]. However, if only using big data in clusters, the 
industry cannot be monitored from other regions.  

Smart Learning Factory is a system that can connect all 
production equipment in a factory and even more than one 
factory. Everything is connected and integrated to achieve fast 
production results and with the best results[12]. In a Smart 
Learning Factory, there is a problem in detecting jigs or where 
to place a product in the production process. The use of 
ultrasonic sensors with scanning methods can improve accuracy 
in terms of readings while also reducing the interference effect 
between ultrasonic sensors[13]. Nevertheless, ultrasonic sensors 
have never been used to detect and count a jig. 

In this research, a device that can detect and calculate jigs is 
proposed. By implementing the scanning method and ultrasonic 
sensor on a node, it can make readings better. Internet of Things 
is used for sending data to the cloud with a gateway using 
raspberry pi as its big data cluster so that it is expected to 
improve product yields that are getting closer to the standard.  

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

519



II. METHOD 

A. Smart Learning Factory 
Smart Learning Factory is a change from factories whose 

supporting equipment can be connected to the internet called the 
industrial revolution 4.0[12]. Figure 1 shows an industry 4.0. In 
addition to being connected to the internet, the system can also 
learn the history of a product that has been produced. By 
studying the results of a product that has been made, it will 
produce a product that is more precise and in accordance with 
the desired design. In addition, the purpose of the smart learning 
factory is also to streamline work so as to increase the profit of 
a factory. 

 
Fig. 1. Industry 4.0 
 

B. Internet of Things 
Internet of things technology can connect various things and 

equipment in an internet network. IoT technology has now been 
adopted in various elements[2], [4], [5], [7]. From a report 
published by business insider mentioned IoT devices would 
increase rapidly to 41 billion in 2027[14]. So that the industrial 
world is also experiencing a change towards the internet of 
things, the industrial world calls it the Industrial Internet of 
Things (IIoT)[5]. 

C. Jig Loading 
Jig loading becomes an important part of the smart learning 

factory. The process that is done in the loading jig is to put the 
jig on a shuttle. Figure 1 shows a loading jig in a smart learning 
factory. Jig loading process must be by the position and 
timeliness on the shuttle. Otherwise, there will be a position 
mismatch, and an error occurs. 

 

 
Fig. 2. Jig Loading 

D. System Design 
The system design proposed in this study is shown in Figure 

3. 

 
Fig. 3. system design 
 

In picture 3, there are three main parts, namely the IoT 
Device, IoT Gateway and IoT Cloud. The first part is the IoT 
Device, and there are three devices, a microcontroller that 
functions as a device that processes data. An ultrasonic sensor 
that serves to detect jigs, and the last is a wifi module that 
functions as a communication module. Part of the IoT Gateway 
is a Raspberry Pi device that functions as a Big Data cluster. 
The two parts are connected through a wifi router that is also 
connected to the internet. The process of configuring the IoT 
Device and IoT Gateway uses a Host Computer that is also 
connected to the Wifi Router. 

The jig detection process is carried out using an ultrasonic 
sensor on an IoT device. Then the data is sent by the 
microcontroller using a wifi network to the IoT Gateway with 
a raspberry pi device. In the IoT Gateway, which functions as a 
big data cluster, data will be stored on the local side. Once 
saved, the raspberry pi will send data to the IoT Cloud as the 
main storage. 

Schematic diagram that is used in the scanning process is 
shown in Figure 4. 
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Fig. 4. A Schematic diagram scanning method 

 
Figure 4 shows the ultrasonic sensor scanning method used. 

There are five ultrasonic sensors connected in parallel. The 
placement of the adjacent ultrasonic sensor, as shown in Figure 
5 and Figure 6 shows the loading jig position, requiring the use 
of scanning methods to avoid interference between sensors. 

 
 
 
 
 
 
 
 
 
 

 
Fig. 5. Placement ultrasonic sensor 

 

 
 
Fig. 6. Jig loading position  
 

The number of sensors used to perform the scanning method 
is five units with relay control. Each relay is active alternately 
in the order shown in Figure 7. 

 
 

 
 
 
 
 
 
 
 
 

Fig. 7. sequential relay activation 
 
The relay activation sequence shown in Figure 5 starts with 

time 1st to time 5st. With relay 1 being active first and then 
relay 2,3,4, and 5 is inactive. If relay 5 is active moreover relay 
1,2,3,4 is inactive. The sequence repeats continuously until the 
device is turned off. Relays are not allowed to be active 
simultaneously. This will result in interference between 
sensors. 

III. RESULT AND DISCUSSION 
Tests conducted in this study were conducted with two 

events, namely partial testing and system testing. The testing 
begins with testing of ultrasonic sensors. The results obtained in 
the ultrasonic sensor test are shown in Figure 8. 

 
Fig. 8. Sensor ultrasonic testing result 

In the distance test, the results obtained, as shown in Figure 
8. Shown the ultrasonic sensor has very good accuracy at a 
distance of less than 25 cm. When the distance is more than 25 
cm, the accuracy of the ultrasonic sensor has decreased.  

The next test is testing the sensor reading time by scanning 
method. The results of testing the scanning method are shown in 
table 1. 

TABLE I.  TESTING THE SCANNING METHOD 

Time (µs) Result 

1 not detected 

2 not detected 

3 not detected 

4 not detected 

5 not detected 

6 not detected 

 

Object 

 
Sensor Ultrasonic 
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Time (µs) Result 

7 not detected 

8 not detected 

9 not detected 

10 detected 

11 detected 

 
Table 1 shows the test starts from a time delay of 1 µs to 11 

µs. Testing with a delay of fewer than 10 µs, the sensor cannot 
detect the object being detected. This is because the scanning 
process is too fast. So that with the minimum delay obtained by 
10 µs, then in one cycle has a delay of 50 µs. 

The implementation of the jig detection device that has been 
made is shown in Figure 9. 

 
Fig. 9. Jig Detector Implementation 

The jig detector is placed on the vertical side of the jig stack. 
That is because there is a robot arm that is on the top side of the 
jig. The robot arm serves to lift the jig from storage and put it on 
the shuttle.  

The process of sending data to the IoT Gateway using a local 
network obtained the test results shown in Figure 10. 

 
 
 
 
 
 
 
 
 

Fig. 10. Sending Data from IoT Devices to IoT Gateway 

Figure 10 shows the sending of data from the IoT Device to 
the IoT Gateway by testing as many as 1000 data sent can be 
received as many as 994 pieces of data. After the data is received 

at the IoT Gateway, the data will be forwarded to the IoT Cloud. 
Figure 11 shows the display of the IoT Cloud. 

 
Fig. 11. IoT Cloud 

Shown in figure 11 is a display of the IoT Cloud used. There 
is a graphic to the right of the layer. The graph is derived from 
data sent by the IoT Device to the IoT Gateway and forwarded 
to the IoT Cloud. The data contained in the IoT Cloud is the 
same as the data contained in the IoT Gateway as the Big Data 
Cluster. 

IV. CONCLUSION 
Jig detection system using this scanning method has a 

performance of 99.4%. Taking into account the reading distance 
and the distance between ultrasonic sensors, the IoT Device has 
a reading speed of 50µs for one reading cycle. Design a system 
that uses IoT Gateway as a Big Data Cluster so that the data can 
be ascertained properly recorded on the factory side. Whereas 
the main Big Data, the IoT Cloud has a performance of 100%, 
which is a backup of the IoT Gateway. With these results, the 
learning process at the Smart Learning Factory will be even 
better. 
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Abstract — With Decision Support Systems (DSS) being 
critical in the delivery of value throughout the business, 
specialized IT practitioners are required to be fully enabled with 
a business value competency to ensure this value is efficiently 
harnessed. In this research we seek to map the current state of IT 
business value research through a scoping review to understand 
the state of business value competency of IT practitioners. 
Although more than 258 articles in leading IT journals have value 
as the subject matter, the problem is that over the past 20 years 
only 14 research articles have had the subject of competency in IT 
with a focus placed on the value of IT. Analysis is mapped to a 
value co-creation process framework derived from a thematic 
analysis of the reviewed sources. This research contributes by 
highlighting current opportunities in IT value competency 
research and proposes a value co-creation process and the skillful 
performance that is required of IT practitioners to better meet the 
value expectations of business stakeholders.   

Keywords— Business Value, Competency, IT Business Value 
Competency, Decision Support Systems. 

I. INTRODUCTION 

Information Technology (IT) has considerable 
consequences, both constructive and possibly dire, for the value 
of a company [8], [25]. In recognition of this fact, businesses are 
driving substantial efforts to better harness the business value of 
IT in both tangible and intangible measures alike [17]. The effort 
to harness the business value of IT can be evidently observed by 
the expected IT spend globally, meeting $3.4 trillion in 2020 and 
decision intelligence to be in 33% of large organizations by 2023 
[14], [53]. Despite the mammoth investment and the pursuit of 
value standing at the forefront, competencies of IT professionals 
are being questioned [15], [25]. Given the lack of competency 
research conducted to enable IT practitioners, it is unclear 
whether IT practitioners are sufficiently equipped to lead the 
charge in delivering business value through the DSS medium as 
best as possible.   

Before the point of competency in value is addressed, the 
concept of value should be outlined. Linguistically, value is “the 
regard that something is held to deserve; the importance, worth, 
or usefulness of something” [35]. The linguistic definition of 
value has not brought about certainty as to what value exactly is.  
To further muddle the case of value within the business 
environment, multiple interpretations lead to differing 
expectations of what should be achieved in pursuit of value by 
the divergent set of stakeholders within business [3], [7], [16], 
[25], [34], [39], [45], [47]. Accounting professionals will 

measure value based on accounting standards, such as IFRS13, 
business operational professionals will measure value based on 
productivity increases, customer services professionals will 
measure value on customer satisfaction and senior management 
will value investment outcomes as examples [3], [22], [41]. 
None of the value measures are incorrect but are rather a product 
of their own environment. Every activity will appear as a nail 
needing to be hammered if you are an expert hammer user [33].  

Value within the business environment is in the eye of the 
beholder and with all these perspectives having some reasonable 
justification; the application of an IT value process must be 
consensus driven. This justification, for a consensus-driven IT 
value process, emanates from the thinking that a co-creative 
approach that ensures full participation will allow for the 
creation of unique value opportunities [40]. For the purposes of 
this paper, a strict definition of value will not be adopted, but 
rather agreed that value can be expressed in an economic, 
financial or accounting manner, that it can be tangible or 
intangible in nature and can either be observed in a short period 
of time or over an extended duration and from multiple 
perspectives.  

Our research makes the following contributions: First, in 
conducting a scoping review, this research highlights the current 
deficiency in competency-based research within the IT field in 
relation to deriving value. Research marked with core subject of 
value since 2000 in the selected journals amounts to 258 
research articles, while only 14 IT value competency-focused 
research articles were uncovered. The analysis of research 
papers, analysed through the search process, suggests that, albeit 
progress is being made with regards to researching value in the 
IT environment, a mechanism to instil this in the business 
environment through competency is being left behind. As a by-
product of this result, this research draws attention to 
competency for IT value as a research area that deserves 
increased attention.  

Second, we derive a Business Value Competency 
Framework that integrates work done on value with Bassellier’s 
IT Business Competency Model [6]. By the identification of 
practical competencies that should supplement IT practitioners, 
as well as a definition of a Value Process, a competence seeking, 
knowledge worker aligned IT practitioner will be armed with the 
tools in order to guide value creation within the business 
environment through the criticality of DSS. The framework 
maps the competencies domain areas and associated 
competencies that are required to successfully identify, propose 
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and realise value within the business environment that have been 
addressed in the literature or which remains a knowledge gap.  
Our research question was: What is known from the existing IT 
literature about the competencies that are required of IT 
practitioners to create business value from IT? Given the level 
of research of competency completed in the field of IT, insight 
into how much of this is focused on the value in IT will highlight 
what efforts can be taken to develop the business value of IT as 
an individual and core competency.   

DSS specialists bring unique understanding of the business 
decisions making process and hold technical knowledge to 
harness the power of IT and are expected to deliver value 
throughout the business through the implementation of DSS 
[46]. DSS specialists will need to succinctly rise to the occasion 
to understand value, IT value and the business value to 
successfully justify system investment and sustaining value 
using DSS within business. Exploring research efforts to solve 
IT business value problems will highlight areas where a 
competency has been successful in support of problem 
resolution, offer insight into best practices and enabling IT 
professionals to deliver beyond historical achievements. 

II. CONCEPTUAL FOUNDATIONS 

Even though competency was first identified as a concept in 
the 1950’s, competency and the modelling thereof rose to the 
forefront in the early 1970’s [26]. In the last 50 years, a single 
view on competency is still to be set [26], [28]. Divergent views 
on competency in research are; a measurable human 
characteristic required for high performance, or a firm’s ability 
to utilise resource through process execution to attain a target, 
[2], [32]. Businesses cannot afford to have business-illiterate IT 
practitioners. Specific competency enables business 
organisations to attract specialist staff, deliver concentrated 
efforts and effectively make use of their IT investments in 
support of operations and in alignment with strategy [7]. While 
research has been conducted into an IT practitioner’s 
competency relating to knowledge management, firm 
performance, innovation, business managers’ IT competency, 
business acumen of IT practitioners and core technical skills, 
competency regarding IT value has gone unaddressed [5], [6], 
[12], [19]. Without a competency which specifically focuses on 
the value of IT, as by way of understanding value and a 
collaborative value process that can govern value creation, the 
opportunity to prevent value-destruction and promote value-
construction for businesses may be missed. For the purposes of 
this research competency has been adopted as a set of defined 
characteristics that ensure skilful performance of a business 
objective or task, ether individually or as a collective process. 

Val IT, a business applicable framework, provides a 
governance-based, process-orientated framework to guide 
management and executives to deliver value from IT investment 
[54]. While Val IT has offered insight into processes, 
frameworks and collaborative requirements to deliver value 
from IT, it remains a rulebook and set of guiding principles only 
[31]. Although frameworks and process rulebooks, such as Val 
IT, make inroads for the delivery of value from IT, these 
approaches only enable the earlier stages of the five-stage model 
of expertise developed by Dreyfus and Dreyfus [13], [44].  The 
earlier stages of the Dreyfus and Dreyfus’s five-stage model 

focus on the development of rulebooks and skilful enactment of 
these defined approaches, while the latter focus on the improved 
mastery and further development of these approaches [44]. Val 
IT has developed tremendous inroads into enabling businesses 
to deliver IT, however, there exists opportunity for IT value 
competency-based approaches to be developed in order to 
enable business not to just follow a governance framework but 
to master, beyond the point of following, to that of leading and 
developing within itself.   

While issues surrounding IT value are continually being 
investigated in the IT field, the situation is clear with regards to 
the IT industry: IT practitioners, business practitioners and 
financial practitioners do not have or require a formally defined 
competency in order to articulate the value of IT. IS practitioners 
are also not enabled to understand the financial value or financial 
statements, nor are accounting practitioners knowledgeable 
enough in the field of IT to articulate its value. It comes to follow 
that the purpose of this research is to explore the current 
landscape of competency as applied to the IT discipline. Specific 
focus is placed on the application of competency applied to 
deriving value from IT investments. The research is primarily 
positioned to highlight the current research published with 
regards to competency and IT value and the direction for further 
research efforts will also be proposed. In support of further 
research endeavours, associated competency gaps will be added 
to Bassellier’s IT Business Competency Model to propose an IT 
Business Value Competency for IT Practitioners.  

III. RESEARCH APPROACH 

The approach adopted for this research is a scoping review 
study [1], [37]. A scoping review approach was selected for this 
research to concentre on mapping published research papers to 
an IT Business value competency.  In alignment with a 
consistent scoping review approach [1], [27], the following 
stages have been charted: research question, search strategy, 
research selection, data charting and results. With the research 
questions already being addressed in the introduction, this 
section starts with the search strategy stage of the scoping 
review.  

A. Research Startegy 

In execution of the search process, 19 IT journals have been 
selected to be part of this research. While it is understandable 
that the selected academic journals are not collectively 
exhaustive of all information systems and information 
technology knowledge, they may be considered the thought 
leaders and primary driving influencers in the IT discipline.  

TABLE I.   

Selected Journals  
Journal of the Association for 
Information Systems 

Management Information 
Systems Quarterly 

Communications of the Association 
for Information Systems 

Scandinavian Journal of 
Information Systems 

AIS Transactions on Human-
Computer Interaction 

European Journal of 
Information Systems 

AIS Transactions on Replication 
Research 

Information Systems Journal 

Pacific Asia Journal of the 
Association for Information Systems 

Information Systems Research 
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Selected Journals  
MIS Quarterly Executive Journal of Information 

Technology 
Business and Information Systems 
Engineering 

Journal of Management 
Information Systems 

Journal of Information Systems and 
Technology Management 

Journal of Strategic Information 
Systems 

Journal of Information Technology 
Theory and Application 

The Journal of the Southern 
Association for Information 
Systems 

Journal of the Midwest Association 
for Information Systems 

 

 

Each Journal identified was queried for value as a concept as 
well as competency as a concept. The way the query process was 
conducted for each of these journals was twofold: firstly, an 
independent academic library database was queried using 
keywords of value and competency together and, secondly, the 
research specific search database was used to search for value 
and competency as subjects, where applicable.The search 
strategy executed has been done with the time frame boundary 
limit being placed. 

B. Research Selection 

The selection of findings relating to the research selection 
review are broken up into 2 parts: in the first part a quantitative 
selection of the research efforts being conducted into 
competency, value and value competency within the IT 
environment, and the second part concentrating on qualitative 
selection of the value-competency having been researched since 
2000. Regarding the quantitative findings of the search results, 
Table 2 is used to compare the amount of research conducted 
within the boundary limits of this scoping review. When 
comparing the amount of research conducted between ‘Value’ 
and ‘Value Competency’ on a ‘Keyword’ search basis, the result 
supports a case of competency left behind. Only 338 research 
articles have concentrated on Competencies relating to Value 
over the past 20 years in comparison to 541 and 1237 for 
Competency and Value based research, respectively.  

TABLE II.   

Selected Journals Search Results 
Concept Search Area Count 

Competency Keyword Search 541 
 Subject Search 54 
Value Keyword Search 1237 
 Subject Search 258 
Value AND Competency Keyword Search 338 
 Subject Search 3 

 

Research selection involved both data collection and data 
analysis to deem what research is applicable to the research 
objective, purpose and questions posed thus far. Starting from 
the subject of competency being strictly defined as the departure 
point and then analysing if the concept of business value has 
been addressed, the following data was extracted from each 
article and collated into data spreadsheets to allow for an easier 
consolidation, analysis and applicability assessment: 

• Philosophical and Methodological classification of the 
research article. 

• Competency based theory applied (if applicable). 

• The research questions of the research article. 

• Summary of the findings and further research 
suggestions of the research article. 

Having collected the above-mentioned data, it is analysed 
and compared to using 4 categories: value, business 
competency, value domain competency and value process.  
Value concentrates on whether the value (being built on by the 
research through competences under focus) is tangible or 
intangible. The definitions for ‘tangible’ and ‘intangible’ used in 
the data analysis are [21]: 

• Tangible (T): physical value such as cash, revenue, 
capital equipment, inventory and investment bonds.  

• Intangible (I): non-physical value such as internal 
business processes, decision support, team experience, 
trademarks and patents. 

A business value competency categorisation is used to 
analyse the research collected from a competency perspective. 
The analysis is conducted by assessing if the sourced research 
article investigates a phenomenon that can be classified into 
business competences as defined by Bassallier [6]: 

• Organisational (O) business competency is focused on 
providing a holistic, interconnected and comprehensive 
perspective on the business in which IT is an enabler.  

• Interpersonal and Management (IM) business 
competency is focused on the competencies of the IS 
practitioner with regards to leadership, communication 
and social networking skills in support of engagement 
within the business environment.  

A value competency domain classification is used to analyse 
the research collected from a value competency domain 
perspective. With economic, accounting and finance domains 
being highlighted as domains which hold value and business 
value as their core, these three are applied in this classification. 
The analysis is conducted by assessing if the sourced research 
article investigates a phenomenon employing fundamentals 
and/or characteristics from competencies that holds value at its 
core.  In this regard: 

• The Economic (EC) competency domain relates to the 
technical domain that is involved with expressing the 
social science discipline that focused on investigations of 
the transformation of scarce resources into wealth and 
value. To justify value economically would include 
justifications in pursuit of marginal gain of an economic 
eco-system.  

• Financial (FC) competency is associated with the 
technical domain that is involved with stating the impact 
IT holds on business’ market investments and cash 
generation mechanisms and the way IT influences the 
financial environment.  

• Accounting (AC) competency is coupled with the 
professional domain that is involved with voicing the 
frameworks, principles and rules associated with the 
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process of recording, reporting and presenting the 
financial records of the business environment.  

A value process categorisation is used to analyse the research 
collected against its applicability to the proposed Value Process. 
The analysis is conducted by assessing if the sourced research 
article investigates a phenomenon in a manner with a focus that 
would be applicable to the objectives, activities and associated 
competencies of the Value Process. To this end: 

• Value Discovery (VD) relates to activities and 
supporting competencies that are focused on the 
identification of value opportunities within the business.  

• Value Proposition (VP) relates to activities and 
supporting competencies that are focused on value case 
development and preparation of the solutions to add 
value. 

• Value Realisation (VR) relates to activities and 
supporting competencies that are focused on ensuring 
that the value is delivered and accounted for.   

C. Data Charting 

When comparing the amount of research conducted between 
Value and Value Competency on a ‘Subject’ search basis, the 
result supports a case of competency left behind. Only 14 
research articles have concentrated on Competencies relating to 
Value over the past 20 years in comparison to 54 and 258 for 
‘Competency’ and ‘Value’ based research, respectively. As 
noted above, starting from a keyword search of competency 
being strictly defined as the departure point and  applying a 
thematic analysis of the concept of ‘business value’ being 
addressed, the information in Table 3 tabulates a comparative 
analysis of research found with relevance to the concepts 
defined. 

TABLE III.    

Scoping Review Analysis - Value Co-creation Process Framework 

Article Value 
Business 

Competence 

Value 
Competency 

Domains 
Value Process  

  T I O IM EC FC AC VD VP VR 

[30] X       X X     X X 

[4]   X X   X       X   
[29]   X X   X       X   
[48] X X X X X     X X X 

[25] X X X X X   X X X X 

[22]   X   X           X 

[42]   X   X       X X   
[8] X   X     X       X 

[52] X   X X X     X X X 

[50]   X   X         X   
[6]   X X X       X X X 

[51]   X X X       X X X 
[38]   X X X       X X X 
[43] X X     X       X X 

 

A deviation from protocol has been included in the data-
charting and results-scoping review. Taking into consideration 

that Bassallier’s theory of IT Business Competency has been the 
guiding theory for investigation in this research, all competency 
and value-based academic work that references Bassallier’s 
theory of IT Business Competency has been included for 
analysis post initial search strategy [6].  

IV. RESULTS 

The following is observed from the selected journals 
highlighted in Table 3 above: 

• Most of the competency-based research within IT 
focuses on intangible value rather than tangible value.  

• Bassallier’s business competencies for IT practitioners 
are the most prominent within IT research that focuses 
on value, when compared to financial, economic, and 
accounting based competencies.  

• In all instances, where research focuses on tangible 
value, either economic, financial or accounting domain-
based competencies were made use of in order to address 
the tangible value that the IT initiative sought to deliver.  

• When tangible value is being addressed or used in order 
to justify the value of IT, value domain competencies are 
used as reference. On the other hand, when intangible 
value is addressed, most of the justification and 
alignment of value is that of Bassallier’s theory of IT 
Business Competency [6].  

• Social and influential competencies are noteworthy 
competencies which can influence majority spheres of 
the value process, value discussions within the business 
and strongly underpin the intangible value created.  

• Analytical and discrete value-based domain disciplines 
underpin the tangible value created within business.  

The research highlights a fragmented view of value 
competency, with no single item of research touching on the 
overarching process for value. While research gleans over 
identification, proposition, and measurement of value, these are 
posed as commentaries relating to a specific situation. 

V. DISCUSSION 

Creating value through IT from within the business 
environment is no easy task. IT’s value can be ascribed different 
value or meaning by different stakeholders in the business 
(depending on the role they play in the business) and if IT is not 
given proper value, or if not given correct value, this can be  
detrimental to business and an opportunity lost. In order to move 
towards a better way of describing the value of IT is fundamental 
to understand the meaning the various stakeholders give to IT 
value, how these stakeholders are trained and/or what 
competencies they hold within their respective disciplines, 
which process/es can be harnessed to facilitate value and how, 
through supplementing Bassallier’s theory of IT Business 
Competency, is it possible to map the IT business value 
competencies that can help identify, create and/or realise the 
value of IT with greater efficiency [6].  

• In pursuit of arriving at a knowledge-based view of value 
and increasing value from within the business 
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environment, this discussion focuses on the following 
points: 

• Value: what is value within the context of IT and further 
enablement in a fluid business environment? 

• Value Process: a Value Process that makes use of 
specialist knowledge workers. 

• Value Process Competencies: competencies that can be 
established and driven in an IT Business Value Model to 
enable IS Practitioners. 

• Application of Value Process, associated activities and 
competencies – application of competencies through the 
value process and in unison with existing IT and business 
process.  

To better understand what the concept of value within the 
business environment is, it is necessary to first understand what 
value means. Due consideration is given to the fact that value 
holds different meanings and interpretations to the multiple 
stakeholders within the business environment. An import facet 
is for an IT business value competency to acknowledge the fact 
that value is simply that – fluid and dependant on context. In the 
face of this difference, value will still reside with the 
classification. Value can either display a tangible or intangible 
characteristic and, within each of those, can either be perpetual 
or temporary in nature. This value classification approach is 
proposed as a starting point for a divergent stakeholder 
viewpoint to engage in a value discussion. It is important that 
consensus towards an idea of value is worked on in a 
collaborative manner and moving away from a bipartisan view 
of who is correct and incorrect when value is derived. Through 
the review and analysis of the research conducted, specific 
emphasis on time horizons of value are not explicitly noted. This 
is the reason for its inclusion into the value classification of the 
Value Process. With it marked as a departure point for 
discussion, the time horizon of value is expected to gain 
additional focus. 

 In the vein of moving away from a bipartisan view of value, 
this research proposes a competency-based view of the value 
process that is defined by 3 distinct stages: value discovery, 
value proposition and value realisation. The value discovery 
stage is characterised by the identification and creative scenario 
synthesis of opportunities within the business environment that 
hold potential value. The value proposition stage is associated to 
the value case development and articulation of value ex-ante that 
when implemented will hold on the business. The final value 
process stage is associated with the realisation of the value. The 
value-realisation step of the value process is to ensure that the 
implementation and fulfilment of the activities associated to the 
opportunity are successfully delivered in the business, aligned to 
the value proposition and measured to ensure that what was 
discovered, proposed and implemented fulfilled obligations. 
The Value Process is sequentially liner from value discovery, 
value proposition through to value realisation. However, with 
due consideration of the creative and continuously evolving 
state of business and ITs influence within it, a recursive process 
route has been designed. The recursive process route allows for 
value discovery to be initiated at any time throughout the value 
process. As can be expected, while working within the value 

process, opportunities to discover and initiate concurrent value 
opportunities will constantly reoccur. It is expected that the 
proposed value process should naturally reoccur to infinity as 
the possibility of value discovery should be a non-ending 
cyclical process.  

Having defined the value process, an understanding of what 
activities and competencies underpin this process is important to 
unpack. Just as other domains that are founded on with notion 
of value (accounting, economics and finance) at their core are 
building competency in IT competencies, so too is it imperative 
for IT practitioners to hold competencies in other value domain 
areas [10]. With value discovery concentrating on highlighting 
value opportunities, value proposition building the value case 
and value realisation relating to the implementation and 
measurement of the value resultant, the required competencies 
to conduct the value process are currently noted in literature, 
albeit fragmented. Value discovery, value proposition and value 
realisation would naturally include competencies that are 
identified by Bassallier’s IT business competency model of 
organisation business competencies and interpersonal and 
management competencies. This would afford the IS 
practitioner competencies in being able to engage within their 
functioning of IT and engage in the functioning of departments 
that focus on value as a core discipline. It comes to pass that, 
deductively, injecting value competencies into the business from 
other disciplines would increase the effectiveness of value [7]. 
However, ensuring the domain from which value builds part of 
its core in the business environment is instrumental in ensuring 
a robust and sound value process competency. An elaborative 
list of competencies aligned to value process and associated 
value process activities is highlighted in Table 4 below.  

As depicted in Table 4, there are 12 unique competencies 
that will be required throughout the Value Process and its 
associated activities. 2 of 12 noted competencies have been 
previously specified by Bassallier’s theory of IT Business 
Competency and the remaining 10 stems from literature found 
in financial, economic, accounting and IT Value based domains. 
While gaps still exist in literature, the authors have highlighted 
the need and focus for each of the respective Value Processes 
and associated activities and competencies. This co-creation 
underpinned value process moves value solely away from the 
functional disciplines in a business towards that of a process-
orientated, collaborative, knowledge worker approach. This 
makes inroads into better enhancing value discovery, 
proposition and realisation throughout the business and not 
leaving this up to a single function within the business to drive 
[40]. This approach will support greater alignment between 
business functions. Having addressed the fragmented literature 
of Value competencies within the IT environment, the proposal 
of a value process with associated activities and competencies 
that underpin the objective of creating a knowledge-based view 
of value within the business, this research would purpose the 
below IT Business Value competency model for IT Scholars and 
IT Practitioners. The supplements map and highlight the 
numerous gaps identified in the literature for future research. 

 IT Practitioners can also make effective use of these 
findings. As discussed thus far, this mapping of the IT Business 
Value competency affords the IS Practitioner the ability to lead 
a process-focused competency-based view of value from within 
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the business. It is not expected that the competencies and 
knowledge areas identified here are to be held of that of the 
foremost expert. Rather, armed with a general understanding, 
the leader of such process can leverage the knowledge and 
expert competencies in a business with the objective of value co-
creation. It must be noted that while the IT Business Value 
Competence Model for IT Practitioners is IT specific in its 
current form, the model can be utilitarian model for uses and will 
be specifically applicable to DSS experts. 

TABLE IV.   

Scoping Review Analysis - Value Co-creation Process Framework 

Value 
Process 

Activity Competency Examples 

Value 
Discovery 

Business Assessment Research [26] 
Opportunities Identification Innovation [26], [52] 
Hypothesis Generation Analytical [26] 
Project Drivers Consolidation Advisory [26] 
Solution Vision Strategic [11], [39] 

Value 
Proposition 

Solution Definition Technical [9], [26] 
Business Case Development Writing [26], [35] 
Economic Impact Articulation Analytical [11] 

Finance Impact Articulation 
Regulatory 
Governance 

[27] 

Accounting Record 
Articulation 

Analytical [10] 

Present Business Solution 
Communi-
cation 

[15], [26] 

Benefits Articulation Influence [15], [26] 
Attain Project Approval Influence  [26], [49] 

Value 
Realisation 

Solution Establishment 
Portfolio 
Management 

[26] 

Solution Tracking Leadership [26] 
Goal Alignment Maintenance Influence [26] 
Benefits Realisation Influence [2], [26] 

CONCLUSION 

With DSS being crucial to driving the value of business, 
understanding the business value competency of IT professional 
is critical in further enabling success. To this end the objective 
of this scoping review identify areas where this competency can 
be further developed within the IT profession.  Although more 
than 258 articles in leading IT journals addressed the value 
problem over the past 20 years, only 14 research articles have 
been uncovered which address competency in IT with a focus 
on the business value of IT. Of these 14 articles, most of the 
findings pertaining to IT business value competency emphasise 
the social and behavioural aspects of business competency, such 
as organisational awareness and interpersonal and managerial 
qualities. We present a mapping of areas addressed and research 
gaps that need attention, structured according to a value co-
creation process framework. The majority of value-based and 
competency-based research in the IT field concentrates on 
economic aspects of value within the business. Our mapping 
suggests that there exists an opportunity for future research 
efforts to focus on financial and accounting-based value of IT 
within the business. Considering that business focuses on money 
generation, finance, statutory reporting and accounting, it would 
be prudent to equip IT practitioners with these value-centric 
competencies.  Given that the business value of IT is based on 
the varying perceptions of business stakeholders and custodians 
of IT governance, enabling value-based competencies that 

focuses on using data from economic, financial and accounting 
practices will move IT value from perception-based approaches 
to more evidence-based approaches. Given the research 
contribution of highlighting opportunities in IT value 
competency research and the introduction of a value co-creation 
process together with the skilful performance that is required of 
IT practitioners to deliver value, we trust that further academic 
and industry-based research is conducted in the future in order 
to drive the value of DSS through an evidence-based business 
value IT competency model for IT practitioners. 
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Abstract—The increase in cyberattacks against the 

healthcare system, notably Electronic Health Records (EHRs) 

breaches, has cost the healthcare providers more in recent 

years. This situation is predicted to increase in the coming 

years as the healthcare systems are proposing a consortium 

EHRs repository. Due to this reason, it is crucial to deploy 

solutions that can ensure the security of shared health records. 

More specifically, maintaining the integrity and consistency of 

shared EHRs becomes pertinent. In this on-going research, we 

propose a blockchain-based solution that facilitates a scalable 

and secured inter-healthcare EHRs exchange. These healthcare 

systems maintain their records on individual private 

blockchain networks, and the blockchains interact to exchange 

patient health history based on request. The proposed solution 

verifies the integrity and consistency of requests and replies 

from other healthcare systems. It presents them in a standard 

format that can be easily understood by different healthcare 

nodes. The verification steps guard against malicious activities 

on both stored and in transit EHRs from insider and outsider 

threat actors. We evaluate the security analysis against 

frequently encounter outsider and insider threats within a 

healthcare system. The preliminary result shows that the 

architecture can detect and prevent threat actors from 

uploading compromising EHRs into the network and prevents 

unauthorized retrieval of patient's information. 

Keywords— Blockchain, Electronic Health Records, 

Compromised EHR, Healthcare System, Security, Data 

Integrity, Consistency. 

I. INTRODUCTION  

 The tremendous increase in the healthcare record 
breaches has made healthcare interoperability more 
challenging to achieve. In 2019, around 572 recorded attacks 
in the U.S. healthcare industries resulted in over 41 million 
patient record breaches, and it is estimated to jump up by 
60% in 2020 [1]. The effects of these attacks are estimated to 
cost the industry about $1.4 billion a year. Although 
ransomware attack accounts for about 58% of the total 
breach, staff members inside the healthcare organization 
were responsible for about 9.2% of the data breach in 2019 
[2]. Due to the prevalence of attacks on patient records, there 
is an urgent need to deploy a more secure method to protect 
Electronic Health Records (EHRs) shared among different 
healthcare systems, especially now that healthcare systems 
are proposing more robust interoperability. For the proposed 
interoperability to work, the integrity and consistency of the 
stored or shared EHRs must be guaranteed. Thus, it is crucial 
to have a solution that detects and prevents malicious 

activities in EHRs. Over the years, healthcare systems have 
utilized a firewall to protect stored EHRs [3-7]. [3] 
iimplements the firewall to serve as an anomaly-based 
intrusion detection system (IDS). In the implementation, the 
firewall is either configured as a packet filtering firewall or 
status inspection firewall. The authors in [8] put forward 
encryption to ensure the security of EHRs during the 
exchange process. This approach was designed by Health 
Insurance Portability and Accountability Act (HIPAA) to 
secure EHRs when viewed by patients or when creating, 
receiving, maintaining, or transmitting Patient Health 
Information (PHI) by mobile devices. Despite the success of 
the approaches, the malicious intruders still find ways to 
subvert these protection systems and gain unauthorized 
access to EHRs.  

 Healthcare providers believe that their data is secured as 
far as it is encrypted. Although encryption guarantees the 
confidentiality of such data, consistency, and integrity are 
not guaranteed. [9] proposed a message authentication code 
algorithm (MAC) for detecting any changes in stored data. 
Although this approach detects changes in the stored data, it 
is not practical for extensive data because downloading and 
calculating MAC of large files is overwhelming and time-
consuming. Another method described in [9] secures cloud 
data integrity by computing the hash values of every data in 
the cloud. This solution is lighter than the first approach in 
[9]. However, it requires more computation power, 
especially for massive data; hence, it is not practical. The 
authors in [10] employ the third party to coordinate activities 
of the database. The problem with this approach is that the 
data is vulnerable to man-in-the-middle or single-point-of-
failure attack.  

Further research has put forward the application of 

blockchain technology in handling, protecting, and 

interacting IoT devices with personal EHRs [10-17]. The 

approaches described in these researches prove effective in 

handling and protecting stored personal EHRs. However, 

the proposed solutions cannot be applied to the EHRs 

exchanged between two or more healthcare systems as they 

are primarily focusing on securing and protecting personal 

EHRs. In this research, we propose a solution that leverages 

the tamper-proof ability, data immutability, and distributive 

ledger ability of blockchain to share EHRs among different 

healthcare systems securely.  

The new dimension in the healthcare industry is the 

interoperability of different healthcare systems. The 

interoperability is important because a patient's diagnosis 
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and treatment journey can take them from a physician's 

office to an imaging center or the operating room of a 

hospital. Each stop generates a record, such as doctor's 

notes, test results, medical device data, discharge 

summaries, or information essential to the social 

determinants of health, which become part of a patient's 

electronic health record in each setting. For the best 

outcome, this health information should be accessible and 

securely exchanged among all sources that accompany the 

patient's treatment every step of the way. This 

interoperability will strengthen care coordination and 

improve safety, quality, efficiency, and encouragement of 

robust health registries. However, most of the available 

solutions in hospitals use fax messages for EHR exchange 

between healthcare systems, and cloud database for storing 

EHRs. The significant problems facing the currently 

available solution are (i). The medium of exchange can be 

hacked, thereby compromising the integrity and consistency 

of the shared data. (ii) The database housing the EHRs can 

be hacked, and data can be manipulated or deleted. (iii) 

Lack of universal format for EHRs exchange makes it 

difficult to detect and prevent malicious activities. 
 We propose a solution that ensures the integrity and 
consistency of shared health data, presents a standard format 
for exchanging EHRs, and detects any malicious activities on 
stored and shared EHRs. Hence, the contributions of our 
work can be  summarized as follows: 

• We propose a blockchain-based architecture that 

facilitates a scalable and secured inter-healthcare 

EHRs exchange among different healthcare 

systems.  

• The proposed architecture detects and prevents 

malicious activities on both stored and shared 

EHRs from either outsider or insider threats.  

• The architecture verifies the integrity and 

consistency of EHR requests and replies, then 

presents them in a standard format easily 

understood by the different healthcare systems. 

• The architecture permanently stores the verified 

EHRs in a distributive ledger and shares with other 

health care systems securely when requested. 

• The proposed architecture is robust to a new 
healthcare system joining the network in real-time.  

The remainder of this paper is organized as follows: 

related works on blockchain application in healthcare are 

discussed in Section II. Section III describes the proposed 

architecture, while the preliminary result is presented in 

section IV. Section V presents the conclusions of this paper 

and possible future works. 

II. RELATED WORKS 

A. Blockchain application in healthcare 

First introduced as the technology behind bitcoin in 2008 

[18], blockchain was implemented to solve the double-

spending problem in a cryptocurrency called bitcoin. Since 

its inception, diverse areas have seen the application of 

blockchain technology. e.g., health system [10-17], data 

integrity [19], [29-30], intrusion detection system [20-22], 

and so on. Blockchain is an append-only public ledger that 

records all transactions that have occurred in the network. 

Every participant in a blockchain network is called nodes. 

The data in a blockchain is known as a transaction, and it is 

divided into blocks. Each block is dependent on the previous 

one (parent block). So, every block has a pointer to its 

parent block. Each transaction in the public ledger is 

verified by the consensus of most of the system's 

participants. Once the transaction is verified, it is impossible 

to mutate/erase the records [18]. Blockchain is broadly 

divided into two: public and private blockchain [23]. A 

public blockchain is a permissionless blockchain in which 

all nodes do verification and validation of transactions. e.g., 

Bitcoin, Ethereum. While private blockchains are 

permissioned blockchains where only nodes given 

permission can join and participate in the network. e.g., 

Hyperledger. 
Blockchain application in EHRs is still in its inception. 

However, the potential it offers, the deficiencies and gaps it 
fills and ensuring the security and confidentiality of health 
data make it the forefront to be adopted in the healthcare 
industry nowadays. Blockchain technology has been applied 
to different kinds of researches to secure personal data. The 
authors in [24] propose a platform that enables a secure and 
private health record system by separating sensitive and non-
sensitive data. The platform serves to share a patient's 
healthcare data with researchers without revealing the 
patient's privacy. The model successfully uses proxy re-
encryption techniques to share a patient's sensitive data 
without revealing the patient's private key and adopting an 
asymmetric cryptography technique to encrypt these data 
while storing it on the cloud. Another similar work [25] 
proposes i-Blockchain, which uses a permissioned 
blockchain to preserve the privacy of the Patient's Health 
Data (PHD) and improve the individual's experience in data 
exchange. It allows only qualified individuals and Healthcare 
Service Providers (HSP) to join the network to prevent 
malicious attacks. It uses cold storage functions as off-
blockchain storage and hot storage functions as the store 
where users temporarily put requested data in addition to a 
private key and a public key for secure data exchange. 

Furthermore, [26] proposes the conceptual design for 
sharing personal continuous dynamic health data using 
blockchain technology. The approach is supplemented by 
cloud storage. The authors proposed using hash pointers to 
the storage location to solve the problem of sharing large-
sized continuous-dynamic data while integrating blockchain 
and cloud storage. Extensive size data can be stored in an 
encrypted format on the cloud, and only the transactional 
data and metadata can be saved and shared on the 
blockchain. The authors in [27] propose a decentralized 
record management system (MedRec) to manage 
authentication, confidentiality, accountability, and data 
sharing of EHRs using blockchain technology. It is a 
modular design that integrates with patient's local data 
storage and encourages medical stakeholders to participate as 
miners.  The result shows that the system enables the 
emergence of big data to empower researchers while 
engaging the patient and providers in the choice of release 
metadata. [28] proposes a new approach which joins 
blockchain and cloud computing network. In their work, they 
employ Amazon Web Services and Ethereum blockchain to 
facilitate the sematic level interoperability of EHRs systems 
without standardized data forms and formatting. The model 
proposes an interoperability data sharing framework that 
includes security through multilayer encryption, optical data 
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storage through Amazon Web Service, and transfer using the 
Ethereum blockchain. 

Despite the researches on blockchain application in 

healthcare, most of the available solutions focus on securing 

and sharing personal EHRs, failing to address the security of 

health records shared between two or more healthcare 

systems. The lack of secure exchange of EHRs is the 

motivation for this work. The novelty in the proposed 

solution is to facilitate a scalable and secured inter-

healthcare EHRs exchange while detecting and preventing 

malicious activities on the data. This novelty distinguishes 

our work from previous works.   

 

III. THE PROPOSED ARCHITECTURE 

The proposed architecture, which focuses on securing 
inter-healthcare EHRs exchange, is implemented on the 
Hyperledger Fabric blockchain platform. The Hyperledger 
fabric features a chaincode which houses the smart contract. 
The chaincode is deployed to the fabric, and each peer 
interacts with the code. The smart contract keeps the 
agreement among consortium members, and all participants 
run it. Fig. 1 shows a pictorial representation of the proposed 
architecture.  

 

 
 

Fig. 2. The Proposed Architecture 

 

The architecture comprises of different healthcare 

systems running private blockchain networks. Each 

blockchain network is independent of each other and 

features a unique smart contract that is written according to 

the healthcare system and HIPAA's policies. In each 

healthcare system, computers used in collecting patient 

records from peers in a private blockchain network. The 

peers in each network prepare, submit, verify, and keep a 

copy of the ledger of all transactions (i.e., patient's EHRs). 

The peers also run the consensus algorithm, thus validate 

transactions/blocks. The peers similarly validate the 

transactions, as described in our previous works [29,30]. 

However, unlike the previous works, which uses public-

private blockchain networks, we set up a fully private 

blockchain network for each healthcare system. 

In this current work, we focus on investigating a 

secured exchange of patients' records among different 

healthcare systems. In this implementation, the healthcare 

systems keep and maintain patient health information on 

individual private blockchain networks. We describe the 

process of interaction and exchange of the patients' EHRs 

among them. We deploy a smart contract on each private 

blockchain platform via chaincode. The smart contract 

handles the verifications of all transactions. In this context, 

we define a transaction as any of the following: 

1. A patient's health information about to be stored 

into the blockchain network 

2. A request for patients' medical history from another 

healthcare system. 

3. A reply that carries the requested patient's 

information 

This paper describes how the architecture achieves the 

verification and validation of requests and replies to mitigate 

malicious activities. (i.e., we describe how a request for a 

patient's health history undergoes different security 

verification and validation before being sent to the closed 

primary healthcare system.) 

 

The proposed architecture is divided into three main steps, 

as shown below.  

 

 
 

Fig. 3.  Building blocks of the proposed architecture 

A. Request 

The request stage is subdivided into three categories: 

request formation, request verification, and transaction 

formation. The request is formed to obtain a patient's 

medical history from another healthcare center or medical 

test results from a laboratory. For example, a person who 

lives in New York, USA, travels to London, UK. If the 

person had to visit the hospital for treatment, the medical 

history should be retrieved from the New York hospital for 

better medical treatment. The medical records can be 

retrieved by preparing a request with information that is 

unique to the patient. During the process, a requester (doctor 

or nurse in the visiting hospital) supplies the required 

information to a developed script running on the peers. This 

script captures the patients' information such as name, date 

of birth, Social Security Number (SSN), name of the former 

healthcare system, and requester's unique code.  

The script verifies the information and the identity of the 

requester. The request is developed into an agreed-upon 

format, digitally signed by the peer, and submitted as a 

transaction to the hospital's blockchain network. Apart from 

the submitted transaction, the peer (node) submits its 

information, which includes the requester's unique code, the 

MAC address, and the peer's transaction address. The smart 

contract run on the blockchain verifies the transaction's 

format, the requester code, and the peer's identities. The 

purpose of the verification is to detect and prevent all 

unauthorized activities on the transaction. Algorithm 1 

below describes the snippet of the smart contract that 
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handles the verification process. Since the healthcare 

blockchains communicate via smart contracts, each smart 

contract running on the blockchain networks contains the 

processes described in algorithm 1.  

The smart contract verifies the transaction by comparing 

the format with the stored transaction format. It checks the 

number of requests from the same peer within a minute and 

compares it to a maximum value. We set the maximum 

value of request from a peer to 1. It also checks if the 

destination address is found in the blockchain lookup table. 

It confirms the privilege of the peer to submit transactions 

by verifying its digital signature with its public key. It 

further checks for the peer's information in the information 

lookup table and verifies the health worker's code. Apart 

from the above, the smart contract controls each peer's right 

to assess patients' records. For a request to be successful, it 

must agree with a standard format, and the number of 

requests per minute must not exceed a maximum value. 

Also, the requester must be authorized, destination 

healthcare blockchain must be available and correct, peer's 

information must be correct, and the peer's public key must 

verify its private key. If any of these verification steps fail, 

the transaction is dropped. A successful request is validated 

and attached to the blockchain. The validation process has 

been described in our previous works [29,30].  

 

 
 

B. Reply 

 

After a successful validation process, the smart contract 

routes the request to the designated healthcare network 

based on the lookup table.  The smart contract verifies the 

format of the received request and the requesting network. 

Algorithm 2 below describes the pieces of the smart contract 

that handles the verification of an incoming request. The 

source information, format of request, and digital signature 

of the source healthcare are verified. The supplied 

information about the patient is confirmed. For an incoming 

request to be successful, the request's format must agree 

with the standard, source information must pass verification 

step, requested EHRs must be available in the healthcare 

network, and the source public key must verify its private 

key. If any verification steps fail, the request is dropped, and 

a failed request is issued to the source network. A successful 

request is validated and attached to the blockchain. Based on 

the required information, the peers compete to prepare a 

reply by retrieving the patient's EHRs from the blockchain 

network. The peer that first prepares the information 

submits it as a transaction to the blockchain for verification. 

The transaction is verified as explained in algorithm1. A 

successfully verified reply is validated and routed back to 

the source network. 

 

 

C. Authentication 

The source network verifies the incoming reply. The 

smart contract verifies the format of the information, the 

address of the reply's network, and the digital signature of 

the reply's network in a way showed in algorithm 3. When 

the verification process is successful, the transaction (reply) 

is validated and attached to the blockchain. The blockchain 

is updated, and the newly added block reflects on the ledger 

of every peer in the network. Every blockchain peer 

possesses a copy of this ledger. All blockchain peers receive 

the notification of the newly added block but do not have 

access to the block's content. The requesting node retrieves 

the information in the block, and a developed script converts 

it to a format that can easily be understood by the requester 

(healthcare work). 
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IV. RESULTS  

We carry out the implementation of the proposed 

architecture in the laboratory. We set up two different 

Hyperledger fabric blockchain networks (I and II) with each 

network comprising of three peers. For each blockchain 

network, we installed Hyperledger Fabric v2, use Golang 

v1.14 implementation for smart contract and docker v19.0.3 

and docker-compose v1.26.2, nodejs v12.18.1, npm 

v6.4.1and python v3.6. All the blockchain peers run Linux 

Ubuntu v18.04 operating system. The smart contract is 

written as described above and deployed into the blockchain 

channels. The MAC and transaction addresses of all peers 

are written as lists in the smart contract. A list that stores the 

requester code is also included in the smart contract. The 

format of requests and replies and the requester's unique 

codes are coded in the smart contract. Apart from this, the 

smart contract also contains a lookup table that stores 

information about the blockchain II. We write a similar 

smart contract (with blockchain I information) for 

blockchain II. A transaction (request for patients' medical 

history) was prepared as explained in section III and 

submitted as a transaction to the blockchain network I. In 

the security analysis, we anticipated and tested ways an 

insider or outsider malicious intruder could attempt to 

compromise a request within a healthcare system. We 

performed the attack and presented the result obtained from 

our architecture. In the outsider attack, we implement how 

the architecture detects and prevents unauthorized peers 

from submitting a transaction to the blockchain network. 

While for the insider attack, we showed how the architecture 

detects a compromised peer and prevents it from inserting 

its transaction. 

A. SECURITY ANALYSIS  

1) Outsider Threat Detection 

We present the security result of the architecture against 

malicious transaction injection into the blockchain. Here, 

we added a peer (malicious node) that was not part of 

the blockchain to network I.  We assume that an attacker 

may find its way into joining the blockchain. The 

malicious node prepares a request transaction and 

submits it to the blockchain network for verification. 

Although the transaction agrees with the standard, we 

observed that a failed transaction notification was sent to 

the owner. The transaction failed because the sender is 

not authorized to submit a transaction; hence, it fails the 

verification step. We manually created the transaction 

address and used it to check if the transaction is 

validated and stored in the ledger. The result shows that 

no transaction is retrieved; hence the transaction is not 

uploaded to the blockchain network. 

 

2) Insider Threat Detection 

Here, we tested the security of the architecture against 

two typical ways a malicious insider can have 

unauthorized assess to patient's health records. 

a) Multiple Requests: We performed an attack where 

a malicious insider compromises a peer and begins to 

send a large amount of what appears to be a legitimate 

standard formatted request to mount a DoS attack on 

the blockchain network. The peer prepares a request 

transaction and submits it to the blockchain. The peer 

persistently submits the same transactions to mount a 

DoS attack on the blockchain network.  Although 

other authorized nodes are working to validate the 

transaction, we observed that the transactions are not 

validated. The frequency of receiving the same or 

similar transaction from the same peer exceeds the 

threshold set in the smart contract. As a result of that, 

the transactions failed the verification step. We 

persistently submit the same request from the same 

authorized node, and we observed that the peers stop 

mining after the sender was flagged to be 

compromised. The smart contract automatically drops 

all subsequent transactions from the same peer. 

 

b) Unauthorized retrieval of patient's record: We 

implement a case where a malicious insider attempts 

to retrieve patient information. It is assumed that an 

attacker is unlikely to hold an authorized peer in a 

compromised state for too long due to frequent 

security checks. Based on this assumption, an attacker 

makes all efforts to assess the patient's medical record 

within the shortest time possible. The result showed 

that no information was returned because the peer not 

authorized to retrieve the information. In the smart 

contract, information retrieval privilege is set for each 

peer (i.e., the node can only retrieve information that 

it prepares the request). The architecture drops the 

query because the node has no retrieval privilege for 

that patient's EHRs, which makes it suspicious to 

have been compromised. 
 

V. CONCLUSION 

In this on-going research work, we propose a 

blockchain-based architecture that facilitates and secures 

inter-healthcare EHRs exchange. In the implementation, 

each healthcare system maintains patient health information 

on private blockchain networks. The work focuses on 

improving the security of both stored and in transit EHRs to 

strengthen the interoperability between healthcare systems. 

We present the preliminary result of the security analysis on 

the detection and prevention of malicious transactions 

within a healthcare system. The result shows that our 

architecture has a prospect of detecting and preventing 

malicious activities from either insider or outsider threats. 

As part of the continuation of the work, we wish to expand 

our work to accommodate the following: 

1. Test for more malicious activities within a 

healthcare system. 

2. Evaluate how to detect malicious replies or 

requests coming for another healthcare system. 

3. Evaluate the scalability and its Response time. 
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Abstract—The Internet of Things (IoT) world is developing
rapidly, yet seamless integration into our daily lives is lacking.
Vendor-specific products tend to restrict customers to their
software applications, due to their inherent steep learning curve.
We develop the Mixed Reality Control Panel (MRCP) system
to address this gap by offering a cross-platform, open-source,
vendor-neutral, mixed reality software application capable of
interacting with headless, IoT devices. The MRCP application,
Smart Parking Meter, and Smart Lock are developed and tested
against existing solutions. The duration to perform each action
is compared as well as the benefits of additional smart features.
Having a mixed reality interface allows for a agnostic and quick
interaction with the IoT devices. Early development decisions
on cross-platform and vendor-neutral enable future scalability.
As a result, both devices are deemed viable solutions for future
smart city integrations. Further development will take place for
the MRCP system. While others can benefit from the project by
incorporating mixed reality as a solution for Smart environments
to bridge the gap between IoT and our daily lives.

Index Terms—Augmented Reality, Internet of Things, Mixed
Reality, Smart Home, Smart Lock, Smart Parking

I. INTRODUCTION

The proposed MRCP system consists of two main compo-
nents. The first one being the software application on the user’s
phone or tablet, which will interact with the second component
being the headless devices. In this project two headless devices
were developed, a Smart Parking Meter and a Smart Lock. A
diagram showing how the smart devices communicate within
a network and the application is shown in Fig. 1. The MRCP
application utilizes the user’s camera to select which smart
device to connect to via Bluetooth Low Energy (BLE). The
user’s device is capable of functioning as a gateway to the
web server, or the smart devices can connect to the webserver
through a WiFi access point.

II. BACKGROUND

A. Smart Parking

The application of the MRCP Smart Parking Meter would
exist within a Smart City as a Smart Parking solution to a
growing problem. Models indicate that 70% of the population
will live in urban areas by 2050. Currently such densely

Fig. 1. Communication diagram of the MRCP system.

populated cities consume 75% of the world’s energy, while
generating 80% of the greenhouse gases. Smart City is a
solution that will alleviate some of the impact predicted by
population models. A Smart City uses information, digital,
and telecommunication technologies with traditional networks
and services to improve a city’s operations to be more flexible,
efficient, and sustainable [1] [2].

A Smart City consists of multiple components, including
smart infrastructure, smart buildings, smart transportation,
smart energy, smart healthcare, smart technology, smart gov-
ernance, smart education, and smart citizens [2]. The focus
of this section will be within the smart transportation realm,
particularly smart parking. Smart parking uses modern tech-
nology to identify and relay information about empty/occupied
parking spots; This information is then used to create a real-
time parking map. This map serves multiple purposes; It can
be used to assist drivers with parking, or even report traffic
violations [3]. As a result of smart parking, economic, and
social benefits emerge. One of these is fuel consumption, As
it decreases, so will the cost and impact of transportation.
With less congestion from those who are searching for parking
spots, the amount of time one spends traveling to their
destination is shorter [4]. The main argument against smart
parking revolves around privacy concerns. However, with the
ubiquitous placement of traffic cameras, this point is somewhat978-1-7281-9615-2/20$31.00 ©2020 IEEE
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moot. Therefore we seek to understand how the internet of
things can aid with rampant parking problems.

B. Mixed Reality

The MRCP application’s interface utilizes Mixed Reality
(MR) as an immersive and interactive experience by connect-
ing physical objects to virtual content in a meaningful way
[5]. Augmented Reality(AR) is a subcategory of MR. AR
is different from Virtual Reality (VR), because it overlays
virtual information onto the real world [6]. Comparatively, VR
immerses the user into a digital world viewing digital objects.
The MRCP application will allow AR interfaces to interact
with physical devices. Others have implemented MR and AR
into their Smart City solution. Özcan et al combined AR and
geolocation to overlay names associated with their campus’s
buildings [7]. Demir and Karaarslan used their geolocation
based AR application GökovAR to promote tourism [8]. Mee-
gahapola and Perera developed the mixed reality application
SPMRA to enhance customers in-store shopping experience
[9]. Hung et al also created a system using AR to control a
door’s lock [10].

C. Markers

Marker barcodes were adhered to each device to uniquely
distinguish them for communication. An example of a marker
used in this project is shown in Fig. 2. These markers consisted
of a 4x4 grid allowing 8,192 unique identifiers to be generated.
Another option utilizes the 5x5 markers into 4,194,304 unique
identifiers [11]. With this in mind, it was determined that
digital markers were adequate for this project and immediate
future scaling.

Fig. 2. MRCP App marker barcode.

D. Microcontroller

The ESP-32S microcontroller was used to add smart func-
tionality to the electronic lock and for the development of the
MRCP Smart Meter. This allowed for additional functionality
such as WiFi (IEEE 802.11 b [12]/g [13]/n [14]) and BLE
(Bluetooth Special Interest Group 4.0 [15]). There are also 38
available pins for additional components, such as sensors.

III. DESIGN AND DEVELOPMENT

A. MRCP Application

To make the application cross-platform easily integrate with
third-party libraries and services, a web stack was used. This
allowed the MRCP application to run in a web browser.
Debugging software more efficient because it could be run

either on phone or desktop. The majority of the application
was written with HTML5, CSS3, and Javascript.

The login screen is shown in Fig. 3 is connected to Firebase
and starts a session with the user once they sign in. The
browser window is redirected to the main MRCP application
page if the email and password for the user are correct.

Fig. 3. MRCP app login page.

The main MRCP application page uses marker barcodes to
position the mixed reality interfaces. AR.js is used to convert
real-world marker locations to virtual 3-D coordinates and
to render the camera output. Once the marker is recognized,
Three.js is used to translate the 3-D coordinates to 2-D screen-
space coordinates. An HTML interface based on the marker
barcode is rendered on the screen at the position of the marker
as shown in Fig. 4. The interface tracks the marker in real-time
and scales in size depending on the distance of the camera to
the marker.

Fig. 4. MRCP app interfaces.

To connect to the MRCP device using BLE, the app
utilizes the web Bluetooth that is built into Chrome. When
the “CONNECT” button is pushed, the user is asked to pair
with a device and the communication protocol begins. Each
device type has its interface and communication process that
is defined in its Javascript class.
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B. MRCP Smart Lock

The Smart Lock’s system resides within two states. State 0
(S0) is the state in which the door is locked. It will remain
locked until it is manually unlocked or it is digitally unlocked
using the MRCP application. S1 is the state in which the
door is unlocked. It will remain unlocked unless manually
or digitally locked, as well as if the auto-lock timer has
expired. This added feature of having an auto-lock can be
set to automatically lock the door after a set period. The state
diagram of the Smart Lock is shown in Fig. 5.

Fig. 5. State diagram of the MRCP Smart Lock.

To implement this system, an electronic lock was purchased
shown in Fig. 6 with its unique marker. This lock was
originally controlled through a key fob, using Radio Frequency
(RF) communication.

Fig. 6. MRCP Smart Lock Exterior Side (Left) and Interior Side (Right).

Since the device needed to communicate via Bluetooth and
not RF, the lock was stripped of its electronics and was left
with its housing and mechanical functionality. The remaining
components consisted of a DC motor, relay switch, gears
to drive the deadbolt and housing. The circuitry was then
made into a prototype and tested before being soldered on
a development board and placed in the housing.

C. MRCP Smart Parking Meter

The functionality of the Smart Parking Meter was deter-
mined by first developing the different states the meter would
cycle through. These states are displayed in Fig. 7 with their
outputs being illuminated with an LED. When no car is

detected within a parking spot, it resides in State 0 (S0) as
“Available”. As soon as a car is detected, it transitions into
State 1 to “StandBy”. It waits for a designated amount of
time to allow the user to connect to the smart meter via
the MRCP app. After the user connects and checks in, the
smart meter transitions into State 3 as “Valid Parking” and
keeps track of the amount of time the user is parked there.
Once the meter detects that the vehicle no longer resides
within the spot using its ultrasonic range sensor, it ends the
session with the user then transitions back into the “Available”
state. If the user does not check-in with the meter before the
grace period has expired, the meter transitions into State 4
to report a “Parking Violation”. At this time the LED rapidly
blinks red, signaling that a parking violation is taking place.
Lastly, State 2 and State 5 represent “Maintenance Required
Valid Parking” and “Maintenance Required Invalid Parking”
respectively. These states are used when the sensor is blocked
or requires maintenance to function properly.

Fig. 7. MRCP Smart Parking Meter state diagram.

D. Smart Parking Network

For the MRCP Smart Meter, a network suitable needed to
be developed and analyzed. Researching a variety of models
led to Sadhukhan’s proposed IoT approach to creating an E-
Parking system [16]. This system implemented smart Parking
Meters (PM) which contained an ultrasonic sensor to detect
whether a parking spot was reserved or available. This in-
formation was transmitted via WiFi (IEEE 802.11 b/g/n) to
Access Points (AP) throughout the parking lot. The AP would
relay the information to a Local Parking Management System
(LPMS) which functioned as an internet gateway to send data
to a web.

Sadhukhan’s proposed E-Parking system was a good fit for
the MRCP Smart Parking Meter network. In particular, the
method in which PM communicates with the AP and the
AP communicates with a LPMS. This section would utilize
the ESP-32S, the same affordable, low energy microcontroller
capable of communicating via WiFi (IEEE 802.11 b/g/n)
and Bluetooth (SIG 4.0) used in the MRCP Smart Parking
Meter. These motes would transmit sensor readings through a
centralized network forwarding their data to a Cisco 1941W
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Integrated Services Router. The router, in this case, would
function as an AP, sending the received data to a LPMS. By
developing this link, new PMs will be capable of connecting
to their system’s web server.

The ESP-32S utilizes its WiFi module, which uses IEEE
802.11 b/g/n standards. This protocol was used in Sadhukhan’s
model as well as various other models [17], [18]. Although
Bluetooth offered an appealing low energy option [19], it
was dismissed for the networking aspect because of the
limited connections allowed [20], [21] as requiring additional
hardware to construct a gateway.

The system is capable of scaling to accommodate the size of
any parking lot. This can be achieved by adding more wireless
routers and configuring their routing tables. To ensure that the
designed system is functioning properly, multiple Quality of
Service (QoS) metrics would need to be tested. Singh and
Baranwal discuss the different QoS metrics that should be
considered when analyzing an IoT system [22]. The metrics
considered when testing the system were network focused.
Response times were tested, to observe how long a mote
requires to detect a change in a parking spot, and to reflect
the change in a web server. The capacity of each access point
could be tested to ascertain a limit of how many motes an AP
and its network would be able to reliably support. Though this
would be an expensive experiment to perform till failure, the
affects of adding motes could be analyzed.

IV. THE PROPOSED SYSTEM

A. MRCP Smart Lock

The Smart Lock functioned as intended, with the capability
to lock and unlock the door through the MRCP application.
At the same time, it maintained its functionality to manually
lock and unlock. Fig. 8 consists of a set of images that
chronologically showcases the MRCP Lock unloading when
the user pressed the “UNLOCK” button on the application.

Fig. 8. MRCP Lock transitioning from State 0 to State 1.

B. MRCP Smart Parking Meter

The MRCP Smart Parking Meter’s housing was modeled,
then 3D printed. The ultrasonic sensor and LED were then

installed, followed by the circuitry and marker. Black iron pipe
and flange was used to elevate and support the meter. The final
form of the smart meter is shown in Fig. 9.

Fig. 9. Completed MRCP Smart Parking Meter.

A chronological set of images demonstrate the functionality
of the interface in Fig. 10- 12. The first figure displays the
interface with a button labeled ”Connect” which when pressed
connects the user to that MRCP Smart Parking Meter.

Fig. 10. MRCP Smart Parking Meter connection interface.

Once connected, the interface transitions to notify the user
of the rate to park in the current spot as shown in 11. In this
case, the rate is configured at $5 per hour. The user can accept
these terms by selecting the ”Start” button and begin a valid
parking session or they can vacate the parking spot. Doing
neither of these options will result in a parking violation, in
which the meter will transition into State 4.

After accepting the terms, the interface transitions into its
final stage displaying the time duration the vehicle has been
parked, as well as the accumulated cost to the user. When the
meter detects that the vehicle has left the parking spot, the
session with the user ends and shifts back to State 0.
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Fig. 11. MRCP Smart Parking Meter accept rate interface.

Fig. 12. MRCP Smart Parking Meter current duration and total interface.

C. Smart Parking Metrics

The ESP-32S’s hall effect sensor was configured to reflect
a sensor that would detect the presence of a vehicle. When
triggered, the availability of that spot is no longer available.
Every few seconds, the sensor is sampled, and an HTTP POST
is transmitted through the AP to a server. The server was origi-
nally hosted on a website, however it became apparent during
testing that the desired packets would not be accessible in
Wireshark. The server was then hosted on a local machine on
the same network which allowed the packets to be observed.

The first test observed how much time it took the mote to
update the database. To determine this, the packet size was
obtained while monitoring traffic through Wireshark. It was
noted that the length of the packet was 95 bytes. To calculate
the average time the packet would take to reach the server,
ICMPv4 was used. Fig. 13 displays the output from the ping,
in which 20 packets were sent with their size matching the
original 95 bytes.

Additional motes were added to the system and the test was

Fig. 13. ICMPv4 test to acquire average time of HTTP packet.

repeated. The amount of time it took a mote to ping the server
increased as more motes connected to the server. The result
was graphed below in Fig. 14.

Fig. 14. ICMPv4 test to acquire average time of HTTP packet.

Analyzing the data collected from the results, it was deter-
mined that the system was capable of supporting the proposed
methods. The system was capable of sensing a change in its
magnetic field and relaying information to the server to display
that data. The amount of time it took a mote to relay its sensor
reading was between 4.579-723.616ms, with the average time
at 153.193ms as shown in Figures 4 and 5. This was enough
speed to accurately support the system.

The amount of time it took for a mote to perform a TCP
handshake was 0.5226741s. This was calculated by subtracting
the start time of the handshake by the end time, which was
collected in Wireshark. This was an adequate speed to support
the system.

The amount of time it took a mote to ping the server
increased as more motes were added to the network. Since
each mote needed to consistently keep in contact with the
server, the number of packets the access point required to
process increased.
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Lastly, the average round trip to communicate from the
server to a mote was analyzed. During this test, 20 packets
were sent with their time-averaged. This was performed at
10 ft intervals, down a hallway with cement walls. The
data gathered was inconclusive as shown in Fig. 15 among
various test runs. It was determined that the environment
was most likely the cause of the inconsistent data, with the
WiFi signal reflecting off of the walls. Although all ranges
were within the capability of the AP’s 802.11n [23], [24],
its speed was expected to decrease while increasing distance
[25]. Regardless, the packets were reliably transmitted within
the measured ranges, and it was not until the mote was moved
behind a corner that the signal was lost. An experiment testing
the distance in an ideal environment like an actual parking lot
would more accurately test our system’s range.

Fig. 15. Graph of round trip time over a range of distances.

Determining the range of the system would be beneficial in
concluding how many parking spots each AP would support.
According to the data results, that the mote could communicate
effectively up to 160 ft. Implemented inside a parking lot,
Fig. 16 illustrates the coverage that would be expected.

Ideally the AP would be able to cover a wider range, con-
sidering the approximate range of 802.11n is 400ft for outdoor
usage [24]. With the increase of coverage, the network’s subnet
would need to change to accommodate the extra motes.

The amount of time to activate an MRCP Smart Parking
Meter against its competitors was also analyzed. Table I below
displays the meters being evaluated and the amount of time it
takes to reserve a parking spot for one hour and the payment
method used. The time required to use a meter was determined
by analyzing videos where similar meters were used.

It was determined that interfacing through the MRCP sys-
tem was the most efficient when reserving a parking space.
It took an average of 6 seconds to reserve a space, where
most of that time was spent connecting to the device. Future
development with the application will reduce this connection
further. Using the IPS system with a card payment required
more interfacing to get the appropriate amount of time which
took a total of 12 seconds. While using the same system with
manual coin payment, this required inputting eight quarters

Fig. 16. Coverage area an AP can expect with the tested range of 160ft.

TABLE I
COMPARISON OF SMART METERS ACTION TIME.

Meter Payment Action Time
(Seconds)

MRCP Application 6
IPS Card 12
IPS Coins 20

GeoPark Card 32
PayByPhone Application 12

which took 20 seconds [26]. GeoPark and PayByPhone were
also studied, which are multi-space meters. GeoPark requires
the user to enter their parking space number and duration
of stay. The meter would then print out a permit for the
user to stick in their windshield. This transaction took a
total of 32 seconds at the shared meter, not accounting for
the commute necessary to access the meter [27]. The other
option PayByPhone offered a similar option to dispense a
permit, but also had the option to use their application. Using
their application required that the parking meter number be
entered, but stored the user’s vehicle information to save time.
However, this transaction still took 12 seconds to complete
[28].

The time necessary to interact with each meter should not be
the only variable considered. While PayByPhone did prompt
the user to extend their session via their application whenever
their allotted time was about to expire, the MRCP offered
a better solution by only charging the user for the duration
of their stay, and not requiring additional confirmations. A
beneficial feature that the MRCP and PayByPhone system
shared was their interactions did not require any physical
contact with publicly shared objects.
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V. SUMMARY

The MRCP system provides a viable solution for users to
interact with physical IoT devices. By introducing a mixed
reality interface, users will naturally interact with the IoT
world, as they intended. A Smart Parking Meter and Smart
Lock were developed for use under the MRCP application as
a proof of concept.
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[7] U. Özcan, A. Arslan, M. İlkyaz and E. Karaarslan, ”An aug-
mented reality application for smart campus urbanization: MSKU
campus prototype,” 2017 5th International Istanbul Smart Grid and
Cities Congress and Fair (ICSG), Istanbul, 2017, pp. 100-104, doi:
10.1109/SGCF.2017.7947610.
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Abstract—Smart Grids and Industry 4.0 (I4.0) are neither a
dream nor a near-future thing anymore, rather it is happening
now. The integration of more and more embedded systems
and IoT devices is pushing smart grids and I4.0 forward at a
breakneck speed. To cope up with this, the modification of age-old
SCADA (Supervisory Control and Data Acquisition) systems in
terms of decentralization, near-real-time operation, security, and
privacy is necessary. In this context, blockchain technology has
the potential of providing not only these essential features of the
data acquisition process of future SCADA systems but also many
other useful add-ons. On the other side, it is evident that various
type of security breach tends to take place more during any
economic turmoil. These can cause even more serious devastation
to the global economy and human life. Thus, it is necessary to
make our industries robust, automated, and resilient with secured
and immutable data acquiring systems. This paper deals with
the implementation scopes of blockchain in the data acquisition
part of SCADA systems in the area of the smart grid and I4.0.
There are several consensus mechanisms to support blockchain
integration in the field cryptocurrencies, vehicular networks,
healthcare systems, e-commerce, etc. But little attention has been
paid for developing efficient and easy to implement consensus
mechanisms in the field of blockchain-enabled SCADA systems.
From this perspective, a novel consensus mechanism, which
we call PoRCH (Proof of Random Count in Hashes), with a
customized mining node selection scheme has been proposed in
this paper. Also, a small-scale prototype of a blockchain-enabled
data acquisition system has been developed. The performance
evaluation of the implemented prototype shows the benefits of
blockchain technology.

Index Terms—Smart Grid, Industry 4.0, IoT, SCADA, Security,
Blockchain, PoRCH

I. INTRODUCTION

From 2011, when it first appeared in a high-tech strategy
project of the German government, till today Industry 4.0 (sim-
ply I4.0 or I4.0) has crossed a long path to become a realization
from only a concept. To fulfill the objective of creating self-
optimized, self-cognitive, and self-customized industries, I4.0
has been incorporated with CPS (Cyber-Physical Systems),
IoT (Internet of Things), IoS (Internet of Service) and Smart
factory. However, one thing which is common and very impor-
tant to all of these new technologies to be interconnected and
updated for the successful operation of I4.0 is the continuous,
secure, and automated flow of data. At the same time, the

data acquisition process needs to be trustworthy and faster
without the presence of a third-party to prevent unauthorized
data manipulation. On the other hand, blockchain technology
can be described as an open and distributed ledger that records
transactions between two parties efficiently and in a verifiable
and permanent way [1]. By design, blockchain is immutable
and offers non-repudiation. For these certain characteristics
and potentiality, nowadays blockchain technology has become
very popular to be implemented in the data acquisition part
of the future SCADA systems of the smart grid industry. This
can be a giant leap towards the fourth industrial revolution.
The motivations behind this research are –

• The data acquisition process needs to be secured, au-
tomated, quick, error-free, and robust for any SCADA
system which is used in smart grids and other industries.

• Blockchain technology can help the data acquisition
process to be a smart fit in the context of I4.0

• Traditional consensus mechanisms of blockchain tech-
nology cannot serve efficiently for all the data acquisi-
tion process. Hence, sometimes, a customized consensus
mechanism is necessary for a private and permissioned
type of blockchain network

• Earlier researches related to the mining node selection
process can be impractical in real-life scenarios. So,
a random and fair mining node selection process is
necessary

This major focus point of this paper is on a very important
part of the blockchain technology - the consensus mechanism,
from the perspective of the data acquisition process of future
smart grids. The paper also discusses other essential steps of
a private blockchain creation including, but not limited to,
hashing mechanism, block creation, verification, and addition.
Moreover, a customized mining node selection procedure has
been proposed, designed, and demonstrated in the context of
the SCADA system of a smart grid. The proposed PoRCH
mechanism counts a random number appearance in the hash
value of the measurement data and selects the node/server as a
mining node that has the largest count. In case of not having
a single node bearing the largest count of random number
appearance, the scheme proposes to use cryptographically
secure random node selection algorithm for mining purpose
from all available nodes. In this way, the mechanism ensures978-1-7281-9615-2/20/$31.00 ©2020 IEEE
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randomness and fairness in the mining node selection process
of a private blockchain network. The performance evaluation
shows that the entire process requires very low computational
overhead while preserving data security, privacy, and trust. In
a nutshell, the major contributions of the paper are –

• The paper discusses the previous research works on the
consensus mechanism of the blockchain-enabled data
acquisition system and points out the research gaps

• It bridges one of the common and popular ICS (Industrial
Control System) protocols, DNP3 (Distributed Network
Protocol 3), with the blockchain network

• The paper proposes a novel consensus mechanism called
PoRCH and present a simplified demo by including a
customized mining node selection procedure for a private
and permissioned blockchain-enabled data acquisition
system where incentive or penalty is not required for the
validators/miners.

In the remainder of this paper, we have used the words –
’nodes”, ’servers’, ’field devices’, ’relay servers’ alternately
depending upon the context, but they are implemented as one
type of entity that can both transmit and receive data.

II. RELATED WORKS

In [2], blockchain has been applied to the ICS network
of device nodes where every device node executes the smart
contract and records the transaction data. Any device nodes
on the ICS network can record all transaction data. However,
it may then possible for an adversary to compromise a
device node and manipulate the data. So, there has to be a
novel and decentralized way of tackling cyber-attacks before
they take place and cause a single-point-of-failure and data
manipulation. Taking this into account, researchers of [3]
propose to enhance the integrity and confidentiality of syn-
chrophasor communication networks in an ICS environment
through blockchain and essential cryptographic tools (e.g.
bloom filter, ECDSA, etc.). The researchers of [4] proposes a
scheme- BUS where IoT devices send encrypted data to UAV
(Unmanned Aerial Vehicle), and UAV validates the sender’s
identity using a bloom filter. UAV then sends the data to the
nearest server who prepares the data to add to the blockchain.
Several other validators also validate the block before adding
it to the blockchain. In other researches, blockchain has been
applied towards data security in ICS [5], [6]. Reference [5]
uses ethereum blockchain in its prototype implementation and
may suffer from the problems of ethereum blockchain such as
scalability and latency.

Reference [6] uses a customized mining node selection
procedure that follows the process of selecting a node as a
mining node if its energy consumption data is the closest to
the average. However, in a practical scenario, the electricity
consumption behavior of any user may not change rapidly and
remain the same at least for a while. Thus, it may possible for
any node to have the almost same data for concurrent time
slots and so, there may be a node whose data will be closest
to average for these concurrent time slots. As a consequence,
a node may remain as a mining node for a considerable

amount of time. If an adversary, somehow, finds out the mining
node and compromise it, he/she can exploit this time slots to
design and execute his/her attack. Reference [7] addresses the
problem of reaching consensus in distributed social networks.
However, they have not incorporated the mining technique,
rather they’ve used wired connected RSUs (roadside units).
The consensus mechanism is lightweight but may not be
applied to the blockchain-based smart grid data acquisition
system or any system that requires a near-real-time operation
through wireless connectivity. A novel consensus mechanism
named PoAh (Proof-of-Authentication) has been proposed in
[8]. This consensus mechanism introduces the trusted party
in the validation of blocks and solves many problems of
traditional consensus mechanisms. However, these schemes
have not bridged the OT protocols with the communication
network of the blockchain which in turn, has motivated the
authors to proposed the PoRCH scheme that aims to connect
the dots in this domain.

III. MAIN DESIGN

A. Communication Protocol

The communication system of an ICS can be broadly cate-
gorized into IT (Information Technology) and OT (Operational
Technology). IT systems use ERP systems that mostly uses
SMTP, SNMP, OPC, SMB, HTTP, XML protocols whereas
OT systems encompass MES, DCS, SCADA, RTUs, PLCs,
sensors, etc. and use MODBUS, PROFIBUS, PROFINET,
DNP3, EtherNet/IP, RS-232, etc.

Here, in this paper, DNP3m (DNP3 minus, a simplified
version of DNP3) protocol has been used to collect the data
by the control center and data aggregator node from relay
nodes. It is widely used in the US power grid infrastructure.
It is an application layer protocol built on top of the TCP
protocol [9]. The Sample request and response packets are also
depicted in Fig. 1. However, the goal of this paper is not to

Fig. 1. Sample request and response packet.

find out the most secure communication protocol and discuss
in-depth but to implement blockchain technology to make the
data acquisition system decentralized, secured, private, and
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trustworthy. In the application layer, both the request and
response header contains 2 bytes. The first byte represents the
identity of the protocol, i.e. the protocol is DNP3m. In this
implementation, the first byte is set to ‘0’ for request header
and ‘1’ for response header. The second byte reflects the length
of the entire message. Then, the message is incorporated with
the headers.

B. Relay Servers

Relay servers are the primary sources of measurement
data. They are associated with different field devices, sensors,
actuators, PMUs, valves. In the prototype demonstration, four
nodes/servers have been used to represent the relay servers.
The relay servers can act both as servers and clients based on
operational needs. Here, relay servers use the DNP3m protocol
to send the response with measurement data. UTF-8 (8-bit
Unicode Transformation Format) has been used as an encoding
mechanism for sending string responses. Another important
task of the relay servers is to take part in the voting process
of mining node selection. To cast vote for the appropriate node
during the mining node selection process, the relay servers first
use hashing technique to hash their measurement data. Then,
they count the appearance of the random number in their hash
values and finally votes for the node to be selected as the
mining node who has the largest count.

C. Data Aggregator (DA)

Data Aggregator (DA) plays the most vital role in the pro-
posed data acquisition system. It is responsible for collecting
the data, then preprocessing it and coordinate mining node
selection and all kinds of the verification process. DA should
preferably reside inside the internal network with the relay
servers for efficient operation and low computational overhead
and time. In this demonstration, DA works as both in server
and client mode. As soon as it gets a data acquisition request
from CC (Control Center), it starts its operation to collect the
data from relay servers and finally completes its operation for
a cycle by sending updated blockchain to CC and other relay
servers. Another important task of DA is to generate random
numbers for assisting the mining node selection procedure.
Moreover, it might be the case to have multiple nodes having
the largest and same appearance counts of the random number
in their hash values or the case to have all nodes having the
count as zero (0). In these scenarios, the DA delegates one
node from all available nodes based on a random selection
algorithm.

D. Control Center (CC)

The CC is responsible for initializing and controlling the
operation. CC can be any physical or cloud server and may
have HMI (Human Machine Interface) attach with it for
better user experiences. At first, CC sends the data acquisition
command to DA and finally receives the updated copy of
the blockchain containing measured data at the end of each
cycle. For simplicity, here in this demonstration, each data
acquisition cycle has been considered as 15 seconds. Of

course, this period is configurable according to the requirement
of the data acquisition system, data generation, and processing
time.

E. Blockchain

Blockchain is an open, distributed, and immutable ledger
system that was first conceptualized as a public transaction
ledger of the cryptocurrency bitcoin by Satoshi Nakamoto in
2008. Since then, blockchain technology has been proposed
to apply in several domains, including but not limited to, task
allocation [10], ride-sharing [11], cybersecurity information
sharing [12], cyber insurance [13] etc. In this paper, we have
considered extending the application of blockchain in the
smart grid area.

Blockchain implementation starts with the selection of a
mining node and ends with the addition of new blocks in
a repetitive manner. In this part, data preprocessing, data
aggregation, existing blockchain verification, hashing, new
block creation (see Fig. 2), block verification, block addition
occurs as an intermediate process. Design of the proposed
blockchain can be well described by the following processes.

Fig. 2. Example blockchain.

1) Hashing Mechanism: It refers to a process of generating
an output of a fixed or predefined length regardless of the
length of the input. The result of this computational function
is called a hash. In a blockchain, the process of using a specific
hash function to process a transaction or data is called hashing.

Rarely, a hash collision may occur as a result of the
‘Birthday Box’ incident [14]. A hash collision is defined as
an instance in which two or more observations are hashed
to the same value [15]. In this demonstration, SHA-256 has
been implemented as a hashing algorithm by using Python 3.0
‘hashlib’ module.

2) Consensus Mechanism: At a high level, a consensus
mechanism can be described as the process of adding newly
published blocks in the blockchain after testing the validity by
validators/miners to ensure the trust in the network. Over the
years, numerous consensus mechanisms have been proposed,
developed, and implemented in several blockchain networks.
Both public and private blockchain use consensus mechanism.
Popular consensus mechanisms are PoW (Proof of Work),
PoS (Proof of Stake), DPoS (Delegated Proof of Stake),
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PBFT (Practical Byzantine Fault Tolerance), PoA (Proof of
Authority), RAFT [16], etc. Each one has its advantages and
drawbacks. PoW requires high computational overheads, PoS
is biased to the wealthiest validators and thus unfair for new
participants, DPoS is less decentralized and less resilient,
PBFT only works on a permissioned blockchain due to the lack
of anonymity [17]. Though the authors of [18] have proposed
a consensus mechanism named PoD (Proof of Driving) which
aims to improve PBFT in VANET (Vehicular Ad hoc Network)
application, they have mainly focused on implying it in a
public blockchain network. However, in a private blockchain
that may be adopted by a small industry and where any
incentive or penalty mechanism may not necessary, above
mentioned consensus mechanisms would not suit properly
due to their drawbacks. So, some sort of customized and
lightweight consensus mechanism like the proposed PoRCH
mechanism would be a better choice.

Mining node selection: Considering the drawbacks of
traditional consensus mechanisms, a customized mining node
selection procedure has been designed and demonstrated (see
Fig. 3 and algorithm 1). First, the DA server requests data from
the relay servers. The relay servers then send the encrypted
measurement data to DA. After getting the measurement
data from each relay, DA generates a random number and
broadcasts this random number to all the relay servers. Relay
servers then hash their measurement data and find out that
random number appearance count from their respective hash
values. Next, the relay servers share the count among each

Algorithm 1: Mining node selection
Input : Measurement Data as Dm, Relay Name as

Nr, Random Number from DA as R
Output: The name of the mining node

Function Generate Hash(Dm) :
hash ← hashlib.sha256(block).hexdigest()
return hash;

end

Function Count(hash, R) :
valCount ← hash.count(R))
return valCount;

end

Set Dictionary: Rv ← {Nr : valCount}
Sort Dictionary: SRv ← sorted(Rv .items(),
key=lambda item: item[1], reverse=True)

number of largest count: LarCount ←
list(SRv

.values()).count(SRv
[list(SRv

.keys())[0]])

if LarCount == 0 then
DA selects MiningNode Randomly ;

else if LarCount == 1 then
MiningNode ← list(SRv

)[0] ;
else if LarCount > 1 then

DA selects MiningNode Randomly ;
else

Stop the selection process ;
end

Fig. 3. Traditional vs proposed mining node selection procedure.
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other. Meanwhile, the DA also hashes each measurement and
finds out the same counts against each hash value. In this
stage, every server including the DA has the same counts.
At the final stage, all the servers cast their votes for the relay
server having the largest count of random number appearance.
If all the relay servers reach a consensus, the DA server selects
the relay having the largest count as the mining node for
that cycle. However, if multiple relay servers have the same
largest counts or all of them have the count as zero (0), then
the DA selects the mining node randomly following a cryp-
tographically secure random selection algorithm. The func-
tions random.randint(start, end) and random.choice(list)
of the module random from the python standard library has
been used to generate random numbers and select random
node in our simplified demonstration. However, for achieving
more security and randomness, the proposed scheme can be
extended to adopt CSPRNG (cryptographically secure pseu-
dorandom number generator) algorithm. We have considered
to include it in our future works.

Block creation, verification and addition: The working
principle of the simplified demonstration of the scheme
has been described in Fig. 4. Here, as soon as the mining
node selection is completed, the DA sends the encrypted
and aggregated measurement data to the mining node. The
measurement data is then hashed by the mining node using the
technique described under III-E1. During hashing operation,
a Merkle tree structure has been followed. Then, the mining
node creates a new block with the previous hash, index,
timestamp, consumption value, current hash (root hash), and
nonce. A typical block has been shown in Fig. 2. All the
relay servers and the DA participate in the block verification
process. During the verification process, the servers exchange
responses several times. If all parties agree on the validity of
the block, the DA sends the block addition request to all the
servers. Finally, after the successful addition of the block to
the blockchain, the DA sends the updated blockchain to the
control center.

Fig. 4. Flowchart of the operational procedure of proposed scheme. The process follows the number sequence of the flowchart.
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IV. PERFORMANCE EVALUATION

A. Experimental Setup

For experimental purposes, we set up a testbed in a virtual
machine. Ubuntu 20.04 (64-bit) with a base memory of 8 GB
and storage of 20 GB has been considered as the operating
system. To build up servers/nodes, Mininet version 2.2.2 has
been used. We have used Python 3.0 as the programming
language. Moreover, We have used Wireshark (previously
known as Ethereal) to capture the network packet (see Fig. 5).
DNP3 runs over TCP and UDP. The Wireshark DNP dissector
registers for TCP and UDP ports 20000 by default and checks
whether the TCP segment it’s handed has at least 2 bytes of
data or not. The measurement data is coming from an IEEE
9-bus system [19].

B. Result and Discussion

As this is a no reward-no penalty based private and
permissioned blockchain model for smart industries, min-
ers/validators do not need to compete for mining opportunities.
So, a complex mathematical problem-solving approach has
been avoided which in turn saves energy that may incur due
to huge computational overhead as it occurs in PoW. At the
same time, the mining process needs to be random and fair
which can also provide security to the data acquisition system.
The proposed approach is a good fit in this context. It has the
below advantages over them-

• One of the goals of the paper is to find out an efficient
consensus mechanism for private blockchain which is
suitable to implement in SCADA systems in the context
of smart grids. So, incentive or penalty mechanisms
have been avoided in the proposed scheme. This, in
turn, solves the huge computational overhead or unfair
selection issues of PoW or PoS mechanisms

• A level of fairness has been ensured as all the relay
servers get the chance of voting. At the same time, the
random number generator and the random node selector
ensure the randomness of the mining node selection
process

• As all the servers have the same counts, even if somehow,
an adversary compromises a server, he/she cannot alter
the count to become a mining node without revealing
his/her identity. This provides security in mining node
selection process

However, questions may arise regarding the complexity and
computational time for this process. It is desired to be less
time consuming, especially for the operations where near-
real-time data is very important. Surely, selecting the mining
node through a simple random process by the DA would
reduce both the complexity and computational time. But, in
that case, an adversary may easily become a mining node by
only compromising the DA. So, a trade-off has been made
between the computational time, complexity, and security.

Fig. 5. Network packet analysis using Wireshark.
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The simplified experiment shows that an entire operation
cycle with four relay servers and four measurement data (one
from each server) per block takes only 382 milliseconds.
Mining node selection procedure takes around 75% of the
processing time of a cycle (see Fig. 6).

Fig. 6. Processing time of the prototype.

If the number of nodes increases, the processing time would
also increase. One possible way to overcome this is to allow
only a subset of total nodes, say for an example, K nodes to be
eligible as a mining node among N nodes where K < N and
K ⊂ N . Then, at a certain point, the increment of mining node
selection time would be halted even if the number of nodes
increment goes on. Other possible measures can be taken to
make the data acquisition process more secure and trustworthy,
e.g., data encryption, data anonymization using pseudonyms,
node identity anonymization. Moreover, faster authentication
could be achieved by using a bloom filter. There is a very low
possibility of hash collision during the hashing mechanism.
Reference [6] proposed to decrease the probability of hash
collision by increasing the array size of the bloom filter. There
is a debate on using double-SHA-256 to overcome the hash
collision but bitcoin is using it as SHA256(SHA256(x))
[20], where x is the block header.

V. CONCLUSION

In this paper, a novel consensus mechanism named PoRCH
with a personalized mining node selection process has been
developed from a practical point of view for the SCADA
systems in the field of smart grids and Industry 4.0. The
scheme bridges the OT protocol, DNP3 to the blockchain
technology while maintaining randomness and fairness of the
process. The paper also presents a simplified and lightweight
demonstration of the proposed scheme. The demonstration
verifies the low computational overhead requirement of the
scheme and reflects the characteristics of a blockchain model.
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Abstract—Recently, cyber physical system (CPS) has become
one of the most useful computer systems used in critical infras-
tructure. The CPS has been effectively applied in many areas such
as power systems, transportation, and robotics. The main focus
of this paper is to review integrating the physical components
with cyberspaces, avoiding some security issues, and ensuring
system stability. In this review, we address what the CPS is, its
architecture and why security is essential. This paper introduces
some issues that result because of the integration. Also, this paper
will be discussing some solutions that are used to enhance the
security and protection of CPS, assessing the vulnerabilities in
the CPS, detecting attacks to CPS and countermeasures.

Keywords—Cyber physical system, vulnerability assessment,
cyber threats and attacks, security.

I. Introduction

Improvement of computer and network technology has
been bringing a lot of advantages to people in their daily
lives and businesses [1]. It can be now remotely: perform
banking transactions, toggle automobile functions, and home
monitor visitors, lights, and temperature controls all through
computer infrastructure communications. The improvement of
processor capabilities and transmission of data and command
signals over the internet has led to increasing amounts of data
signals transmitted to fulfill intended requirements. Recently,
an innovation in cyber physical computer systems (CPS)
has emerged that integrates system components to facilitate
information flow in a secure communication cyber channels
between components and equipment [3]. The CPS has been
deployed widely on a large scale protect system integrity and
privacy. All physical components are controlled and monitored
remotely. The CPS control system analyzes data and releases
decisions to be executed by physical devices based on complex
algorithms at the application layer.

A data breach occurring during storage, transmission, col-
lection, and operations could be the reason for losing informa-
tion integrity over the network [1] and [3]. Resilient systems

must therefore be designed to avoid, prevent, and mitigate at-
tacks to vulnerabilities with effective countermeasures against
catastrophic consequences. The cyber physical system (CPS)
can be defined as a system that integrates physical sensor
and actuator components with computation and transmission
procedures in cyberspace to control and monitor operations
effectively and sufficiently [6]. The CPS has been deployed
to service a wide range of applications including banking,
robotics, medicine, energy, transportation, military, chemical
processing, and other industry [4] and [5]. That integration
has attracted the attention of governments and free enterprise
to the benefits of CPS in safety, reliability, robustness, stability,
high performance, and efficiency.

Topics that will be addressed by this paper are issues,
weaknesses, and solutions in CPS layers architecture. This
starts from physical components in the physical layer such as
sensors, actuators, and radio frequency identification (RFID)
tags to the application layer through the transmission layer.

II. Importance of Security and Reliability in CPS
The essential importance of cyber physical systems (CPSs)

has been growing significantly in the many areas where
CPSs have been successfully applied [3] such as in control-
ling chemical processes and in automating buildings. These
successes have made CPS control system components and
network vulnerable to real-time attacks [7]. For example,
hackers could use control system connection channels to deny
service causing time delay responses that in turn could cause
severe system-wide problems to power grid infrastructure [3].
Where uninterrupted reliable transformation functioning over
the network is required, signal encryption could be an effective
solution to enhance security. However, encryption alone may
not be sufficient to reduce risks of internal staff disclosure or
timing delays caused by complex error-prone algorithms [3],
widespread system overload with a rapidly growing number
of interaction devices [8], and security challenges given the
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increasing CPS vulnerability to common attacks and intrusions
[9]. The CPS systems must be considered essential to enable
innovation of better methodologies that will reach higher levels
of security and protection.

The cyber physical systems (CPSs) have been designed
to work with application subsystems that are distributed or
could be relocated to geographies lacking the same levels
of physical security as other locations [10 - 12]. All the
components of CPS are connected by the network, so if
or when the connection endpoint is compromised, it could
become a backdoor to other components on the network that
could lead to random failures [14] or failures due to the
system misinterpreting system damage inputs and responding
incorrectly [15]. Perhaps because of these possibilities auto-
matic control system fault-tolerant techniques such as adding
of intrusion protection and prevention or redundancy may be
added to the system to recover from potential damages [12].

All systems including CPSs are not immune from some
kinds of threats such as faults, errors, bugs, or system corrup-
tions that can happen randomly and cannot be avoided because
of unanticipated implementation of the software; or internal or
external, and active and passive attacker threats [12]. External
threats could also include attacks made to what are considered
constrained resources such as sensors. System tasks being
processed could be interrupted if anything wrong happens to
these external sensors. Internal attacks often appear as inherent
flaws that would likely come from human errors in the design
or implementation of hardware or software. Most of the fault
that could be existing are likely to be mistakes in execution
or configuration such as the disruption of preprogrammed set
points [12] and [13].

III. Security Threats in the CPS
The widespread availability of the internet today makes it

is easy to connect all systems and components because of
the versatility of the internet protocols [16]. In such systems,
threats are often interpreted as unauthorized access to sensitive
information or equipment [12] in order to influence the system
to behave in a malicious manner [17]. Most attackers try
to interfere with physical equipment in the physical layer.
They target the monitoring and control equipment [12]. As a
consequence, the recovery will likely be taking place to restore
the function and control of the system [18].

Recently, the attacks on sensors in what is called the
perception layer in the CPS became an interesting research
topic. Researchers addressed this kind of attack and suggested:
First, reverse engineering can capture the node of the network
as a tool to initiate counterattacks within this layer. Second,
the attackers can physically or internally attack the node.
They can use brute force to destroy the nodes. Alternatively,
they can modify the internal code by using secret keys to
gain access to sensitive information on the node. Third, the
attacker can drain the node energy by executing unnecessary
communication [12].

Security threats are often related to communications over
and within the network the network layer. When successful,

the direction of the messages will change, and not arrive at
the expected time. The attacker uses denial of service (DOS)
through spoofing that reduces or eliminates network execution
[12]. The five types of DOS attacks are: jamming to interfere
with signals to a node or a group of nodes; collision alters
the protocol enabling collisions; routing stops the routing of
messages in multi hop communication [12]; flooding sends
too many connections to disrupt nodes; wormhole disrupts the
node by creating a wormhole, deadening a signal.

Few security threats that can happen in the control layer
[12] so risks mainly occur in desynchronizing CPS timelines.
Decisions are executed that cause significant damages. The
information layer passes and measures operational commands.
Attackers use this kind of data to eavesdrop and analyze
information flow. One strategy is to select a date, then expose
access to the data taps and data carried by the network.
Another strategy is to use traffic analysis to monitor the system
and look for data characteristics [12].

IV. Cyber Physical System Layers Architecture and It’s
Issues With Solution

The CPS is a combination of physical objects with cy-
berspace that is connected through a network in three layers
as shown in Fig.1. Captured data is executed in the physical
layer by performing commands received from the application
layer above [6]. The network layer transfers all commands.
Collected date is analyzed and processed in the application
layer analyses and sent back as commands to the physical
layer. In this section, the functions, issues, and weaknesses of
the layers are expanded upon.

Fig. 1. The schematic diagram of three layers of cyber physical system

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

552



A. Application Layer

The application layer is the principal part of the CPS
where smart environments are created. Functions such as the
smart grid are housed together with other functions to be
executed within intelligent environments. The first mission
of this layer is to receive and analyze the execution control
commands. All commands are sent from here using complex
algorithms to perform their procedures upon the collected
data [6]. Monitoring of the entire cyber physical system is
another mission in this layer. The application layer monitors
the behavior of the system and adjusts the behavior of the
physical equipment to regulate what is preprogrammed for
[6]. The storage system can also be placed within this layer to
regulate any event that changes the behavior of the CPS. The
most important function of this layer is securing the privacy of
the data [7]. Any violations that happen to privacy here such
as private data leaking, malicious code, and structured query
language (SQL) injection attacks would be recognized as a
threat to the entire system [19]. The policy of access control to
this data including encryption and authentication mechanisms
should be robust enough to ensure system security and privacy.

B. Network Layer

The primary function of network layer is transferring and
interchanging large amounts of data and signal command con-
trol between the application and the physical layer [19]. The
network layer is operated by the next generation of networks
including the internet, local area network, Bluetooth, and Wi-
Fi. There could be an issue at this layer when a large amount
of data and transformation exceeds layer capacity. This can
lead to congestion on the network and make it vulnerable to
denial-of-service attacks (DOSs), distributed denial-of-service
attacks (DDOSs), and black hole attacks. Deception attacks
can lead to data loss integrity attack [20]. An effective way
to resolve this issue is by considering encryption mechanisms
[17].

C. Physical Layer

The physical layer is composed of embedded sensors, actu-
ators, RFID tag readers, and mobile terminals [6]. These com-
ponents connect the physical world to the physical layer. The
central function of these components is either to monitor or
track via gathering sound, heat, or light data and executing pro-
grammed commands. Once data is collected and transferred to
an application, it is evaluated and analyzed enabling decision
making. Tampering or modifying this data at this stage could
trigger system wide catastrophic consequences. Consequently,
protective secure communication code or cryptography is an
imperative at this stage to provide enough privacy protection.
One of the vulnerability concerns at this layer is that the
controller keeps a secret key after decryption [21]. What is
required is a form of encryption enabling the performance of
calculations on encrypted data without decrypting the data first
known as homomorphic encryption. Data has to be accurate
and received encrypted in this way within the application [22].

V. Security Vulnerability and Assessments in CPS
Vulnerability assessment is a useful technique that identifies

internal and external vulnerability presented in the system to
enhance security. The majority of the proposed solutions have
been previously focused on the prevention unauthorized users
and operators from using or breaking into the system [21]. The
vulnerability usually presents where there is an integration of
systems with other control systems [22], [23] and [24]. Some
totally vulnerable approaches fail to handle any probabilities of
weakness within the system that consequently can be utilized
by attackers to gain access to do damage to the system.
As a result, researchers using the innovation vulnerability
assessment approach have been performing ongoing research
to create a method to support security in the system [25]. In
aviation, for example, the security of CPS is critical, so all of
the vulnerabilities must be identified and isolated immediately
using this framework to assess the threats that present in all
computer systems.

Another methodology has been created based on the idea
that the vulnerability exists at the intersection of cyber, phys-
ical with cyber, and the human entities [26]. The main idea
behind this methodology started with mapping the intersection
of nodes in order of vulnerability of impact at each node for
all manufacturing processes. The methodology was focused
not only on malicious attacks, but also on any vulnerability
that resulted from changes in manufacturing processes [26].
Unauthorized access to any control system is one of the main
failures of security systems. This access can be detected by
an intelligent mechanism or application that can detects and
issue an alarm. Some attackers are unknown and are classified
as a deceptive attack that is invisible to the system. Malicious
attackers are always trying to reach the computer controllers to
execute their malicious plans. Once the attacker has access to
the system, they can make changes to the controller’s set point
by manipulating settings to drive the system to an undesirable
outcome [22]. Hackers can inject false data to the controller or
block the data that are sent to the controller. The attackers can
also give false data to the operator in which some systems use
a digital human machine interface (HMI). The HMI can be
attacked, so that when false data is injected a wrong decision
will be released. Also, attackers can disrupt the communication
system by affecting the distributed control system and the
supervisory control and data acquisition SADA where they
depend entirely on the connection protocol [22].

VI. Attackers on the CPS
Attacks on the CPS lead to disclosure of data or possibly

damage to the system using intelligent techniques by hackers.
Hackers initiate their attacks based on timing factors because
if time is not properly used, the impact could be ineffective.
For example, false data injection (FDI), which is different
from attacks made on traditional IT systems, is an attack
that substitutes valid data with invalid data [23], [27] and
[24]. The attack could be an active or passive attack [12].
Sophisticated CPS architectural design is divided into three
main layers: application, network, and physical [6] and [23].
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In the application layer, the attack targets access to and control
over the control system and privacy of the user and operators.
In the network layer, the attacks disclose or leak the data,
altering or blocking the traffic to damage the system [15]. In
the physical layer, there is an attack on the physical device or
sensor that collects the data. Analyzing attacks are valuable to
identify attackers’ targets, formulate possible solutions and to
build robust systems.

VII. How Intrusion Detection Works In CPS
Three techniques for intrusion detection include: misuse of

signature-based, anomaly-based, and stateful protocol-based
analysis. Misuse signature-based intrusion detection impacts
how the signature defines any wrongdoing that happens so
that the possible threats can be assessed. Anomaly-based
intrusion detection is used for observed events to make sure
the signature does not change. The stateful protocol analysis is
used to check the activity executed for each protocol and stated
events to examine changes [12]. Extensive memory is required
to maintain signatures of some threat risks and it is difficult
to identify the risks without knowing the exact name that was
used for events. Signature detection intrusion is impossible to
work well in CPS because the resource is constrained and the
physical components in the CPS are widely separated. Stateful
analysis is similar to anomaly-based detection. Activities of
the protocol are referred to as normal behavior resources. The
demand for the detection techniques in CPS is very high;
thus, it is challenging to determine where the activities of the
protocol will not be affected by threats. Anomaly detection is
another name for the intrusion detection and is used when a
detection pattern that interacts with a given data set isolates
something that does not exist in normal behavior [12]. The
benefit of using anomaly-based intrusion detection is that
it does not use large amounts of memory. Flexibility and
robustness are characteristics that distinguish this technique.
It has been used as a suitable technique in CPS. The training
data set collects the audit data regularly to produce a new
training data set [12]. As a consequence, normal behavior
for the system that is learned is produced when using the
training data set. Therefore, when normal behavior deviates, it
is assumed that the anomaly has detected everything required.
This technique generates a report of the anomaly behavior,
then sends it to the controller in order for any counter measures
to take place to mitigate the attack.

VIII. Smart Home Security
The smart home is one of the most extensive applications

concerning CPS [1] as shown in Fig.2. The smart home is
operated by sensors and actuators that are connected through
a network due to the architecture of the intelligent home.
The centralized control is considered the main component
due to its ability to control the home activities. All of these
components are sensitive, and any damage or compromise that
happens will cause major risk to the system. The owner may
remotely do some management activities such as monitoring
the temperature of the house by using the cameras to reduce

the cost of utilities [1] and [2]. As a result of that, security
has to be considered to avoid attacks that could lead to catas-
trophic consequences. A scheduling technique is utilized that

Fig. 2. The schematic diagram of the smart home security

assesses, monitors, and guides the electricity consumption in
current and volts of household equipment to manage electricity
consumption and loads. In this application there are two kinds
of potential attacks on the smart home schedule [1]:

A. Pricing Cyberattack
Hackers manipulate guideline electricity pricing schedules

to abnormally increase the power consumption data load of
voltage and current to the smart house [1]. They reset pricing
schedules to the lowest levels to mislead the pricing algorithm
so that power loads are increased that in turn leads to increased
electricity bills.

B. Energy Theft
The total electricity bill is calculated in the community

based on each house’s consumption of the last home [1] and
[2]. The individual bill price and current is regulated based on
the measurements used to calculate the community electricity
bill. Hackers maliciously manipulate the flow of energy and
the measurements on the smart meters to decrease loads of
current. They manipulate the meter, which leads to a decrease
in the electricity bill of one house, then leading directly to an
increased bill at other houses.

IX. Secure Grid Power System
Secure grid [28] is a catchword that has been used in

the last decade for having a power grid that is secure and
reliable. This means having a wide-band secure power system
with a circuit breaker (CB) at both the power stations and
household premises, and remote terminal units (RTUs) with
digital intelligence, combined with a precondition for having
a grid that could be considered secure and reliable. Similar
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information and IT security considerations will be encountered
in the near future [29]. The protection of the power grid system
can be an alternative direction as an extension of this work.
Since the power grid system can be operated in two different
modes such as grid-connected and stand-alone power, there
are two different types of protections for each one that could
be considered. The power grid protection system plays a key
role in providing bidirectional protection between network
components and device units. Thus, the inefficiency of the
power grid protection approaches that are not restricted to
an area with obvious edges can be addressed, and a flexible
framework also can be found for protection scheme design
of hybrid power grid applications. The power grid protection
system can be modeled to have the capability to determine
layers of fault discrimination to achieve minimization of
electricity usage and reducing line losses. The future prospect
of utilizing commercially available devices to protect such
a system will be modeled in a future study. An issue may
appear with very high impedance ground faults that may be
tricky to fully detect. A knowledgeable researcher with a very
good background in the electrical power system transmission
and distribution will be required to carefully manage this
situation. The fault protection and location are another part
of this direction that will be based on the reliability of the
circuit breaker. The protection of the power grid should be
more robust, reliable and fast enough to protect the equipment
on the system, reducing the error caused by the faults in the
system can be modeled based on the number of protection
zones and the speed of determining the fault on the line.
Fast real-time communication is required for ensuring the
protection of the power grid system [30]. For reliable and
secure protection of the power grid operation, there should be
a policy that ensures that it is undesirable to disconnect all
power generators upon the occurrence of a fault. Advanced
protection schemes are required for the purpose of detecting
and locating the fault. The main protection schemes under grid
connection and disconnection modes can be assumed on both
modes of operation as shown in Fig.3 and 4.

Fig. 3. A schematic diagram of the fault in grid-connected mode.

The philosophy of both modes of operation is nearly the
same. However, there are some requirements that have to be

Fig. 4. A schematic diagram of the fault in Islanded-grid mode.

considered based on how the relay switches are designed in
some situations and what current value will be allowed on the
circuit to pass through the switches for these two modes.

X. CONCLUSION

CPS is one of the next-generation technologies that will
be used globally and will affect all aspects of our daily
live. It is a technology that integrates physical entities with
cyberspace. This integration leads to many users and devices
interacting with massive amounts of generated data. These
characteristics cause the technology to face many issues and
challenges. Examples include vulnerability between entities,
the security of data, command and security of physical com-
ponents. That integration makes CPS different from traditional
systems. Compared to CPS, conventional systems of security
techniques are insufficient. Consequently, the CPS’s security
has been receiving ongoing research, innovating technologies
and methods to enhance its reliability and safety.
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Abstract—This study has analyzed the mechanical processes 

that would lead to an optimal design of indexed milling tools that 
have WC inserts. This thesis deals with the finite element stress 
analysis at the rake face of milling inserts with three dimensional 
shape. It was idealized by simplifying  cutting forces uniformly 
distributed loading and elastic behavior was assumed.. 
Simulation was run on tungsten carbide specimens. Firstly, the 
shape of the insert cutting edges under the varying angles of the 
inserts were suggested. Then, an observed cutting force model 
was made. This permits analyzing the outcomes of the finite 
element stress on the cutting forces. A time-sensitive analysis was 
also made to observe the dynamic cutting forces and utility for 
the milling process. Afterwards, the models were put in a 
computer program to make the protocols of the models. The 
results show that there is a local maximum tensile stress on the 
rake face of the insert.. It is also shown that there exist high shear 
stresses near the insert edge and that the normal stress decreases 
exponentially from a maximum value at the loading tool edge to 
minimum value at the other side of the insert. Results obtained 
are similar to those of orthogonal cutting but very much 
dependent on the shapes of the insert.  

Key Words : Face milling, Finite element stress, Three 
dimensional Insert, Cutting force, CNC, WC 

 

I. INTRODUCTION 

  In the past, the research on the milling insert was mainly 
focused on modeling the machinery and operations of 
common face milling cutters with different geometries, such 
as cylindrical, ball-end and tapered. Recently, several 
researchers have been utilizing analytical, numerical and 
experimental methods to analyze the  mechanical efficiencies 
of various models of milling insert.  

   Organized tools appeared in the mid-20th century presenting 
innovative work in the study of inserted face milling cutters. 
Inserts represent financial advantages over other models of 
inserts since higher material removal rate (MRR) is potentially 
due to their high heat resistance. Analytical process models, 
that allow trustworthy predictions of cutting forces and 
machine-tool vibrations,  provide the optimum process 
parameter selection, which is a problem before making cutting 
tests.  

    The face milling process is one of the most extensively used 
metal-cutting processes because of its high metal removal rate. 
The general forms of wear are the crater and flank wear in 
milling as in other cutting processes like turning.  As cutting 
time increases the crater becomes deeper so that the resulting 
weakening of the insert edge can lead to breakage. Tool life is 
defined by specified values of these forms of wear of the flank 
and rake face.  

    Main issues are to utilize the cutting forces and to avoid 
loud vibrations, as high and changing cutting force power 
generally indicate noises. This is the main decreasing factor 
for increasing MRR, as it may cause severe machining issues.  

II. DATA AND RESULTS 

A. Face Milling Body and Forces on the Insert 

 

      
(a) Face milling insert-diagram   (b) Face milling insert    

 

 
(c)3 different forces on the insert 

(Fc:cutting force, Ff: feed force, Fp: passive force) 
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(d) Sharp edged insert 

Fig.1. Face milling insert(a)(b), 3 different forces on the insert(c) and 

assumed  loading condition for the sharp edged insert(d) 

    For the finite element stress analysis for the insert 
shown in the Fig.1, the system was idealized by 
simplifying  the cutting forces that are uniformly 
distributed along the surface and the  elastic behavior 
was assumed.. 

 
Fig.2. 3-type insert 

 

 

   

Fig.3. Equivalent stress distribution for the inserts 

    The results for the three different types of the inserts 
in the Fig. 2 show that there is a local maximum tensile 
stress on the rake face of the insert..  

 
Fig.4. Stress distribution along z-axis for the inserts 

    It is also shown that there exist high shear stresses 
near the insert edge and that the normal stress decreases 
exponentially from a maximum value at the loading 
tool edge to minimum value at the other side of the 
insert.  

 

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

558



  

 

Fig.5. Displacement along the y-axis for  the 3 inserts 

 There are three principal forces acting on the modified 
tool tip 2 during a turning process: The cutting or 
tangential force acts downward on the tool tip and the 
force is the largest among the three forces. 

 
(a) 

 

 The feed force acts along the axis of the workpiece and 
perpendicular to the other two forces. The magnitude of 
the force is second largest among the three forces. 

 

 
(b) 

 
(c) 

Fig.6. Cutting force  data (modified insert 2) 

 The parallel force acts perpendicular to the axis of the 
workpiece and perpendicular to the other two forces. The 
magnitude of the force is the smallest among the three 
forces. 

    The results show that there is a local maximum 
tensile stress on the rake face of the insert.. It is also 
shown that there exist high shear stresses near the insert 
edge and that the normal stress decreases exponentially 
from a maximum value at the loading tool edge to 
minimum value at the other side of the insert.  

C.  Stress and Displacement Distributions 

 
    To find stresses on the insert, forces along the x, y and z 
axes were assumed and FEM(Finite Element Method) was 
used to calculate the stresses. Deformations along the x, y and 
z axes in the inserts were also found. 

 
 

       
(a)Displacement                              (b)Stress along the y-axis 

 

 

 (b)Stress along the z-axis 

Fig.7. Stress and displacement distribution for the sharp edged insert 

For the modified milling insert shown in the Fig. 8 shows: 
-  The least cutting forces 
-  Stresses(shear and normal) in the insert are smallest 
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    The results for the three models(a, b and c) show local 
maximum tensile stress occurs on the rake face of the insert 
and high shear stresses occur near the insert edge.  
    Also normal stress decreases exponentially from a 
maximum value at the loading tool edge to minimum value at 
the other side of the insert.  

        

(a)Displacement                              (b)Stress along the y-axis 

 

 

 (b)Stress along the z-axis 

Fig.8. Stress and displacement distribution for the insert with modified 
edge (modified insert 2) 

     local maximum tensile stress was observed on the 
rake face of the insert.. It is also shown that there exist 
high shear stresses near the insert edge and that the 
normal stress decreases exponentially from a maximum 
value at the loading tool edge to minimum value at the 
other side of the insert.  

 

IV.    DISCUSSION 

     Recently, researchers showed a uniform cutting force 
model for inserted cutters that can be utilized for various types 
of machining operations. Industry has developed new 
technology by using cutting tools with tungsten carbide inserts 
that are being operated in machining of super alloys. The 
tungsten carbide inserts cutting tools are more precise and 
therefore the use has been  increased due to higher 
temperature resistance when compared to carbon inserts. 
However, the success of this process is dependent on the 
correct selection of process parameters.  

 Three different cutting forces were observed from cutting 
tests with a CNC milling machine. Then, the cutting force 
design was certified with cutting experiments measuring 
cutting forces and observing chips. After receiving modal 
testing, cutting forces and vibrations were assessed by means 
of the time sensitive model. A series of simulations were 
accomplished to conclude stability limits at certain operating 
conditions using the time domain model, and established a 
model.  

      The results show local maximum tensile stress occurs on 
the rake face of the insert and high shear stresses occur near 
the insert edge. Also normal stress decreases exponentially 

from a maximum value at the loading tool edge to minimum 
value at the other side of the insert. Results obtained are 
similar to those of orthogonal cutting but very much 
dependent on the shapes of the insert.  
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Abstract– When closely examining data of technology users, there 
is an apparent and interesting shift in two specific groups—the 
elderly and disabled. This paper investigates the potential 
reasons for the data trends found in these two groups. 
Technology greatly impacts people with disabilities and how they 
navigate the world. Technological developments increasingly 
work to address the isolation that people with disabilities 
experience, and how they are often unable to engage with their 
communities. This research paper outlines the way technology 
has shaped social communication, information distribution, and 
day-to-day living among people with disabilities.  
The internet has transformed social communication and 
interaction. Previously, socially isolated people with disabilities 
have gained exposure to social environments through the internet 
and social media. The broad range of information available on 
the internet increases access to resources such as government 
services, health services, and social support. Assistive devices 
help people overcome their motor, sensory, or cognitive 
difficulties that may hinder them from performing daily 
functions. Although technology has proven to be effectively 
integrated in the lives of people with disabilities, many 
individuals with disabilities lack the access to technology such as 
a computer with internet connection. This paper examines how 
technology has benefited communication, information 
distribution, and day-to-day living in the disabled and aging 
community. 
 
Keywords – Assistive devices, Technological developments, People 
with disabilities, Information distribution, Isolated people 
    

I. INTRODUCTION 

   The recent application of microfluidics in research involves 
examining cell growth and development in dynamic 
microenvironments [4]. The advantages of the microfluidic 
technology include miniaturization, parallelization, and 
integration. This research quantitatively studies the micro-
fluid flow in organ-on-a-chip (OOC) microfluidic systems. 
   Defining necessary specifications builds the foundation in 
designing the structure of microfluidic channels. During this 
process, factors such as sample size, flow pattern, optimal 
flow rate, flow uniformity, and fabrication complexity must be 
considered.  
   Similar to a tubular network of blood vessels, a microfluidic 
channel that separates the flow into multiple channels is 
proposed. The goal of this particular system is to address the 
constraints on the microfluidic system.  
   Micro-fabrication provides a significant toolbox which helps 
process and manufacture the microfluidic channel. However, 

microfluidic systems are often costly due to the complexities 
that result from inconsistent channel depths and dimensions. 
This necessitates using sophisticated technology and 
establishing fabrication procedures. In order to fabricate the 
microfluidic channel, the proposed geometry must include and 
develop uniform cell deposition in proper devices.         
   The design of the proposed microfluidic channels has 
circular cross sections because of its low fabrication 
complexity and simple manufacturing procedure. With a 
Reynolds number less than 2000 the laminar flow requirement 
of such microfluidic channels is satisfied [1].  
   In this study, the channel diameter D is constant at nano-
scaled dimensions of 4E-9m and 3E-9m. In addition, the 
cross-section of the channels will be circular: a few 
nanometers in diameter, and a few millimeters long. Multiple 
channels may be used in a device by either joining them 
(parallel) or having many disconnected ones (independent).  
 

II. TECHNOLOGY IN THE TWENTY-FIRST CENTURY 

      Though the term technology typically elicits conceptions 
of digitization, screens, and internet usage, at its core, 
technology simply defines the practice of combining skills and 
ideas towards a goal. In the twenty-first century, an era that 
solidified the place for computers and the internet in everyday 
life, a new type of technology emerged for quotidian 
household and recreational purposes. Technology has 
transcended its initial purpose for logistical streamlining and 
industrial use and has revolutionized the ways every 
individual communicates with others and perceives the world. 
This emergence of daily technology is more pronounced for 
individuals with disabilities and handicap; as the definition of 
technology is to create something to achieve a goal, every 
item meant to assist disabled individuals is an example of 
technology in and of itself. In the twenty-first century, 
technology for disabled individuals surpasses mere assistance, 
rather, it allows for an enhanced, multi-dimensional quality of 
life. 
   Technology acts and an aid and transmitter for the disabled 
who were previously oftentimes isolated from social 
environments. New advances in technology feeds information, 
allows for social interaction, aids and helps in disabling 
factors, acting as a liaison to the outside world through regular 
interaction. This puts disabled people in the relationship as 
opposed to outside of it. Now the diasbled can navigate more 
fluidly, engage in otherwise limited activities, and do things 
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that they once never thought was possible. For this, there are 
more options and more ways of becoming as independent as 
possible, offering new and growing opportunities to much 
needed populations.     
 
Digital Disparity 
 
     Developments in technology have reshaped the life 
expectations of those with disabilities by enhancing their 
capacities and optimizing their quality of life. Technology has 
provided people with verbal disabilities a chance to 
communicate, with audial disabilities a chance to hear, with 
mobile restrictions a chance to explore. When people are more 
exposed to social environments, they have the ability to 
experience higher levels of social and personal growth, as well 
as the ability to make impactful contributions. Such 
technological advances are increasingly allowing people with 
physical disabilities to live a more participatory and 
stimulating lifestyle. Acting as much need aid for the disabled, 
technology has shown to improve the quality of their lives and 
decrease the symptoms of their disability.    

As the previous data suggests, there is actually a large 
correlation between certain socioeconomic factors and use of 
technology. Unfortunately, many individuals with disabilities 
do not have computers with internet connection in the 
household, or lack access to resources that can provide such 
technology due to low income. As resources evolve and 
improve, the lack of accessibility creates a digital divide in 
societal systems. Understanding the relationships between 
social status and access to technology is essential in this 
research. Being able to afford technology offers easier access 
to its benefits.  

People who live in neighborhoods of high average 
socioeconomic status have higher access to technology. 
People who live in neighborhoods of lower than average 
socioeconomic status may have limited access to technology. 
This creates a digital divide between subpopulations of people 
with disabilities. This research examines methods to eliminate 
digital disparity and provide technology for all individuals 
with disabilities, creating opportunity for advancement. 

 
Cell Phone Usage 
 

The emergence of cellphones is an example of a 
technological solution to pre existing problems facing the 
disabled and elderly population. Cell phones have 
revolutionized the way people live and its convenience has 
been shown to aid the handicapped. Cellphones can be used 
by the disabled to connect, share, and acquire needed help 
when necessary. For many of the disabled, having a cellphone 
is necessary to the improvement and fulfillment of their lives. 
With 91% of Americans owning a cell phone, cell phone 
ownership is high, even among the elderly population. Among 
seniors of different demographic backgrounds, 77% own cell 
phones, with significant annual increases in cell phone 
ownership. Figure 1 breaks down cell phone ownership 

percentages by demographic characteristics such as age group, 
education level, and household income.  

                

TABLE I.  CELL PHONE AND SMARTPHONE USAGE PERCENTAGES AMONG 
SENIORS 

 Ranges 
Cell 

phone 
Smartphone 

Total for all 65+ 77% 18% 
Age     
65-69 84  29  
70-74 84  21  
75-79 72  10  
80+ 61  5  
Education     
High school grad or less 70  10  
Some college 80  19  
College graduate 87  35  
Household income     
<$30,000 67  8  
$30,000-$49,999 83  15  
$50,000-$74,999 88  28  
$75,000+ 92  42  

 
     Although cell phones are prevalent among the elderly 
population, smartphones are yet to be widely  adopted. A mere 
18% of seniors are smartphone users, with slower adoption 
rates as compared to cell phone usage. Furthermore, the 
percentage of smartphone ownership drops  precipitously with 
increasing age. 29% of seniors aged 65-69 own smartphones, 
but only 5% of seniors aged 80 and above own smartphones.  
 
 

 
Figure 1. Table displays cell phone and smartphone usage percentages among 

seniors of various age groups, education levels, and household incomes. 

 
     On the contrary, the percentage of smartphone ownership 
increases in correlation with household income. Figure 1 
shows smartphone usage by demographic characteristics such 
as age group, education level, and household income. The 
following graphics explore additional demographic factors 
such as education and income that affect technological 
ownership. As shown in Figure 3, e-book or tablet ownership 
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is higher among college graduates and those in higher income 
brackets. For example, 39% of seniors that earn $75,000+ own 
tablet computers, while only 8% of seniors that earn less than 
$30,000 own tablet computers. 
 

TABLE I. E-BOOK READER AND TABLET COMPUTER USAGE PERCENTAGES 
AMONG SENIORS      

  
e-book 
reader 

Tablet 
computer 

Total for all 65+ 18% 18% 
Age     
65-69 23 23 
70-74 19 18 
75-79 18 20 
80+ 10 9 
Education     
High school grad or 
less 

12 11 

Some college 19 19 
College graduate 30 31 
Household Income     
<$30,000 8 8 
$30,000-$49,999 17 16 
$50,000-$74,000 33 28 
$75,000+ 33 39 

 
     Compared to cell phone ownership, ownership of e-book 
readers and tablets is significantly lower in percentage. The 
percentage of people over 65 who own an e-book reader is 
18%, and the percentage of people over 65 who own a tablet is 
also 18%.  
     Cell phones offer a wide variety of new and advanced 
options to people who are disabled, that is why they are such a 
useful tool in navigating disabilities. Many options and tools 
on cell phones are able to help disbaled people navigate the 
world better. For example, speak typing allows people with 
language barriers, reading problems, and vision issues to 
speak into the phone and receive answers to much needed 
information. When evr help is necessary cell phone sare 
equipped with emergency numbers and way of contact. Also, 
there are many other tools used on cell phones and tablets that 
are able to help disable people. This gives them a deepe 
opportunity to connect, communicate, and navigate the world 
around them.  
    
The Internet and Global Connectivity 
 
     The invention of the internet has transformed modern 
society, changing the way people obtain information, interact 
with others, shop for products, and experience entertainment 
media. For people with disabilities, the internet provides an 
outlet of escape from isolation. Internet access has greatly 
improved the communication abilities of individuals with 
disabilities, in addition to their independence and self-
sufficiency. Improved physical and mental health outcomes 
have also been reported as a result of internet use.  
     The internet encourages people with disabilities to be more 
visible and participate more fully in society. However, before 
people with disabilities can use the internet for 

communicating, learning, or working, they must be able to 
gain access to the internet. This often requires additional 
assistance by other people or by modified hardware and 
software. People with disabilities are less likely to live in 
households with computers that are connected to the internet 
and therefore less likely to be online. Even if they do have 
access to computers with internet connection, they may need 
the assistance of adaptive hardware and software. For 
example, a text reader is necessary for someone who is blind, 
and a speech to text program is required for someone with 
mobility issues that limit typing. 
     Developing standard, adaptive hardware and software is 
often difficult due to the broadly ranging levels of disability. 
An individual with hearing disabilities may solely require 
hearing aids, while others may require a sign language 
interpreter. Universally, closed captions for video and audio 
material are keys to successfully navigate and interact. 
Adaptive hardware and software are also necessary for 
individuals with vision disabilities. For people with low 
vision, a screen magnifier may suffice. However, for people 
with more significant visual loss, a screen reader that converts 
text to speech output may be required. In addition, Braille 
readers that convert text on the internet to Braille may be 
helpful. 
     People with physical disabilities often are unable to use a 
standard keyboard. In such cases, alternative keyboards with 
larger keys, different key arrangements, touchscreens, or 
speech recognition software using voice command may be 
warranted for internet navigation. 
Some individuals may have poor hand or voice control such as 
in severe cases of stroke or Multiple Sclerosis patients. 
Assistive technologies exist and continue to emerge, allowing 
individuals to utilize their head, mouth, or eye movements as 
alternatives to a traditional mouse or keyboard. 
     For people with speech impairment, communication 
through discussion boards, blogs, and other social networking 
tools can be beneficial. Communication with speech output 
can be used when speech is necessary. For people with 
cognitive impairments such as learning disabilities, 
technology plays a large role in increasing or maintaining their 
independence. Tools such as a spell checker, grammar 
checker, work prediction, and voice recognition programs are 
valuable. Blogs and websites offer a wide array of information 
for the disabled. Discussion boards can clarify and use 
communication to interact.  
     Many people with disabilities use the internet for social 
interactions and cathartic support. We increasingly  use the 
internet to develop and sustain relationships, as is exemplified 
by the dominance of Facebook, Twitter, and other social 
networks and dating sites. In addition, there are many online 
resources to assist individuals if they need information about 
their disabilities. Social networks offer a wide variety of 
options, opportunities, and advancements for the disbaled, 
including joining groups that they can interact with and 
learning much needed information about their particular 
disability. This allows the disabled to form relationships and 
learn more ways of aiding themselves.    

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

563



 

     Given such benefits of internet use, disabled community 
efforts to increase access to computers with internet 
connection should be a paramount objective. These social 
connection points can provide a source of support, and further 
support can be found on informative sites relating to 
disabilities to assist in understanding, awareness, and even 
solutions to minimize the impact of disabilities. 
New developments in technology have also shown positive 
outcomes and been able to assist the elderly at in home care 
and facilities. This may include video-monitoring, remote 
health monitoring, fall detection, bed alerts, and other aids to 
assist in safety and quality of living (Miskelly, 2001). Cell 
phones and the internet have also been shown to be useful for 
communication, information, and sharing. Assistive devices 
have shown to promote independence and decrease symptoms 
of age disability (Spillman, 2005).   

TABLE II. E-BOOK READER AND TABLET COMPUTER USAGE PERCENTAGES 
AMONG SENIORS      

Year 
% of all adults 18+ who go 

online 
% of seniors 

who go online 
2000 50 14 
2002 59 19 
2004 62 22 
2006 74 35 
2008 75 35 
2010 79 41 
2012 86 59 

 
     An increasing number of people are adopting technology, 
including the disabled. As shown in Figure 2, a high count of 
new and advanced services have been included to enhance 
people’s lives. As indicated, innovative technology has been 
used by a growing population in order to aid in 
communication, information sharing, social interaction, all 
aspects that can aid the disabled in utilization. 
 

 
Figure 2.  UK market share of internet visits 

 
 
     Nearly 13 percent of people use social media to form 
relationships and share information, whereas 14 percent use 
the internet for entertainment and 7 percent to get updates on 
the news. Technological aspects such as 12 percent search 

engines and 3 percent email services are useful tools for the 
disabled to learn, share, and communicate. This aspects have 
been shown to decrease symptoms of the disability and aid in 
the recovery and maintenance  of a handicap.  
 
Technology as a Way to Access Healthcare Information 
      
     In a study done in Pittsburgh, PA, participants attended an 
internet training course intended to introduce internet health 
services to seniors. At a mean age of 72, after a 5-week course 
participants were found to be more likely to use the internet as 
a source of medical information (Campbell, 2005). The study, 
which employed the Multidimensional Health Locus of 
Control Scale,  the Lau, Hartman, and Ware Health Value 
Survey, as well as the Krantz Health Opinion Survey 
(Campbell, 2005).. However, the study failed to produce 
dramatic observed improvement in the shift from self-serviced 
medical care and tended to remain reliant on the physician-
centered model. Nonetheless, seniors are responding to the 
internet use for more health-related information. 
     Another fascinating aspect to this study was the observed 
finding in demographic variability. Depending on 
demographic variables, participants varied in their behavioral 
decisions to seek health care online. This is in alignment with 
the other theories surrounding technology use and senior 
populations or disabled populations in that results are largely 
dependent on accessibility (Campbell, 2005). This study took 
special care to observe people from minority, low income, and 
limited educational backgrounds; with these demographics in 
mind, it is expected that access to top technology may be 
hindered. Nonetheless, technology proves to be an adaptable 
medium for seniors after some training and experience. 
     In addition, the researchers found that overall, giving 
seniors health autonomy via internet usage is a form of 
empowerment. The results found that an increased 
understanding of health allowed for seniors to have more self-
worth and dignity surrounding matters of health and wellness 
which can ultimately lead to a higher quality of life and less 
disease (Campbell, 2005). Overall, this study has found that 
technology, even if minimal exposure to the internet, can 
benefit seniors greatly in their health journey. 

III. CONCLUSION 

       Technological innovation can break the traditional 
barriers that exist for people with disabilities while limiting 
their exclusion and marginalization. Information and 
Communication Technology (ICT) devices and services can 
provide opportunities for people with disabilities to access 
lifelong education, skills development, and employment while 
facilitating communication and information distribution. 
According to a recent survey of 150 experts, websites and 
mobile devices can contribute to the social inclusion of people 
with disabilities. Text-to-speech, voice recognition, ability to 
change contrast and color schemes, touch and gesture input, 
and screen magnification features are already available 
     It is crucial to understand the disability divide as about 15 
percent of the world’s population lives with disabilities. 
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Discrimination exists in employing people with disabilities, 
which is illustrated by employment rates. The employment 
rate of people with disabilities are a third to half of the rate for 
those without disabilities. The unemployment rate among 
people with disabilities is as high as 80 to 90 percent in 
developed and developing economies. Unfortunately, lower 
education and lower productivity in a workplace results in a 
wage disparity among people with disabilities as compared to 
individuals without disabilities. Implementing community 
programs that help people with disabilities learn workplace 
technology will improve the high unemployment rate. This 
will promote new skills and increase learning abilities, making 
people with disabilities more accessible to the public.  
      
     However, there are several barriers and challenges that 
people with disabilities and seniors face when using new 
technologies. These include physical challenges to using 
technology due to disability, handicap, or chronic disease, 
skepticism about the benefits and adoption of technology, and 
difficulties learning to use new technologies. People with 
disabilities and seniors should increase their engagement in 
technology and the digital world. It is important to overcome 
the difficulties and learn how to use technology as there are 
many benefits to their mental health, daily life, and 
professional life. Communication channels also allow them to 
connect with more people and stay in touch with them. In 
addition, it allows them to find large amounts of health-related 
information beneficial to their health. It is imperative to 
address such issues and to find an effective way for more 
seniors and people with disabilities to use technology in their 
lives. Technology, when utilized, can be a benefit.  
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Abstract—Learning the underlying structure between pro-
cesses is a common problem found in the sciences, however
not much work is dedicated towards this problem. In this
paper, we attempt to use the language of structure learning to
address learning the dynamic influence network between partially
observable processes represented as hidden Markov models
(HMMs). The importance of learning an influence network is
for knowledge discovery and to improve density estimation in
temporal distributions. We learn the dynamic influence network,
defined by this paper, by first learning the optimal distribution for
each process using hidden Markov models, and thereafter apply
redefined structure learning algorithms for temporal models to
reveal influence relationships. This paper provides the following
contributions: we (a) provide a definition of influence between
stochastic processes represented by HMMs; and (b) expand
on the conventional structure learning literature by providing
a structure score and learning procedure to learn influence
relationships between HMMs. We provide empirical evidence of
the effectiveness of our method over several baselines.

Index Terms—Learning influence networks, Structure learning,
Hidden Markov models, Stochastic processes.

I. INTRODUCTION

THE problem of describing the interaction or influence
between stochastic processes has received little scrutiny

in the current literature, despite its developing importance.
Solving this complex problem has large implications for
density estimation and knowledge discovery.

Usually, the individual structure of each stochastic process
is ignored and all are merged into one big process which
is modelled by some probabilistic temporal model. This ap-
proach undermines the explanatory importance of the relations
between these processes [1]. The core of the issue is that
we lose the underlying structure of the relationships between
the processes which is essential to learn how one process
influences the other.

In this paper, we provide a complete method for learning the
dynamic influence network between processes represented by
hidden Markov models (HMMs). This paper also explores the
case when we are learning the influence relationship between
partially observable processes. This is a significantly harder
problem since the likelihood of the temporal model to the

data has multiple optima which is induced from the missing
samples [1]. Unfortunately, given that learning parameters
from missing data is also a NP-hard problem, heuristic ap-
proaches are needed to solve for a suitable local optimum to
the likelihood function of the parameters [1].

The application of this research is broad. Influence networks
for stochastic processes can capture the complex relationships
of how processes impact others. For example, we can learn
the influence of traffic in a network of roads to determine
how the traffic condition of a road will impact on another
road. In educational data-mining we may want to determine the
influence of participants in a lecture environment to encourage
student success. We may wish to learn the influence between
an IoT network [2]–[4]; influence between musical pieces [5],
[6]; or influence between the skills of learners which impacts
on their attrition [7]–[9].

The following contributions is made by this paper: (a) The
concept of dynamic influence networks (DINs) which repre-
sents the influence (relationships) between partially observable
stochastic processes. (b) The extension of the Bayesian infor-
mation Criterion (BIC) for for dynamic models (d-BIC score).
(c) The concept of a structural assemble which is able to relate
dynamic models statistically. Finally (d), a greedy structure
learning procedure for learning DINs between these HMMs.

II. RELATED WORK

Numerous statistical procedures have been used to identify
influence between variables [10]–[13]. These statistical pro-
cedures have been extended to the temporal environment to
learn relationships between processes (variables over time). A
significant contribution is the use of hidden Markov models
(HMMs) which is defined as a set of parameters and con-
ditional independence assumptions which together make up
an acyclic structure between variables defined using factors
[14]–[16]. The values in these factors are referred to as the
parameters, and the list of conditional independence assump-
tions between variables are referred to as the structure of the
model.

Learning the independence assertions of a dynamic
Bayesian network can be used to make conditional inde-
pendence inferences over time (density estimation) or to
simply learn the relationships between variables (knowledge978-1-7281-9615-2/20/$31.00 c©2020 IEEE
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discovery). [17]–[20]. On the one hand leaning a sparse
graph structure may have more generalisability for density
estimation, but on the other hand, having a more dense graph
can reveal unknown relationships for knowledge discovery.
Care must be taken when considering for what purpose is the
network required (more on this in the discussion) [16].

A successful approach to structure learning is using score-
based structure learning [16], [21]. In score-based structure
learning we develop a set of hypothesis structures which
are evaluated using a score-based function that computes
the likelihood of the data to the hypothesised structure. The
likelihood is usually expressed as the information gain (mutual
information) of the structure and parameters of the distribution
to the data.

A search algorithm is then performed to identify the highest
(possible) structure based on the structure score [22]–[25].
Viewing this problem as an optimisation problem allows us
to adopt the already established literature on search methods
in this super-exponential space to find the optimal structure
given the data [26]–[29].

The structure of this section is as follows. In section II-A we
introduce the well established BIC score which offers a way
to trade-off the fit to data vs model complexity (the amount
of independence assumptions between variables in the data).
Finally, in section II-B we introduce a greedy search method
to find the an optimal graph structure.

A. The BIC score

The BIC score models the structural fit to data verses
the complexity of the conditional independence assumptions
between variables. That is, the amount of independence as-
sumptions made on the structure [30]. This makes it a popular
choice for structure learning methods since the model com-
plexity has a direct impact on the performance to do inference
tasks. This is because the amount of conditional independence
assumptions on a particular variable increases the factor size
of that variable exponentially. The mathematical expression of
the BIC score comprises of two terms: the first term models the
fit to data; and the second term penalises the fit to data based
on the complexity of the structure considered. The complete
BIC score is as follows:

scoreBIC = `(θ̂G : D)− logM

2
DIM [G],

where the count of instances is denoted by M and the count
of independent parameters is denoted by DIM [G] in the
Bayesian network. `(θ̂G : D) represents the likelihood fit to
the data.

The intuition of the Bayesian score is that as the amount
of samples increase (ie. M ) the score is willing to consider
more complicated structures if enough evidence (samples, ie.
M ) is considered [31], [32]. The BIC core is particularly
effective since the likelihood score (one without a penalty to
complexity) will always prefer the most complicated network.
However, the most complex networks also impose the risk of
fragmentation, which is the exponential increase to the size
of the factors caused by the increase of the in-degree of a

variable. Penalty-based structure scores allows us to explore
the opportunity to adopt more complicated structures if there
is enough justification that the likelihood of the structure
and parameters to the data is high-enough to compromise
on the models speed to perform inference tasks caused by
fragmentation.

There has been much contributions in the literature on the
properties of the BIC score [30], [33], [34]. Key constitutions
include a proof the it is consistent and is score equivalent
which are necessary for efficient search procedures [35]–[37].

B. Learning General Graph-structured Networks

Since the search space for the optimal Bayesian structure is
super-exponential, the difficulty of learning a graph structure
for a Bayesian network is NP-hard. More specifically, for any
d ≥ 2, the problem of finding a structure with a maximum
score with d parents is NP-hard [26]–[29]. See [38]–[40] for
a detailed proof.

Despite this, there have been many contributions to learning
an optimal structure. A key contribution is using heuristic
search procedures to find an optimal acyclic graph structure
[41]. These heuristic search procedures make use of search op-
erators (changes to the graph structure) and a search algorithm
(e.g. greedy search, best first search, simulated annealing e.t.c.)
[42]. The intuition of this approach is to find an optimal acyclic
structure by gradually improving the choice of the structure
using the various search operators [43]–[47].

III. INFLUENCE BETWEEN HIDDEN MARKOV MODELS

In this paper we consider a structure learning procedure
which evaluates candidate dynamic influence networks (DINs)
using scoring metrics. We provide evidence for the effective-
ness of our structure learning procedure over the standard
benchmarks selected.

An overview of the proposed structure learning procedure
is given by the below instructions relating to Figure 1.

Fig. 1. An overview of the proposed structure learning procedure in
this paper.

(i) The stochastic processes are given as input. The param-
eters for a HMM is learned for each stochastic process.
This is the input.

(ii) A structure is imposed between the HMMs (using a rela-
tion function called an assemble). This gives us a dynamic
influence network (DIN). The observable parameters are
relearned in the model. The structure score for the DIN
is computed.
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(iii) Expectation maximisation is performed to learn the latent
parameters of the DIN.

(iv) A candidate DIN is presented as output.
(v) The resulting DIN is evaluated and the score is recorded.

If the score converges or a threshold is reached then
the learning procedure is terminated. If not, we apply a
structural operator (edge addition, deletion, reversal) and
move back to step (iii).

Figure 2 illustrates an examples of a DIN between a set of
HMMs. Each HMM is represented as a node in the acyclic
graph structure and is denoted as a tuple, 〈Hi

0,Hi
→〉, where

Hi
0 is the starting state of the HMM, and Hi

→ is the unrolled
state for HMM i. A DIN structure is the output of the structure
learning procedure.

〈H1
0,H1

→〉

〈H2
0,H2

→〉

〈H3
0,H3

→〉

〈H4
0,H4

→〉

〈H5
0,H5

→〉

〈H6
0,H6

→〉

Fig. 2. A dynamic influence network (DIN) whose nodes represent
six HMMs. Each HMM is represented as 〈Hi

0,Hi
→〉, where Hi

0 is the
initial network and Hi

→ is the unrolled network. The double edges
between each network represents the structure assemble (subsection
III-B).

We will begin by providing a brief introduction to the
hidden Markov model (HMM) which is used to represent the
stochastic processes. An HMM is a dynamic Bayesian network
(DBN). The likelihood function (mutual information) for a
HMM, as illustrated by Figure 3, decomposes as:

L(Θ : X0:T , O0:T ) =
∏
i,j

θ
M [Xi→Xj ]
Xi→Xj

∏
i,k

θ
M [Xi,Ok]

Ok|Xi ,

where the parameters correspond to the observable value k
in the state i to the exponent of the number of times we
observe both Xi and Ok. We will often refer to an HMM as a
tuple as we did in Figure 2. [16], [48]–[50] provide excellent
introduction to DBNs and HMMs.

In the section III-A we will extend the current literature
of structure scores for Bayesian networks to scores for DINs;
and finally, in section III-B we will introduce the notion of an
assemble to relate HMMs in our DIN.

X(0) X(1)

O(1)

X(2)

O(2)

X(3)

O(3)

Fig. 3. An illustration of a hidden Markov model (HMM) with 4
time-slices. The dotted lines indicate the inter-time-slice edges for
the persistent variable X(t). The solid line indicate the intra-time-
slice edges for each respective time-slice.

A. Structure Scores for DINs

In Step (ii) of Figure 1, we needed to calculate the score of
the influence structure. In this paper we adapt the celebrated
BIC score to a dynamic BIC (d-BIC) for our dynamic influence
networks. The d-BIC score make the same trade-off between
model complexity and fit to the data, only the d-BIC can be
applied to dynamic networks.

The d-BIC score is as follows:

scoreBIC(H0 : D) = M

K∑
k=1

(

T∑
t=1

(

N∑
i=1

(IP̂ (X
〈Hk0 ,H

k
→〉

(t)

i ;

PaG

X
〈Hk0 ,H

k
→〉

(t)

i

)))− logM

c
DIM [G],

where the amount of samples is given by M ; the amount of
dependency models is given by K; the amount of time-slices is
given by T for any dependency model; the amount of variables
in each time-slice is given by N ; IP̂ denotes the information
gain in terms of the empirical distribution; and DIM [G] is the
amount of independent parameters in the entire DIN.

The d-BIC score is designed to exchange the complexity
of the DIN, logM

c DIM [G], for the fit to the data, D. As the
amount of samples increases, the information gain term grows
linearly, and the model complexity part grows logarithmically.
The intuition of the d-BIC score is that we will be willing to
consider more complicated structures, if we have more data
that justifies the need for a more complex structure (i.e. more
conditional independence assumptions).

B. Structure Assembles

Choosing the set of parent variables in a DIN establishes
the notion of a structural assemble. A structural assemble
is a template which relates temporal models. The structural
assemble defines the parent sets for variables to construct a
DIN. More specifically, the assemble relation is defined as
follows:

Consider a family of hidden Markov models (H),
where 〈H0

0 , H
0
→〉 represents the child with the parent set

PaG〈H0
0 ,H

0
→〉

= {〈H1
0 , H

1
→〉, . . . , 〈Hk

0 , H
k
→〉}. Further assume

that I(〈Hj
0 , H

j
→〉) is the same for all j = 0, . . . , k.

Then the delayed dynamic influence network, denoted by
〈A0,A→〉, will satisfy all the independence assumptions in
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I(〈Hi
0, H

i
→〉) ∀ i = 0, . . . , k. In addition, ∀ j and ∀ t,

〈A0,A→〉(t) also satisfies the following independence assump-
tions for each hidden or latent variable denoted Li and some
t > α ∈ Z+:

∀ L〈H
0
0 ,H

0
→〉

(t)

i : (L〈H
0
0 ,H

0
→〉

(t)

i ⊥⊥
NonDescendants

L
〈H0

0 ,H
0
→〉

(t)

i

|L〈H
k
0 ,H

k
→〉

(t)

i , L
〈Hk

0 ,H
k
→〉

(t)−1

i , . . . ,

L
〈Hk

0 ,H
k
→〉

(t)−α

i , Pa
〈H0

0 ,H
0
→〉

(t)

Li
).

The assemble is an expressive representation to capture
influence relationships that persist through time between tem-
poral models in this case HMMs. However, the choice of α is
important since choosing a large α will render many depen-
dencies on variables. This causes a fragmentation bottleneck
which causes a larger computational burden for learning and
inference tasks.

To illustrate an example of using an assemble relation be-
tween two HMMs, 〈A0,A→〉 and 〈B0,B→〉, consider Figure
4. Figure 4 unrolls two HMMs, 〈A0,A→〉 and 〈B0,B→〉, using
a structural assemble with α = 0.

〈A0,A→〉: A1
1

A1
4

. . . A1
6

A2
1

A2
4

. . . A2
6

A3
1

A3
4

. . . A3
6

〈B0,B→〉: B1
1

B1
4

. . . B1
6

B2
1

B2
4

. . . B2
6

B3
1

B3
4

. . . B3
6

Fig. 4. Two unrolled HMMs, 〈A0,A→〉 and 〈B0,B→〉, as represented
with 3 time-slices. The HMMs are connected by a structural assemble
with α = 0.

C. Structure Search
At this point we have the following well-defined optimisa-

tion problem:
1) A training set H〈I0,I→〉G = {H〈H1

0 ,H
1
→〉, . . . ,H〈Hk

0 ,H
k
→〉},

where H〈Hi
0,H

i
→〉 = {ξ1, . . . , ξM} is a set of M instances

from underlying ground-truth HMM 〈Hi
0, H

i
→〉;

2) a structure score: score(〈I0, I→〉 : H〈I0,I→〉G );
3) and, finally, we have an array of L distinct candidate

structures, G = {G1, . . . ,GL}, where each structure
Gl represents a unique list of condition independence
assertions I(G) = I(GI ∪ GB).

Our objective of this optimisation problem is to output the
DIN which produces the maximum score. We present the
following influence structure learning procedure in Algorithm
1, where S = {S1→, . . . ,SP→} represents the set of stochastic
processes; assemble, is the option of the parameters for a
structure assemble; and score, which is the selected scoring
function used by the search procedure.

Algorithm 1 Influence structure search

1: procedure STRUCSEARCH( S = {S1→, . . . ,SP→},
assemble, score)

2: for each process we learn a temporal model (H =
{〈H1

0 , H
1
→〉, . . . , 〈HP

0 , H
P
→〉)

3: Using the models in H we generate a search space (ie.
G = {G1, . . . ,Gn})

4: Find the structure Gi which produces the highest score
(w.r.t. assemble) in G

5: return Gi
6: end procedure

The dynamic influence network, 〈I0, I→〉G , holds a distri-
bution between a set of HMMs, denoted 〈H1

0 , H
1
→〉 , . . . ,

〈Hk
0 , H

k
→〉, with the conditional independence assumptions

listed by I(〈I0, I→〉G). We further assume that P ∗(〈I0, I→〉G)
is induced by another model, G∗(〈I0, I→〉G), we will refer
to this model as the underlying ground-truth model. The
model is evaluated by recovering the set of local independence
assertions in G∗(〈I0, I→〉G), denoted I(G∗(〈I0, I→〉G)), by
only observing H〈I0,I→〉G . This structure learning procedure is
referred to by this paper as the greedy structure search (GESS).

D. Computational Complexity and Savings

The overall computational complexity of the above structure
search algorithm is given by [1]. In order to allow for notable
computational savings we suggest using a cache to store
sufficient statistics and using a max priority queue (imple-
mented using heaps) to arrange contending structures using
their scores as keys. Random restarts and Tabu lists are also
used to manage the structure search procedure.

IV. EMPIRICAL RESULTS

This sections presents the performance of modelling influ-
ence between partially observable stochastic processes repre-
sented by HMMs using DINs. We evaluate the performance
of our model aside several benchmarks.

The experimental setup is as follows. We constructed a
ground-truth DIN which was used to sample sequential data.
To simulate a partially observed process, several variables
were removed from the sequential data sample. Algorithm 1
was used to learn candidate networks. Several variations of the
algorithm was also used, such as using the d-AIC (dynamic
Akaike Information Criterion) score instead of the d-BIC;
using prior knowledge of the ground-truth structure such as
the maximum in-degree used in the generative distribution;
using a random structure; and even using no structure.

The parameters for the ground-truth DIN distribution is
summarised by Table I. The ground-truth DIN distribution
described the influences between 10 processes, each repre-
sented using HMMs with 5 time-slices, 2 hidden layers, 5
observable variables and 3 latent variables per time-slice. Each
variable could take 3 discrete values. The overall ground-truth
DIN had a max in-degree of 2 for any variable; and finally,
the number of conditional independence assumptions (CIA)
between processes was limited to 15.
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TABLE I
A TABLE SUMMARISING THE PARAMETERS FOR THE GROUND-TRUTH DIN

DISTRIBUTION.

Ground-truth DIN Distribution
No. HMMs 10
Random variable values 3
No. time-slices 5
No. layers 2
No. CIAs between HMMs 15
max in-degree 2
No. Obs 5 p.t.
No. Latent 3 p.t.

The results of the experiment is summarised by Figure 5,
which shows the relative entropy to the generative ground-truth
DIN over the number of training samples used.
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Fig. 5. The performance of parameter and structure learning tasks.

The results are averaged over 10 trials for various structure
learning tasks:
• Random, which used a randomly generated structure for a

DIN and learned the missing and observable parameters;
• No structure, which modelled each HMM as mutually

independent to others and learned parameters;
• d-BIC with GESS, which used the d-BIC score with

GESS and learned missing and observable parameters;
• d-AIC with GESS;
• RES ID3, which used the likelihood score but restricted

recovered structures with an in-degree greater than 3 and
also learned parameters;

• and finally, TSLP (Learning Procedure with the True
structure), which used the ground-truth DIN structure, but
relearned missing and observable parameters.

The parameters of the experiment were as follows: 20 EM
iterations were used for learning and latent variables. There
were 50 structure search iterations used to recover each model
(5 random restarts when reached local optima, and used a tabu
list of length 10). All learned variables used a Dirichlet Prior
of 5. To allow for a manageable use of memory all DIN with
over 5000 independent parameters were heavily penalised.

The reported results suggest that, on the one hand, when we
have fewer samples we are better-off not using any structure,
since fewer parameters allow us to generalise better. On

the other hand, when we have a sufficient amount of data,
then a random structure gives us more information than no
structure at all. The reason the random structure does better
is because the likelihood to the data of a structure with more
conditional independence assumptions rather than fewer will
also be greater.

The three penalty-based score methods do better than both
random and no structure. However we find that the sensitivity
of the d-BIC score to judge when to constrain the structure
(based on the number of training sample) guides the selection
of the independence assumptions and outperforms the d-AIC
score and the restricting the in-degree method. As expected,
knowing the true structure gives us the most information
and thus outperforms all the methods as the number of
observations increase.

V. CONCLUSION AND IMPLICATIONS

In this paper we empirically demonstrated a score-based
structure learning procedure to learn a DIN to represent the
influence relationships between partially observable stochastic
processes.

Why we would want to learn a DIN depends on what it
will be used for. On the one hand, if we are trying to identify
the original DIN for knowledge discovery, then we will need
to identify each of the original conditional independence
assumptions of the ground-truth network. This means we will
need to find the set I(G∗(〈I0, I→〉G)). This is not a pragmatic
task since there are many perfect maps for P ∗(〈I0, I→〉G) that
can be derived from D〈I0,I→〉G .

Recognising I(G∗(〈I0, I→〉G)) from the set of structures
from G∗(〈I0, I→〉G) will yield the same fit to the data.
Therefore identifying the original ground-truth structure is not
identifiable from H〈I0,I→〉G . This is because the structures in
the I-equivalent structure set all produce the same numeric
likelihood (mutual information) for H〈I0,I→〉G . Therefore, we
should rather try to learn a set of structures that are I-equivalent
to G∗.

On the other hand, if instead we are trying to learn a DIN for
density estimation (i.e. to draw probabilistic inferences), then
we are interested in capturing the distribution P ∗(〈I0, I→〉G).
If we can successfully construct such a distribution then we
can reason about or sample new data instances.

There are two implications when learning a structure or
density estimation: Firstly, Although capturing more inde-
pendence assertions than specified in I(G∗(〈I0, I→〉G)) may
still allow us to capture P ∗(〈I0, I→〉G , our selection of more
independence assumptions could result in data fragmentation.
Secondly, selecting very sparse structures can restrict us to
never being able to learn the true distribution P ∗(〈I0, I→〉G
no matter how we change the parameters. However, often
sparse DIN structures can be used to promote computational
complexity savings [16].
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Abstract—In this paper, an inexpensive and user-friendly agri-
culture automation system is proposed by networking a collection
of sensors and actuators to sense the moisture content of the
soil and control the water valves for multiple irrigation zones.
Using freely available frequencies in the Industrial, Scientific,
and Medical (ISM) bands, multiple sensors and actuators can be
networked to communicate with one another without the need to
pay for subscriptions to existing cellular networks. Each sensor
and actuator connect to a central communication node which
connects the end-user to the sensors and actuators through a
cloud server. The proposed system can act as a base for large-
scale smart agriculture deployments.

Index Terms—Agriculture, IoT, ISM, Automation

I. INTRODUCTION

This agriculture automation system is designed to ease the
life of farmers that must often wake up late at night to irrigate
their crops. It gives farmers the ability to remotely control and
automate their irrigation on a fixed time schedule, or dependent
on the moisture content of the soil.

The automated irrigation system is set up by networking
multiple microcontrollers to communicate with each other via
2.4GHz transceivers. Each microcontroller communicates with
the central node which synchronizes the data with a cloud
server platform. The user interface connects to the cloud
server, allowing the end-user to remotely interact with the
physical sensors and actuators that are in the field.

In this paper, we propose a scalable interconnection of
sensors and actuators communicating through ISM bands.
Such a system is very cost-effective and does not depend on
a cellular infrastructure, unlike many of the existing smart
agricultural deployments.

II. BACKGROUND

In recent years, the Internet of Things (IoT) has become an
ever-expanding concept to describe interconnection of end user
devices [1] [2] [3]. This concept now includes automation in
the Agriculture sector, which has had an increased demand in
recent years, particularly for large agribusiness [4]. Wireless
Sensor Networks (WSN) are made to collect data from the
surrounding environment without a wired connections. For

farms, this is especially useful because it is not feasible to run
wires through the field where cultivators may damage the wire.
A wireless Sensor Network is especially useful for farmers to
remotely receive information regarding soil moisture content,
air humidity, well depth indicator, and other agriculture related
environmental data [19].

Data from each sensor node can be transmitted wirelessly
on the Industrial, Scientific and Medical (ISM) frequency
bands without special licensing [5]. The transceivers used in
this experiment operate on the 2.4 GHz wavelength which
is available to use without significant restrictions [6]. Each
sensor and actuator node can be connected using various
network topologies, however, the two most common are Star
network and Mesh network. Each network topology has its
own advantages, but a star network topology has the advantage
of being relatively less complex and more scalable than a mesh
network topology, but with less redundancies in case of signal
loss [7] [8] [9].

Various terrains and obstructions in the field can attenuate
the signal and influence the likelihood of the data successfully
transmitting. To avoid propagation loss, the link budget of
the 2.4GHz transceiver must be calculated to avoid data loss
while still maintaining the power limitations of a Low Power
Wide Area Network (LPWAN) for a given bandwidth [10].
To maintain a long range network while consuming a small
amount of energy, it is necessary to send a small amount
of data in sparse time increments [11] Various environmental
sensors do not produce a significant amount of data, hence the
data can successfully be transmitted and received over a longer
distance. To ensure that the transmitted data successfully
reaches the receiver, a handshake between the transmitter and
receiver can be setup to confirm receipt of data [12].

With so many devices interconnected, a network bottleneck
can potentially develop while communicating with the cloud
server. To overcome this issue, fog computing can be utilized
to analyze the data on the edge layer of the network prior to
synchronizing the data with the cloud server [13]. The sensors
connected to the Universal Node communicate through the
Serial Peripheral Interface (SPI) of the microcontroller which
is compatible with various sensors.978-1-7281-9615-2/20$31.00 ©2020 IEEE
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III. DESIGN

A. Frequency Choice

The aim of this system design is to create a Low Power
Wide Area Network (LPWAN) that enables the devices to
communicate with each other over a long range while using
minimal power. For this paper, 2.4GHz transceivers were
chosen instead of their sub-GHz counterparts because there are
no license fees, no duty cycle restrictions, is available globally
and the parts are cheaper, therefore is more economical and
scalable [14].

In urban areas, 2.4GHz can potentially become congested,
however, since rural farms have few, if any devices commu-
nicating on 2.4GHz wavelength, cross-technology interference
is not a concern, making it a viable wireless communication
band for an Agriculture IoT system [15] [16] [17].

B. Network Architecture

Fig. 1 depicts the process flow diagram of the system, which
consists of several layers. The first layer is comprised of the
Universal Nodes which have sensors and actuators connected
to them. Sensors data is sent from the Universal Nodes to the
Central Node wirelessly, and in turn, actuator commands are
relayed on the same channels from the Central Node back to
each Universal Node to activate the corresponding relays for
each valve.

The Central Node is connected to the internet through a
standard Wi-Fi network router which allows the data from the
Central Node to synchronize with the cloud server. The data
on the cloud server can be accessed and altered through a web
application which serves as the user interface to access the data
from the sensors and to control the actuators connected to the
Universal Nodes on the first layer.

The Universal Nodes are wirelessly connected to the Cen-
tral Node in a star network topology using the nRF24L01+
transceiver modules. Each transceiver can support up to 125
channels, allowing the Central Node to communicate with up
to 125 Universal Nodes.

The Central Node was made with an ESP8266 microcon-
troller, which was chosen for its built-in internet connectivity
and low cost. Although it consumes more power than its
Arduino counterparts, the Central Node will be connected to
a power outlet near the Wi-Fi router, serving as the gateway
to the internet.

A closer look at the Universal Node in Fig. 1 shows
the internal components which are comprised of an Arduino
Nano microcontroller, a 3.7v battery, voltage converter, charge
controller, solar cell, relay, and 2.4GHz transceiver. The entire
setup is enclosed in a waterproof case which has the sensor
and actuator connection ports on the side of the device as seen
in Fig. 2.

In this paper, both a soil moisture sensor, and temperature
sensor were connected to the Universal Nodes. A capacitive
moisture sensor was chosen for its resistance to corrosion over
time, unlike other moisture sensors that have two conducting
probes which corrode within a short period of time.

Fig. 1. Network Layout

Fig. 2. Universal Node

To measure the outdoor temperature, a simple thermistor
was connected to one of the Arduinos GPIO pins. A standard
Negative Temperature Coefficient (NTC) thermistor decreases
its resistance in response to an increase in room temperature.
Using a simple voltage divider (1), the output voltage varies
in relation to the resistance of the thermistor.

Vout = Vin

(
R2

R1 + R2

)
(1)

With a thermistor (R1) in the 10kΩ range, a 10kΩ resistor
was chosen for R2. The software was then calibrated to relate
each voltage value to its corresponding temperature value.
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Fig. 3. JSON tree in Firebase

Fig. 4. Login Page

Data received by the Central Node is immediately synchro-
nized with the cloud server Firebase. All the data values are
stored in a JSON tree format on Firebase where each sensor
value can be viewed, and the actuator values can be altered to
control the valves and electrical relays. In Fig 3, a real-time
database was set up in Firebase to store and synchronize the
data so it can be accessed by the user interface.

The following login page from Fig. 4 is presented when
logging into the user interface.

Password protection was implemented by setting parameters
for the login entry to match the credentials from Fig. 5 in
Firebase.

The main page of the user interface from Fig. 6 displays
the real-time status of each sensors and actuator.

The values for each sensor are stored in the JSON tree
format on Firebase as seen in Fig. 10.

To keep cloud server costs to a minimum, and to avoid
a network bottleneck for future scalability, it is important to
reduce the amount of data sent to the cloud server, and to
minimize the amount of data processing on the cloud.

This is done by performing most of the computing at the
edge layer by the Arduino Nanos. The thermistor voltage

Fig. 5. Login branch expanded

Fig. 6. Main Page

values are immediately converted to relevant Fahrenheit values
before getting transmitted to the Central Node. Similarly,
the moisture, flow indicator, and well depth values are all
calculated prior to transmitting them to the Central Node
which relays the information to the cloud server to be stored.

The subroutines were written to also provide compatibility
with other analog and digital sensors. Synchronizing the cloud
server with the Central Node allows for data to be altered to
control the actuators. In the following expanded view of the
actuator branch from Fig. 8, each actuator value is either a
logic 0 or a logic 1. These values are controlled by connecting
the cloud server to a user interface. Each actuator is turned on
or off by activating a low voltage relay that is connected to a
solenoid valve or to the primary pump.

To control the actuators, the user must be able to easily

Fig. 7. Sensor branch expanded
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Fig. 8. Actuator branch expanded

Fig. 9. Scheduler page

interact with the data through a user interface. The user
interface JavaScript code was hosted locally on the computer
while running the HTML web page from the google chrome
browser. In the following image on Fig. 9, the scheduler and
control interface are shown.

Each schedule value can be selected and modified on the
webpage, which causes the cloud server to automatically
update the scheduler data, as seen in Fig. 10.

Fig. 10. Scheduler branch expanded

Fig. 11. mail Notification

Fig. 12. Physical Setup

A notification system was also made to notify the user when
the valves are activated. The notifications are sent via email,
or can also be configured to send a text or a push notification,
depending on the user’s preference.

IV. PHYSICAL SETUP

Fig. 12 shows the automated irrigation system prototype
which was built and tested on a small garden as a proof of
concept. The moisture sensor is connected to the Universal
Node on the right, which relays the data back to the Central
Node. On the left, the second Universal Node also sends the
flow sensor data back to the Central Node. When a command
is given to turn on the valve, the left Universal Node activates
the relay which turns on the valve.

A short distance away, the Central Node receives the data
from each sensor, and sends commands to the actuators. In
Fig. 13, the Central Node, also enclosed in a case, connects
to the internet via the NETGEAR router on the left.
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Fig. 13. Central Node setup

TABLE I
FCC 2.4GHZ REGULATIONS (POINT-TO-MULTIPOINT

Maximum Power (mW) Maximum Gain (dBi) EIRP (dBm)
1000 6 36
500 9 36
250 12 36
125 15 36
63 18 36
32 21 36
16 24 36

V. REGULATIONS AND STANDARDS

A. RF Regulations

In the US, all radio transmission is regulated by the Federal
Communications Commission (FCC). Some frequencies are
not licensed, rather, they are available for anyone to use, so
long as they adhere to the FCC regulations corresponding with
that frequency.

The transceivers used in this paper operate in the ISM
band of 2.4 GHz. The following table shows the maximum
permissible radiated power depending on the gain of the
antenna.

In addition to ensuring that the transceivers complied with
FCC regulations, the hardware was confirmed to meet the
regulations and standards set forth by the IEEE 802.11 and
802.15 standards which relate to WiFi and Wide Area Net-
works (WAN).

B. Intellectual Property

The Arduino Nanos used in this paper are under a General
Public License (GPL), meaning it is required that any source
code developed on an Arduino must be publicly available [18].
To comply with these regulations, a copy of the Arduino code
was uploaded to GitHub where it is accessible to the public.

VI. CONCLUSION

Agriculture automation has become much simpler to man-
age by integrating various technologies. The ability to re-
motely gather real-time data from the fields, and to remotely
activate irrigation has revolutionized agribusiness, increasing
overall efficiency. Furthermore, the utilization of inexpensive
transceiver modules operating on the free ISM bands reduces
the overall cost to extend the internet of things into the agri-
culture sector. The results from this paper prove the concept
of a feasible and easy to implement agriculture automation
system which allows farmers to enjoy the benefits the remote
accessibility and automation. With the same scalable system
developed here, additional sensors and actuators can be added
to reap the benefits that IoT has to offer.
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Université Mohammed Premier (UMP)
60000 Oujda, Morocco
m.elmouhib@ump.ac.ma

Abdelhamid BENALI
EI Research Team
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Abstract—We can find in the literature many research papers
and technical reports tackling various problems related to the
Autonomous Vehicles (AV) and Vehicle to everything (V2X)
paradigms. However, safety guarantee of these technologies is the
most critical problem to deal with because of its direct relation
with human life. On one hand, we can find fewer works than the
former, regarding the jointly study of the situations related to
both AV and V2X. On the other hand, at our best of knowledge,
there is no work investigating reliability in the transition phase
when just a few of the Connected Autonomous Vehicle (CAV) are
part of the traffic road. In this paper we explore this research gap,
by analyzing and evaluating reliability of various CAV densities
in the special case of four road intersection and for low traffic
density. The results show that the convergence speed of reliability
functions series to the reliability function of the system when only
CAV populate the roads are not constant. This leads to the need
of establishing solutions for the transitional phase to accompany
the penetration process of the CAV in the automotive market.

Index Terms—Autonomous Vehicles (AV), Vehicle to everything
(V2X), Intelligent Transportation System (ITS), Reliability, Avail-
ability, Reliability Block Diagram (RBD), IoT

I. INTRODUCTION

According to [1] road accidents are responsible for the death
of 1.35 million person each year and the injury of 50 million
ones around the world. Also, it’s worth mentioning that 90%
of these accidents are because of human errors [2]. Adding
to that, the emissions of tens of millions of tonnes of CO2

and the increase in global energy consumption are because
of transportation. To resolve these issues, we need to assign
driving tasks to the vehicle itself and/or maybe share it with
several users. The autonomous driving paradigm can help to
achieve the aforementioned objectives.

According to the Society of Automotive Engineers (SAE)
classification, we can distinguish 6 levels of vehicle automa-
tion [3]. At the first level we do not have any kind of automa-
tion, the vehicle’s driver is the only responsible of all driving

tasks. The second level automates some of driving tasks such
as speed regulation. Vehicles with automated manoeuvres
such as parking assist and automated lane change capabilities
belong to the level 3. while remaining vigilant, at the level four
the vehicle driver can perform briefly other tasks than driving.
At this level, the vehicle can autonomously perform driving
tasks along longitudinal and lateral dimensions. At level 5, in
some driving modes and under some conditions, the driver can
turn away his attention to do other tasks as the vehicle moves.
At the last level we achieve the ultimate vehicle automation
where the driver do not assume any responsibility related to
the driving tasks. Besides, the autonomous vehicle paradigm,
we can find another one of no less of importance, namely
the connected vehicle paradigm or V2X. In such paradigm,
a connected vehicle can communicate with other connected
vehicles, with the infrastructure (V2I), and with the Pedestrian
(V2P) by the means of mobile telecommunication devices.

To achieve an almost perfect Intelligent Transportation
System (ITS) both of the aforementioned paradigms need
to cooper. Each of these paradigms fill the other’s holes.
As a critical system, ITS system safety attributes are the
predominant concerns in ITS research areas [4], [5]. Reliability
and latency of the network services are the most required
Performance Key Indicators (PKIs) for a such type of mobile
end terminal. All the Connected Autonomous Vehicles and
the underlying infrastructure need to fulfil, among others, a
pre-defined set of reliability requirements. However, assessing
reliability in such an environment may face many difficul-
ties such as systems heterogeneity, environmental constraints
(Highway, Urban, Rural,. . . ), weather behavior, stakeholders
diversity to cite just a few.

We can find in the literature many works that deal with such
problems (see section II). However, only few works tackle
reliability issues of ITS systems in the transition stage that
is characterized with the presence of vehicles belonging to
different levels, and when V2I services are not available ev-
erywhere. This involves paying attention on how do reliability978-1-7281-9615-2/20/$31.00 ©2020 IEEE
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behave in this time interval (that can be for many years) which
depends on the penetration ratio of the CAV into the global
automotive market. This paper aims to fill this gap by studying
the reliability evolution of the CAV in presence of the legacy
vehicles. We propose to investigate remarkable scenarios when
the market penetration of the CAV is, respectively, 25%, 50%,
75% and 100%.

We organize this paper as follows : We propose in the
section II a literature review of some related works. After
that, in section III, and throughout, the considered system
(subsection III-A), Reliability Modeling of the Autonomous
Vehicles’ perception subsystem (subsection III-B), Reliability
Modeling of the connected Vehicles’ embedded Gateway (sub-
section III-C), and the Reliability Modeling of the V2I Access
Network (subsection III-D) subsections we present RBD-
based modelling of the different subsystems. We dedicate the
section IV to setup a simulation scenarios. Finally, results and
discussions are the subject of the section V.

II. RELATED WORK

The authors in [6], conducted a quantitative and a qualitative
reliability analysis of the Basic Safety Messages (BSMs)
in Vehicular Ad hoc Network (VANET). They introduced
reliability model for safety applications (SA) using DSRC. As

major results, they show that a safety application has higher
reliability for small packets of sizes and failure to receive some
BSM packets does not immediately affect the reliability of the
safety application. Whereas, the authors in [7] explore the re-
liability of VANET using RBD to model the (On-Board Units)
OBUs and the (Road Side Units) RSUs. Added to that, they
modeled the availability and reliability of the communication
channel using Continuous Time Markov Chains (CTMC) for
Dedicated Short Range Communication (DSRC). The author
in [8] considers the V2X scenario for the Ultra Reliable Low
Latency Communication (URLLC) slicing in 5G. He proposes
to improve both the Reliability and the Latency aspects by
extending the resources slicing to the service and function
slicing. To do so, he used tools like Euclidean Norm theory
and Monte-Carlo simulations. More specifically, the authors
in [9] conducted a System-level reliability analysis of V2X.
They considered the Intersection Collision Avoidance (ICA)
as safety application. They used Reliability Block Diagram
(RBD) to analyse reliability components of the considered
system such as hardware, software, maneuver. They considered
the communication channel reliability to have a linear behavior
depending on distance. [10] investigates the Reliability of
fully Autonomous Vehicles (AV) using statistical testing. The
authors reveal in their report that for to be Reliable, an AV
must run hundreds of millions or billions of miles to justify

CAV pereception Subsystem1

Gateway (OBU)
Access Network Subsystem

1 : https://www.machinedesign.com/mechanical‐motion‐systems/article/21836344/saved‐by‐the‐sensor‐vehicle‐awareness‐in‐the‐selfdriving‐age

Fig. 1. Referral system used as basic modelling entity
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its reliability. It is quality to notice that this report considered
only AV with no V2X capabilities.

We can see that almost of these works focus only on the
networking aspect of V2X systems reliability. Further, we
observe that there is a need of works that consider CAV system
reliability as a function of both its perception subsystem and
its V2X environment. In addition, at the best of our knowledge
there is no work assessing reliability of CAV system dealing
with the transition phase of deployment when only a fraction
of CAV are operational and the remaining vehicles are legacy
ones. In this paper, we propose to model reliability of CAV
systems by studying both its perception subsystem (AV aspect)
and the networking subsystem (V2X aspect). After that, we
conduct a simulation of 4 scenarios in which we investigate
the impact of some remarkable CAV densities on the behavior
of the overall reliability and thus on the road safety.

III. SYSTEM MODEL

A. The considered system

The Fig.1 depicts the basic system which we will consider
as a system of reference. We can recognize three main
subsystems. The first one is the perception subsystem of CAV
that consists of several components on which the CAV depends
on when exploring its surrounding environment. The second
one is the OBU, which represents the networking capability of
the CAV. The third subsystem is the Access Network that can
implement any technology supporting CAV applications such
as DSRC and C-V2X. We mention that the Cloud subsystem
is beyond the scope of this work.

In the remaining of the paper, we will adopt the Reliability
Block Diagram (RBD) based framework of the Internet of
Thing (IoT) and the reliability background theory detailed
in [11]. We propose to model our referral system as three
subsystems in series patterns as Fig.2 shows.

CAV
Access_Network

Vehicule to Infrastructure
(V2I)

Fig. 2. Reliability Block diagram model for the global system : CAV block
include the perception, and the OBU subsystems

B. Reliability Modeling of the the Autonomous Vehicles’ per-
ception subystem

The perception subsystem of CAV comprises various sen-
sors that collect environment related data. These sensors cover
the vehicle throughout 360° around. We will use the model in
Fig.1 where a CAV have one camera in each direction, radars
in the front and the rear of the vehicle, LIDAR in the four
directions, ultrasonic sensors in the front and the rear of the
vehicle to detect the near objects, and finally a Long-Range
Radar in the vehicle’s front. The equation (1) assesses the
reliability of the considered system:

Rpercep(t) = (1−Rultrasound(t))× [1−R2
radar(t)

× (1−Rradar(t))
2 × (1−Rlidar(t))]

× (1−Rcamera(t))× [(1−Rlidar(t)

× (1−Rlidar(t))× (1−Rradar(t)))

× (1−Rcamera(t))]
2 × (1−Rultrasound(t))

× (1−Rradar(t))× (1−Rlidar(t))

× (1−Rcamera(t))× (Rwheelencoder(t))
(1)

Where Rx(t) is the reliability of the component x.
Depending on the situation, the CAV may require one or

more sensors to perform a given driving task. We propose in
our model to divide the proposed model of CAV into four
subsystems, one for each direction of the vehicle (Front, rear,
Front Left, Front Right). Given that, we model each of these
subsystems by an RBD that reflects its structure. We consider
that the sensors belonging to the same direction to be in a
parallel pattern. The reason behind that is, in most of the
time, these sensors cooper to perform the required driving
task (Sensors fusion). The Fig.3 reveals the RBD model of
the perception subsystem of the considered CAV.

C. Reliability Modeling of the connected Vehicles’ embedded
Gateway

CAV uses the OBU to communicate with other CAV (V2V),
with the road infrastructure (V2I) or with the pedestrians
(V2P). We propose to model the gateway part by the simplified
RBD as shown in the Fig.4. We can observe that all the
hardware part of the system is in series pattern.

The equation (2) assesses the reliability of the considered
system:

RGateway(t) = RHMI(t)×RRCP (t)×Rpower(t)

×RGPS(t)×RDSRC(t)×Rantenna(t)
(2)

Where Rx(t) is the reliability of the component x.

D. Reliability Modeling of the V2I Access Network

We propose to model the reliability of the most interesting
components in V2I access network subsystem, using the RBD
paradigm. As the Fig.5 shows, the simplified model contains
five blocks in series pattern. Some of these Block are the
same as those in the OBU. We can recognize, DSRC antenna,
the DSRC unit, the GPS unit in the RSU side, the power
supply and the RSU router to communicate with the network
infrastructure. We can observe that if any of the components
fails all the subsystem fail.
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Fig. 3. The RBD model of the perception subsystem of the CAV

HMI
Home Machine 

Interface
OBU_RCP OBU_Power 

Supply OBU_GPS
OBU_DSRC_Unit

Dedicated Short Range 
Communication (DSRC)

OBU_Radio
Antenna

Fig. 4. The RBD model of the Gateway subsystem of the CAV

DSRC_Antenna DSRC_Unit RSU_GPS
RSU_Power

Supply RSU_Router

Fig. 5. The RBD model of the RSU of the CAV

The equation (3) assesses the reliability of the considered
system:

RV 2I(t) = Rantenna(t)×RDSRC(t)×RRSU (t)

×RGPS(t)×Rpower(t)×Rrouter(t)
(3)

Where Rx(t) is the reliability of the component x.

IV. SIMULATION SETUP

A. Adopted scenarios and assumptions

To study the impact of CAV densities on improving the
overall reliability of the CAV system, we propose to study
four scenarios. We assume that all scenarios occur in urban
intersections with four roads. Having a CAV and three non-
CAV at the intersection, each on a separate road is more likely
to happen if we have 25% of CAV density in the road traffic.
We mention that we ignore the intersection scenarios when no

CAV is engaged. Likewise, we can adopt the same approxi-
mation for 50 %, 75% and 100% CAV portions respectively
and say that they correspond to two, three and four CAVs
each crossing the intersection from a different road. However,
is worth mentioning; in this context we do not consider the
reliability analysis of communication channels for the sake of
simplicity and because they are widely studied in other works.
In addition, all the scenarios envisaged are assumed to involve
low density traffic, which involves ignoring back end vehicles.

Fig.6 describes the scenario of 50% of density : :
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CAV_1

CAV_2

Access_Network
Vehicule to Infrastructure

(V2I)

Fig. 6. The RBD model of the 50% of CAV density

Fig.7 describes the scenario of 75% of density :

CAV_1

CAV_2
Access_Network

Vehicule to Infrastructure
(V2I)

CAV_3

Fig. 7. The RBD model of the 75% of CAV density

Fig.8 describes the scenario of 100% of density

CAV_1

CAV_2

Access_Network
Vehicule to Infrastructure

(V2I)
CAV_3

CAV_4

Fig. 8. The RBD model of the 100% of CAV density

To simulate the proposed RBDs, we utilise Reliability
Workbench by injecting the failure rates specified in table (Ta-
ble I) into models of the different blocks. We should mention
that we choose the exponential distribution as failure model
for all the blocks. We set mission time for the simulation to be
87600 hours (approximatively 10 years) which is reasonable
duration to perceive changes in the automotive market. Also,
we consider that all the components of the system are non
repairable and independent one from each other.

V. RESULTS AND DISCUSSIONS

Table II shows the got results after running the simulation in
Reliability Workbench. we assessed reliability for the different
aforementioned CAV densities in intersection situation as
we mentioned previously. We consider the results for the

TABLE I
SIMULATION DATA COLLECTED FROM [12], [13]

Component Failure Rate
LIDAR 1, 8.10−6

Radar 1, 6.10−6

Ultrasound 9, 6.10−7

Camera 2, 9.10−6

Wheel Encoder 4, 4.10−7

HMI 1, 4.10−6

RCP 2, 8.10−6

Power Supply 4, 7.10−6

GPS 1, 4.10−6

DSRC Unit 1, 05.10−6

Antenna 4, 8.10−7

Router 1, 7.10−6

following metrics :unreliability, unavailability, Mean Time to
Failure (MTTF), total down time and Mean unavailability.

We can observe that unreliability and unavailability are the
same for all CAV densities. This is because we considered
system as non repairable. Also, it is clear from the table II
that if CAV density increases the unreliability of the system
decreases. The MTTF of the system makes a remarkable jump
in the transition between 25% and 50% of CAV densities.
Finally, we can notice that the MTTF is approximating 10
years.

100%
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50%

75%

0 8760 17520 26280 35040 43800 52560 61320 70080 78840 87600
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Fig. 9. Reliability behaviour in respect to the different CAV densities

In the Fig.9 we plot reliability function for each of the
CAV density. The plot shows that for the considered road
intersection case, there is a considerable gap between 25%
density and the remaining ones in the time window [26280
hr,78840 hr]. In addition, we can see that, for the same time
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TABLE II
SIMULATION RESULTS

Metric density of 25% density of 50% density of 75% density of 100%
Unreliability 0,86122 0.766211 0.70118 0.65662
Unavailability 0,86122 0.766211 0.70115 0.65667
MTTF 44389,2019 60282.5874 68718.5692 74047.4303
Total down time 48829,8549 37601.5328 32912.0223 30636.8559
Mean unavailability 0,55741 0.429241242 0.375708017 0.349735798

window as the unreliability of the overall system decreases
and the CAV density increases the reliability gap between the
system decreases.

These results reveal that a significant work need to be done
in the transition phase to ensure road safety and support the
CAV to penetrate the automotive market. When the market is
in the stage of 25% of CAV density, we can think to increase
reliability of the global system by taking some measures such
as separating the CAV traffic from the legacy one or endowing
the Infrastructure with necessary equipments to become a
proxy for the CAV traffic.

A. Conclusion and further works

In this paper, we considered the study of reliability of a
hybrid system composed by AV and V2X in the case of
DSRC technology. We quantified reliability of the perception
subsystem of the AV, the OBU and for the RSU. We defined
the resulting system of putting all of those in series pattern as
the referral system upon which we built our interpretation.

In the simulation part, we studied the effect of the traffic
heterogeneity on the reliability behaviour of the global system.
For that, we have made some simplifying assumptions, and we
considered the special case of four road intersection in which
several vehicles are attempting to cross it. We characterized
the vehicles in the intersection to be CAV and non-CAV (or
legacy vehicle). For more simplification, we considered just
some remarkable density values (25%, 50%, 75% and 100%).

The results show that cooperative driving has a direct impact
on the reliability of the overall system in the transition phase.
More the density of CAV on the road traffic, more driving
is reliable. Thus, we need to think about clever solutions to
deploy in a such phase to increase the reliability of the global
system.

We explored in this work a special case of road intersection.
We can think to extend this investigation by considering more
special situations like in highway, roundabout, and under
different weather conditions.

REFERENCES

[1] “Global status report on road safety 2018,” Tech. Rep. ISBN 978-92-4-
156568-4, World Health Organization, Geneva, 2018.

[2] A. Haghi, D. Ketabi, M. Ghanbari, and H. Rajabi, “Assessment of
Human Errors in Driving Accidents; Analysis of the Causes Based on
Aberrant Behaviors,” Life Science Journal, vol. 11, May 2014.

[3] On-Road Automated Driving (ORAD) committee, “Taxonomy and Def-
initions for Terms Related to Driving Automation Systems for On-Road
Motor Vehicles,” tech. rep., SAE International, 2018.

[4] L. Ye and T. Yamamoto, “Modeling connected and autonomous vehicles
in heterogeneous traffic flow,” Physica A: Statistical Mechanics and its
Applications, vol. 490, pp. 269–277, 2018.

[5] S. Feng, Y. Feng, X. Yan, S. Shen, S. Xu, and H. X. Liu, “Safety
assessment of highly automated driving systems in test tracks: A new
framework,” Accident Analysis & Prevention, vol. 144, p. 105664, 2020.

[6] A. Dabboussi, R. Kouta, J. Gaber, M. Wack, B. El Hassan, and
L. Nachabeh, “Dependability overview for autonomous vehicles and
reliability analysis for basic safety messages,” in 2018 Sixth Interna-
tional Conference on Digital Information, Networking, and Wireless
Communications (DINWC), (Beirut), pp. 86–91, IEEE, Apr. 2018.

[7] S. Dharmaraja, R. Vinayak, and K. S. Trivedi, “Reliability and surviv-
ability of vehicular ad hoc networks: An analytical approach,” Reliability
Engineering & System Safety, vol. 153, pp. 28–38, Sept. 2016.

[8] X. Ge, “Ultra-Reliable Low-Latency Communications in Autonomous
Vehicular Networks,” IEEE Transactions on Vehicular Technology,
vol. 68, pp. 5005–5016, May 2019.

[9] Z. Wu, X. Zeng, and H. Yang, “System-Level Reliability Analysis
of Cooperative Driving with V2X Communication for Intersection
Collision Avoidance,” Transportation Research Record: Journal of the
Transportation Research Board, p. 036119812091975, May 2020.

[10] N. Kalra and S. M. Paddock, “Driving to Safety: How Many Miles of
Driving Would It Take to Demonstrate Autonomous Vehicle Reliabil-
ity?,” p. 15.

[11] K. Azghiou, M. El Mouhib, M.-A. Koulali, and A. Benali, “An End-to-
End Reliability Framework of the Internet of Things,” Sensors, vol. 20,
p. 2439, Apr. 2020.

[12] A. Dabboussi, Dependability Approaches for Mobile Environment: Ap-
plication on Connected Autonomous Vehicles. PhD thesis.

[13] “Nonelectronic Parts Reliability Data 2016,” Tech. Rep. NPRD-2016,
Quanterion Solutions Incorporated, Utica, NY 13502-1311, 2016.

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

584



Design and Development of IOT Based Prototype
Police Barricade

Antriksh Mangal
Department of Electrical Engg.
Delhi Technological University

New Delhi, India
antrikshmangal@gmail.com

Anirudh Goyal
Department of Electrical Engg.
Delhi Technological University

New Delhi, India
anirudhgoyal136@gmail.com

A.R.Kulkarni
Department of Electrical Engg.
Delhi Technological University

New Delhi, India
ashishkulkarni@dtu.ac.in

Abstract—With growing concerns over road
traffic mismanagement and rampant untraced
vehicle movement, it becomes imperative to
deploy countermeasures. In this paper, we
propose a solution for installation of contact-
free road barricading system which employs
motorized barricades and automatic vehicle
e-pass authentication. To provide economical
viability, the system is implemented using low
cost hardware. Motorization is carried out
using DC motor modulated by microcontroller
and vehicle verification by computer vision
techniques and scraping data from webpages of
authorities governing road traffic.

Keywords— ANPR, Haar Cascade, OCR, Ar-
duino Uno, Raspberry Pi, Automatic Barricade,
QR Code Reader

I. Introduction

The current Covid-19 pandemic situation requires
imposing restrictions on public commutes and limiting
close physical interactions. Electronic passes for private
vehicles emerge as a viable solution for managing road
traffic. Present methods of implementation, however, re-
quire human to human contact for document verification
which presents the counter-intuitiveness in the process.
Proposing an alternate solution involving automation
of the in-effect manually controlled barricade systems
installed by traffic police.

When the commuter reaches the barricades, the cam-
era placed 2 meters above the ground takes an image of
the e-pass QR code. The camera placed at 50cms above
the ground takes an image of the front license plate. The
program on the Raspberry Pi first reads the QR code
and stores the registration number, license plate number
and confirms the pass validity. It then reads the license
plate image and runs the Optical Character Recognition
Algorithm [1] and compares it to the stored number

from e-pass. After matchmaking, a trigger is sent to the
Arduino Uno module to initiate the opening of barricade.
Also, the driver’s details along with the timestamps are
recorded in an on-board database which can be uploaded
on the main database at a later stage.

As the trigger is received by the Arduino module, it
starts transmitting the control signals to the DC motor
using the calculated torque and speed parameters. The
barricade remains open till the vehicle passes. This is
achieved with the help of an IR sensor placed on the
barricade which detects vehicle movements.

II. Hardware Description

A. Barricade

Original design is meant for on-site installation on the
traffic police barricades of dimensions 210cm x 150cm.
However, due to the ongoing Covid-19 pandemic and
henceforth, inaccessibility of the full-size barricades,
we have designed a scaled-down model with 1/5th

proportions to the real equipment. The model barricade
is designed from PVC pipes fitted in a rectangular
shape of dimensions 42cm x 30cm. 2 such frames are
joined with a gap of 5cm and 4 wheels of diameter 3cm
are attached using 8cm long axles. The front axle is
connected to the dc motor through a gear-train.

Fig.1 Delhi Police Barricade Dimensions
978-1-7281-9615-2/20/$31.00 c©2020 IEEE
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Fig.2 Prototype Barricade Model

B. Arduino Uno

An open-source microcontroller board developed by
Arduino.cc. It is based on the ATmega328P microchip,
has a flash memory of 32KB, SRAM of 2KB and
EEPROM of 1KB and works on a 16 MHz ceramic
resonator (CSTCE16M0V53-R0). It has 14 digital IO
pins, 6 analogue inputs, USB power jack, ICSP header,
reset button and can be powered by a USB cable or an
external 9V battery. Permissible DC Current of 20mA
for IO pins and 50mA for 3.3V pin [2].

Fig.3 Arduino Uno Module
(Source: https://www.distrelec.biz/en
/microcontroller-board-uno-arduino-
a000066/p/11038919)

C. Raspberry Pi 3B+

Third in a series of single-board computers developed
by the Raspberry Pi Foundation. It features a Broadcom
BCM2837 SoC with a 1.2 GHz 64-bit quad-core ARM
Cortex-A53 processor, 512 KB shared L2 cache, a dual-
band IEEE 802.11b/g/n ac WiFi module, a Bluetooth
4.2 module and Gigabit Ethernet limited to 300 Mbps.
It has a RAM of 1GB [3], [4].

Fig.4 Raspberry Pi Model 3B+
(Source: https://robu.in/product/raspberry-pi-3-model-
b-bcm2837b0-soc-iot-poe-enabled/)

D. Camera

A USB video device based on CMOS technology,
providing resolution of 1920x1080 pixels at frame-rate of
30fps. It is fit with a plastic lens that can be manually
moved in and out to focus the camera.

Fig.5 OV2640 2Mp HD CMOS Camera
(Source: https://www.zigobot.ch/en/sensors/
cam/ov2640-2mp-hd-cmos-camera-module-
w-adapter-board-jpeg-out-detail.html)

E. DC Motor

A standard 130 type DC motor having an operating
voltage range from 4.5V to 9V, rated voltage of 6V,
maximum no-load current 70mA, a no-load speed of
3600 RPM, rated current of 250mA and rated torque of
10 gm-cm.

Since for this application a high torque dc motor
is required, so to use the given motor, a gearbox
with a gear ratio of 1:60 has been used. The gearbox
increases the torque from 10 gm-cm to 500 gm-cm and
consequently the speed reduces from 3600 RPM to 60
RPM.
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Fig.6 High torque geared DC Motor
(Source: http://rcduniya.com/product/
techtonics-12v-dc-square-gear–geared
-motor-150-rpm-high-torque)

III. Design Description

A. QR Code Scanner

For detection and reading the QR code [5], [6] on e-
pass, the python Pyzbar package is used on Raspberry
Pi. After reading, a URL is produced which leads to
an HTML webpage containing the e-pass verification
number, validity time period, owner identity and vehicle
registration number which are retrieved by the software
using web-scraping tools.
Sample E-pass has been collected from Government of
NCT of Delhi [7]. Some details in the image have been
hidden to maintain privacy and integrity of data.

B. License Plate Recognition

For detecting the vehicle license plate, Haar Cas-
cade feature detection algorithm [8], implemented using
Python [9], is used which is fine-tuned for Indian license
plate recognition. After generating the bounding box for
the plate, a recurrent neural network OCR Algorithm
[10], [11], [12] is run to read the characters on the
cropped out license plate.

C. Raspberry Pi to Arduino Communication

After verifying the documents, a trigger is sent to the
Arduino from Raspberry Pi [13]. For enabling wireless
communication, we use the HC-05 Bluetooth module
[14] for Arduino. The Pyserial library is used for sending
triggers in the form of logic 0 (Rest state) and logic 1
(Open barricade) from Raspberry Pi.

Fig.7 Sample E-Pass

Fig.8 HC-05 Bluetooth Module
(Source: https://www.jsumo.com/hc-05-bluetooth-
module-serial-transceiver-module)
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D. Barricade Operation
The front axle of the barricade is fitted with the

DC motor through a gear, which operates at 5V DC.
The direction of motor operation is controlled using 2
relays which receive the control signal from the Arduino
module. A rated torque of 10 gm-cm delivered by the
DC motor allows the prototype barricade to operate at
a linear speed of 0.1 m/s.

Fig.9 Barricades at standstill position

Fig.10 Barricades during opening operation

The opening/closing operation completes in 3 seconds
covering a distance of 0.3 meters (equal to the length of
the prototype barricade model). An IR sensor placed on
the barricade detects if the vehicle has passed or not.
On receiving the signal from the IR sensor, the closing
process is initiated.
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Fig.11 Raspberry Pi Operation Flowchart Fig.12 Arduino Operation Flowchart
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IV. Conclusions
The automation of vehicle barricades and e-pass doc-

uments verification is implemented using Arduino mi-
crocontroller receiving trigger inputs from Raspberry
Pi computer. Since no physical interaction is required
for operating the setup, it adheres to the social dis-
tancing norms. Furthermore, the components are used
to upgrade the existing systems and, hence, it is an
economical solution.

V. Discussions
The OCR algorithm has a recurrent neural network

at the core, and inherently has room for improvements
to the accuracy metrics. It has a word-level accuracy of
70% [15]. Also, complex QR codes require well-focused
image of e-pass document for decryption, thus revealing
the speed-precision trade-off limitations.

The QR code and number plate recognition algorithm
work on a continuous stream of live images even if no
object is available for detection. A manual trigger is
provided as an ultimate interrupt to circumvent any soft-
ware malfunction situations, or to bypass the document
verification process in case of exigencies.

The setup can be employed in vehicle-parking for
automatic assignment of lots and defray through elec-
tronic payment methods. Also, home automation can
be carried out by upgrading the mechanical gates to
motorized ones.
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Abstract— A simple, very small equilateral triangular 
microstrip patch antenna (ETMPA) having sides 15mm with an I-
slot of optimum length and position on the radiating patch has been 
designed to generate a wide frequency band. Impedance bandwidth 
generated by the antenna is 610MHz 10.8%, (5.34-5.95GHz) for 
(S11 ≤ −10 dB) having broadside radiation pattern with peak gain of 
1.66dB. The designed antenna covers Weather Radar application 
band(5.35-5.45)GHz, Radiolocation and Military application band 
(5.47-5.57) GHz, Maritime Radar application band (5.57-5.65)GHz, 
WLAN-Europe(5.470-5.725)GHz,  Wi-Fi 5.8(5.725– 5.850)GHz 
and Dedicated Short-Range Communications(DSRC) band (5.850-
5.925)GHz. FR4 material having relative permittivity(εr) 4.4 and 
loss tangent(tanδ) 0.02 has been used as dielectric substrate and 
thin copper sheet used as radiating patch and ground in the 
designed antenna. Prior to physical fabrication and measurement, 
the proposed antenna has been designed and analyzed using 
commercial High Frequency Structural Simulator (HFSS) ver13 
software. Good matching has been observed between measured and 
simulated results. 

Keywords—miniaturization, wideband, resonant frequency. 

I. INTRODUCTION 

      From the inception of Microstrip Patch Antenna (MPA), 
huge research has been done in this area and now it has 
become the most usable type of antenna having wide area of 
application [1, 2].       
With rapid growth in our modern communication 
technology, requirement of smaller and wide band (multiple 
bands applicable) MPA also increased and it becomes highly 
suitable to fulfill the demand of emerging  communication 
area and technology because it has many attractive 
advantages like light weight, very small size, flexibility in 
shapes, cheaper cost and ease of fabrication [3-6]. With so 
many advantages, microstrip patch antenna also has some 
disadvantages like small bandwidth, low gain, lower 
efficiency and low power handling capacity [7-9].   
      The huge drawback of conventional MPA is its small 
bandwidth which for practical application, needs to be 
increased. Lot of research work has been performed in recent 
years to evolve techniques through which the bandwidth of 
MPA can be increased. Bandwidth-improvement techniques 
are- (i) Use of thick substrates having lower dielectric 
constant [10], (ii) Stacked patches [11], (iii) Addition of co-
planar parasitic elements and (iv)Slotting of radiating patch. 
      Antenna designed with thick substrate having low 
dielectric constant can generate wide bandwidth but, due to 
increased height, length of probe feed will also increase, 

causing large probe inductance. In order to remove this large 
probe inductance, a capacitance can be incorporated by 
introducing a concentric annular cut around the probe feed 
[12], but this will make the design very complex and difficult 
to fabricate. Antenna designed using stacked patches can 
generate wide bandwidth but this design has drawbacks due 
to large size, complexity and difficulty in fabrication. 
Addition of co-planar parasitic elements along with radiating 
patch or slotting of radiating patch generates additional 
resonance that, together with the main resonance produces 
wide bandwidth response [13], but addition of co-planar 
parasitic elements with radiating patch increases the size and 
also makes the antenna more complicated to fabricate. In 
[14], an ETMPA having 50mm sides with two bent slots has 
been designed and by changing the location and lengths of 
two bent slots, the designed antenna has adjustable frequency 
ratio in the range of 1.2 to 1.43. Similarly, a dual frequency 
ETMPA having 42mm sides with three bent slots of 600 near 
each corner has been designed in [15], and by changing the 
lengths of three bent slots, the designed antenna has tunable 
frequency ratio varying in the range of 1.4 to 2. In [16] an 
ETMPA having 91mm sides with an optimum V-shaped slot 
have been constructed for dual operation at 1524 MHz and 
2342 MHz frequencies. Another dual frequency ETMPA with 
a slit of variable length and position at the bottom side 
controlling frequency ratio which changes from 1.201 to 
1.563 of the two operating frequencies of the antenna having 
48mm sides have been designed in [17].Also, an equilateral 
triangular microstrip patch antenna excited using proximity 
fed method having 106mm each sides with bandwidth of 
498MHz (37.53%) as well as peak gain more than 8dBi has 
been designed in [18], and In order to increase the bandwidth 
along with gain of radiating patch without changing its 
surface area, gap-coupled structure has been used with 300 
sectoral patches in the designed antenna. In [19], a miniature 
stacked wideband MPA has been designed using Sierpinski 
fractal geometry method having enhanced bandwidth with 
optimum radiation efficiency and due to introduction of slot 
of triangular shape on both triangular active as well as 
parasitic patches, the resonant frequency of the antenna 
reduced. This slot introduction process repeated several time 
in order to miniaturize the traditional wideband stacked 
microstrip patch antenna. Similarly, a L-shaped probe fed 
wideband triangular microstrip  patch antenna having 28mm  
sides and a thin foam layer to support radiating patch has 
been designed in [20] with 42% impedance bandwidth and 
6dBi maximum gain.  
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      The growing communication technology causes 
miniaturization of communication equipments and devices. 
There is also commercial requirement of smaller antenna with 
wide frequency bandwidth that covers multiple application 
bands with low cost of fabrication. Therefore to meet the 
above requirement a very small equilateral triangular 
microstrip patch antenna has been proposed which has same 
radiation properties as rectangular microstrip antenna with 
less area [21-23]. Each side of the equilateral triangular 
radiating patch is 15mm and complete size of the antenna is 
(22x22x3.2) mm3 that generates wide frequency band. The 
wide frequency band covers six application bands as well as 
very simple and cheaper in cost to fabricate. The radiating 
patch of the antenna has been loaded with an I-slot of 
optimum length and breadth to meet the design requirement. 
The designed antenna generates wideband of 610MHz 10.8% 
from 5.34GHz to 5.95 GHz having broadside radiation 
pattern throughout entire band width with peak gain of 
1.66dB.  
      So far, no equilateral triangular microstrip patch antenna 
has been reported as small as this, that covers six application 
bands, as per the knowledge of the authors. HFSS ver.13 
[24] software has been used to construct and analyze the 
proposed antenna before prototype fabrication. 

II. ANTENNA DESIGN 

The proposed ETMPA as shown in fig.1 with 15mm sides of 
the equilateral triangular radiating patch has been fabricated 
using square shape FR4 material with 22mm each side as 
substrate. The FR4 material has thickness of 3.2mm, relative 
permittivity (ɛr)=4.4 and tanδ=0.02.The ground plane has 
been made with same copper material as the radiating patch 
with same size as the size of the substrate. The equilateral 
triangular radiating patch of the antenna has been loaded with 
an I–slot of optimum length and breadth. The length, breadth 
and position of I-slot have been mentioned in fig.1 given 
below. To excite the proposed antenna a coaxial probe having 
50Ω impedance has been used. 

 
Fig.1 Design of proposed antenna 

III. ANTENNA DESIGN PROCEDURE 

      The frequency response strongly depends on size & shape 
of the radiating patch, substrate material & height and ground 
size of the antenna [25]. In the process of designing the 
proposed antenna, first FR4 material having relative 
permittivity (ɛr) 4.4 has been selected as substrate because it 
is easily available and cheaper in cost. After that, theoretical 
calculation has been done using mathematical equation (1) & 
(2) [26] with equilateral triangular radiating patch having 
15mm sides to get the primary resonant frequency (dominant 
mode TM10) of the antenna, which has been found to be 
5.82GHz after calculation. 
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Where, 
a=Length of sides 
h=Height of substrate 
aeff=Effective Length of sides 
m,n=numbers to represent modes of resonant frequency 
c=3x1010cm/sec 
      After having calculated resonant frequency 5.82GHz, 
HFSS ver.13 software has been used to design and analyse the 
antenna, in order to find the probe position for optimal 
bandwidth and impedance matching. The optimum probe 
position has been located by shifting the probe in 1 mm steps 
over the median of the equilateral triangular patch from base 
to top vertex on the y-axis and analyzing result of each probe 
position. After analyzing results of all the probe position, it 
has been found that the probe position 1mm from base over 
median provided better results as compared to other probe 
positions. Further to fine tune the probe position, the probe has 
been shifted 0.5mm above and analysed the results, which is 
much better in comparison to all other probe positions. In this 
way the probe position has been optimised. A parametric 
analysis has been done with different probe position and graph 
of S11 with different probe position has been shown in fig.2.  
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Fig.2. Graph showing S11for different probe position on the 

median from base till the top corner of the triangular radiating 
patch. 

      At the probe position 1.5mm  from base over median, 
primary resonant frequency is 5.67GHz, resonant frequency 
band(5.40-5.96GHz) for  (S11 ≤ −10 dB) with minimum S11 of 
-35.6dB as shown in fig. 3 below.    

 
(a) 

 
(b) 

Fig.3.(a) Design of proposed antenna with optimum probe 
(1.5mm on the median from base) position. (b) S11 of antenna 

at optimum probe position 
      The bandwidth (5.40-5.96GHz) generated by antenna with 
optimum probe position does not cover desired application 
band. Therefore, equilateral triangular radiating patch of the 
proposed antenna has been loaded with an I-slot of optimum 
size and location to lower the resonant frequency band of the 
conventional antenna, so that the resonant band can occupy 
the desired application bands.   
 

A.  Effect of Slot 

      Slotting of radiating patch causes increasing surface 
current path due to which resonant band of the antenna shifts 
towards lower end of the frequency range [27-30]. In order to 

shift unslotted resonant band with optimum probe position, the  
patch has been loaded with an I-slot of dimension (1x1) mm 
everywhere on the radiating patch and  been analysed at each 
point to find the desired result. After analysing the result of 
each point, it has been found that(1x1)mm slot at position 
4mm above the base on the median and 0.5mm on the both 
sides of the median giving a result that can be modified by 
changing the length of I-slot to find the desired result. At 
above mentioned (1x1) mm slot position, the resonant band is 
(5.39-5.95) GHz, which shows a shift of 0.01GHz as 
compared to the unslotted result because of increasing surface 
current path. After having optimum I-slot position of 
dimension (1x1)mm, the length of the I-slot increases further 
on both sides of the median by 0.5mm, keeping breadth 
constant in order to facilitate further shifting of resonant band 
towards lower frequency range and results show little shift of 
resonant band. Finally with 1mm width and 4.5mm length of 
I-slot, the frequency band is shifted from (5.40-5.96) GHz to 
(5.34-5.95) GHz and occupied desired frequency band. In this 
way the dimension of I-slot on radiating patch has been 
optimises as mentioned in table 1 and fig.4 given below. 
 
Tab.1. Showing shift of resonant band with increase of I-slot 
length. 

Slot length 
(mm) 

     Resonant 
      Band(GHz) 

Minimum 
S11(dB) 

1 (5.39-5.95) -31.2 

2 (5.38-5.95) -36.2 

3 (5.37-5.96) -42 

4 (5.35-5.95) -28.14 

4.5 (5.34-5.95) -23.7 

 

 
Fig.4S11of proposed antenna showing variation of resonant 

bands with change in length of I-slot. 
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(a) 

 
(b) 

Fig.5.   Photograph of fabricated prototype antenna: (a) Top 
view (b) Bottom view.  

IV. RESULTS 

      The proposed antenna generated a wide band that covers 
six application bands (at probe position 1.5mm above base 
over median as shown in fig.1 ) having an I-slot of optimum 
size and position. Simulated and measured results of the 
proposed antenna have been provided in table 2 below. 
Tab.2. Shows simulated and measured results. 

 
 
 
 

Simulated 

Resonant 
Band with 
Minimum 

S11(dB) 

Impe 
dance 
Band 
width 

Peak 
Gain 

at 
5.64 
GHz 

Co-pol &  
X-pol 
difference 

(5.34-
5.95) 
GHz, 

-23.7 at 
5.64 GHz 

610MHz 
10.8%  

 

1.66 
dB 

39.6dB 

 
Measured 

(5.36-
5.97) 
GHz, 
-17 at 

 5.66 GHz 

610MHz 
10.77% 

1.32 
dB 5.64GHz 

Applicatio
n Band 

1. Weather Radar application band  
(5.35-5.45) GHz [31]. 
2. Radiolocation and Military application 
band  

(5.47-5.57) GHz [31]. 
3. Maritime Radar application band  
(5.57-5.65) GHz [31]. 
4. WLAN-Europe (5.470-5.725)GHz[32]. 
5. Wi-Fi 5.8 (5.725– 5.850) GHz [33, 34].  
6. DSRC (5.850-5.925) GHz [35, 36].

 
      Good matching has been found between measured and 
simulated results. But, due to fabrication tolerance[37], 
inaccurate soldering of the SMA (Sub-Miniature version A) 
connector, measuring environment [38] and inhomogeneous 
relative permittivity of substrate [39] which have not been 
considered at the time of simulation, little shift in the resonant 
frequency band and lower gain has been obtained in the 
measured result. At 5.34GHz, 5.64GHz and 5.95GHz of (5.34-
5.95) GHz frequency range, the antenna’s simulated & 
measured radiation pattern is broadside as shown in fig.6-8. 

 
(a) 

 
(b) 

Fig.6.Radiation pattern (normalized)(a)E-Plane and (b)H-
Plane at 5.34GHz. 

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

594



 
(a) 

 
(b) 

Fig.7.Radiation pattern (normalized) (a)E-Plane and (b)H-
Plane at 5.64GHz. 

 
(a) 

 
(b) 

Fig.8. Radiation pattern (normalized) (a)E-Plane and (b)H-
Plane at 5.95GHz. 

 
      At above mentioned probe position with an I-slot S11, 
Gain, Surface current distribution and Input Impedance of the 
proposed antenna are given in fig.9-12 below- 

 
Fig.9. Simulated and measured S11 of the antenna. 

 
Fig.10.Variation of antenna’s gain within resonant band with 

frequency. 

   
 Fig.11.   Simulated surface current distribution at 5.64GHz. 

 
Fig.12.   Input Impedance of proposed antenna. 

 
      A comparative study has been done between designed 
antenna performance and those available in literature, given 
below in Table 3. 
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Tab.3.   Comparison of antenna performance with Existing 
design in literature. 

Ref. 
no. 

Side length 
of the 
patch(mm) 
& 
Area (mm2) 

Resonant 
Frequency 
(GHz) 

Band 
width 
(%) 

Gain 

[16] 91 
3585.8 

Dual 
frequency 
1.524,  2.342 

4.07, 5.46 7dBi 

[17] 48 
997.7 

Dual 
frequency 
1.438, 1.962 

1.67, 2.14 - 

[18] 106 
4865.3 

Wide band 
1.2 

37.53 8dBi 

[20] 28 
339.5 

Wide band 
5.5 

42 6dBi 

[22] 91 
3585.8 

Broad band 
1.677 

18.3 - 

[27] 28 
339.5 

Dual band 
2.364, 4.995 

4.2, 16.2 2.8 
dBi, 
5dBi 

[29] 50 
1082.5 

Dual band 
1.691, 3.268 
Broad band 
1.734, 1.784 

1.66, 1.53 
4.5 

- 
- 

[40] 50 
1082.5 

Broad band 
1.76 

9.3 6dB 

[41] 136.8 
8103.5 

0.9 25.4 6dBi 

[42] 31 
416.1 

Dual band 
2.45, 5.8 

21,27 2dBi,
3.5 
dBi 

My 
wor
k 

15 
97.43 

Wide band 
5.64 

10.8 1.32 
dB 

V.      CONCLUSION 

      A very small equilateral triangular microstrip patch 
antenna having 15mm sides with an I-slot has been designed 
and analysed. The size and location of I-slot with optimum 
probe position has been optimized to obtain good results from 
the antenna. It generated wide frequency band, covering (5.34-
5.95GHz) with good impedance matching and broadside 
radiation pattern for Weather Radar application band, 
Radiolocation and Military application band, Maritime Radar 
application band, WLAN-Europe, Wi-Fi 5.8 and DSRC band. 
The above designed antenna can be used in our advanced 
miniature communication equipments which uses above 
mentioned frequency bands and requires smaller space for 
antenna.  
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Abstract—This paper presents a new design for a Circularly 

Polarized Square Slot Antenna (CPSSA). The proposed antenna 

is single layered with L-shaped stubs loaded on both the opposite 

corners of the antenna, which is capable of generating 

orthogonal modes for the excitation of Circular Polarization. 

Two asymmetric strips on the top and the left portions of the 

proposed antenna and various other asymmetric strips are also 

loaded. The proposed structure is having the dimensions of 40 x 

40 x 1.6 mm3.The designed CPSSA operates in the range of 3.2-

12.5 GHz with Axial Ratio (AR) bandwidth in the range of 4.5-

8.5 GHz. In this paper the improvement of the performance 

parameters like AR and Return Loss (S11) on the addition of 

asymmetric stubs is explained in detail.  

Keywords—Circularly Polarized Square Slot Antenna (CPSSA), 

Axial Ratio (AR), Return Loss (S11) 

I. INTRODUCTION 

Recently the rapid development of wireless 
communication has pushed the need for dual band, multiband 
and ultra-wideband (UWB) antennas. UWB antennas have 
large number of advantages compared to the dual and 
multiband antennas. UWB antennas have garnered a lot of 
attention since the FCC authorized the band from 3.1GHz to 
10.6GHz as unlicensed [1].The devices that are currently used 
require huge data rate and large bandwidth to perform a 
variety of operations. Printed antennas with different kinds of 
feeding techniques (microstrip, co-planar and coaxial) have 
been used to achieve ultra-wideband characteristics. For 
seamless data transfer between the transmitter and receiver, 
without any mismatch, Circularly Polarized (CP) antennas are 
becoming more and more popular. Patch antennas are widely 
used in CP generation due to its compact size, low profile and 
symmetrical radiation. CP antennas are getting more 
recognition from mobile wireless communication. The 
advantages of CP include resistant to bad weather conditions 
and less sensitivity to the orientation of the wireless device.  
The advantages are more noticeable in satellite to land 
communication [2].Another reason CP antenna is gaining 
popularity is due to the fact that the CP operation eliminates 
the need to align the apertures of the two antennas which 
would otherwise be necessary to maximize the received 
power. A variety of design techniques have been proposed in 
the literature to obtain ultra-wideband CP antennas [3], [4].CP 
is a very attractive feature in ultra-wideband antennas. Bearing 

this in mind, various circularly polarized ultra-wideband 
antennas have been implemented in [5], [6].An asymmetric U-
shaped slot was used in the ground plane to attain CP at 
2.5GHz in [5].In [6], a rectangular stub was protruded out 
from the ground of the wideband antenna for getting an axial 
ratio bandwidth from 4.6-6.9GHz.In [7], a U-shaped slot in 
the ground plane and two feeds were used to achieve an axial 
ratio bandwidth (ARBW) from 1.83-6.35GHz and -10dB 
impedance bandwidth from 1.80-6.61GHz.To enhance the CP 
bandwidth many techniques are employed. One common 
technique is to increase the ARBW is to use thicker substrate 
with lower dielectric constant. But larger probe length could 
cause large inductance. To solve the issue, L-shaped probe [8] 
or L-shaped ground plane with air-layer acting as the antenna 
substrate [9] are suggested. In [10] a sequential rotation 
technique is explained which can increase the ARBW 
significantly. A novel microstip fed shorted square-ring slot 
antenna for circular polarization is elaborated in [11].The 
circularly polarized square slot antenna can provide broad 
impedance and axial ratio bandwidth [12].Right hand Circular 
Polarization (RHCP) and Left Hand Circular Polarization 
(LHCP) can be achieved with diverse techniques mentioned 
in [13], [14].Implanting a T-shaped grounded metallic strip 
which is perpendicular to the axial direction of the co-planar 
waveguide (CPW) feed is one of the method to increase the 
ARBW. This technique is elaborated in [15].Another popular 
method to improve the ARBW is by loading two L-shaped 
grounded strips on the opposite corners of the square slot 
antenna as given in [16]. Embedding a spiral slot in the ground 
plane [17] is often done for ARBW enhancement in square 
slot antennas. Inserting a lightning-shaped feed line with 
inverted ground strips [18] and utilizing the implanted arc 
shaped grounded metallic strip for circular and linear 
polarization [19] are also done for ARBW enhancement. A 
microstrip fed circular slot antenna for circular polarization is 
elaborated in [20].A new design of printed of a microstrip line 
fed circularly polarized ring slot antenna in which the CP is 
generated by introducing proper asymmetry in the ring slot 
structure and feeding the ring slot using a microstrip line at 
450 from the introduced asymmetry is explained in [21].A 
novel broadband CP square-ring loaded slot antenna with flat 
gain, fed by an L-shaped microstrip line with tapered section 
for impedance matching is mentioned in [22].A circular slot 
antenna using L-shaped probe for broadband circular 
polarization is detailed in [23].In [24], a new design of a CP  
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                                                               (a)                                                                                                             (b) 

Fig. 1.The geometry of the proposed CPSSA with asymmetric stubs. W=40mm, L=40mm, WF=3mm, WS=6.95mm, la=4mm, lb=2mm, lc=1.5mm, ld=3mm, 
le=3.15mm, lf=2.75mm, lg=4.75mm, lh=3.5mm, li=7.5mm, lj=1mm, lk=3.8mm, lm=8.5mm, ln=4.35mm, lo=4mm, lp=7.5mm, lq=11.15mm, lr=2mm, ls=4mm, 
lt=4.5mm,  lu=6mm, lv=5.5mm,  lw=2mm,  lx=5.95mm,  ly=5mm, lz=5.95mm, laa=15mm,lbb=5mm, lcc=14mm, ldd=14.25mm, lee=11mm, lff=11mm, l1=12mm,  
l2=11.75mm, l3=4mm, l4=2.25mm, l5=6mm, l6=5.5mm, l7=2mm, l8=4mm, l9=7.5mm, l10=6mm, l11=5.5mm, l12=3mm, l13=4mm, l14=6mm, l15=9.5mm, l16=9mm, 
l17=8.5mm, l18=8mm, l19=4mm, l20=4mm, l21=4.5mm, l22=3mm, l23=3mm, l24=5.25mm, l25=3mm, l26=5.75mm, l27=2mm, l28=8mm, l29=7.5mm, l30=1.5mm, 
l31=4.5mm, l32=4.5mm, l33=2.5mm, l34=2mm, ,l35=2mm .

 

square-ring slot antenna is proposed in which the CP is 
achieved by a series microstrip-line-feed configuration,  
coupling two orthogonal sides of the square-ring slot. 
Recently, metamaterial based CP antennas are becoming more 
popular. Metamaterials are those materials that show 
properties different from that of natural materials. A 
miniaturized CSRR loaded wide beam-width circularly 
polarized implantable antenna for subcutaneous real time 
glucose monitoring is explained in [25].Compact asymmetric-
slit microstrip antenna for circular polarization is elaborated 
in [26]. Here, by cutting asymmetrical slits in the diagonal 
direction onto the square microstrip patches, the single 
coaxial-feed microstrip patch antennas are realized for CP 
radiation with compact size. Triple-band compact CP stacked 
microstrip antenna over reactive impedance meta-surface for 
GPS applications is detailed in [27]. A wideband CP antenna 
on wireless reactive substrates for telemetry applications is 
given in [28].Compact CP antennas combining meta-surfaces 
and strong space filling Meta resonators is given in 
[29].Finally, a single feed circularly polarized antenna loaded 
Complementary Split Ring Resonator (CSRR) is explained in 
[30] and diagonally asymmetric CSRRs loaded CP antenna 

with Frequency selective surface is elaborated in [31][34]. 

           In this paper, a CPW-Fed Circularly Polarized Square 
Slot antenna with asymmetrical stubs is presented. Here, 
asymmetric stubs are used to generate circularly polarized 
Ultra-wideband antenna. The proposed structure has the 
dimensions of 40 x 40 x 1.6 mm3 and is designed on an FR-4 
substrate with dielectric constant 4.4 and loss tangent of 0.024. 
The structure achieves a good impedance bandwidth of 3.2-
12.5GHz and a wide ARBW of 4.5-8.5GHz with a peak gain 
of 4dBi. 

 

II. ANTENNA CONFIGURATION AND DESIGN 

The geometry of the proposed CPSSA is shown in 
Fig.1.The antenna is designed on an FR-4 substrate with a 
dielectric constant of 4.4.The designed structure consists of 
various asymmetric stubs loaded on the square slot. Initially 
the T shaped stub is loaded on the CPW feed line on the 
structure. Then, an asymmetric T is loaded on the left portion 
of the slot. After this four L-shaped strips of various 
dimensions are loaded on the top right corner of the square 
slot. Once this accomplished, two slots are made on the two 
opposite corners, one being top left and the other being top 
right corners. The top left slot is initially a square of which 
two sides are extended to form an L shaped edge. The bottom 
right slot is also initially a square of which two adjacent sides 
are extended to finally obtain the desired structure. Similar 
modifications are also done on the bottom left and the top right 
corners as well. In the Bottom left corner, a square slot is 
etched out and in the corresponding top right corner two slots 
one square and then an L shaped slot is also created to achieve 
the desired performance. Two asymmetric strips, one U-
shaped and the other one, a square strip with a rectangular slot 
are placed on the top as well as the right side of the square slot. 
The addition of these two strips brings down the operating 
frequency. Finally numerous modifications are done on the 
feed portions of the CPSSA. Thus, the antenna shows a wide 
operating frequency from 3.2-12.5GHz as shown in Fig. 2. 
Thus, the UWB region of operation is achieved.  The addition 
of L-shaped strips on the corners of the square slot antenna 
and the creation of rectangular slots on the asymmetrical T 
shaped feed structure produces orthogonal modes which 
generates CP. Thus a good Axial Ratio Bandwidth (ARBW) 
in the range of 4.5-8.5GHz is obtained  
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Fig. 2. The Return Loss Plot. 

 

Fig. 3. The Axial Ratio Plot. 

 

Fig.4.The Gain vs Frequency Plot. 

as shown in Fig. 3. The gain of the CPSSA is plotted against 
frequency and the observations are noted from Fig. 4. It can 
be Inferred that a peak gain of 4dBi is obtained at 8.5GHz. The 
surface current distribution of the antenna at 7GHz is plotted 
in Fig. 5. The simulated results show that the current rotates 
in the clockwise (CW) direction. Thus the proposed antenna 
is Left Hand Circularly Polarized (LHCP).Simulated radiation 
pattern of the proposed antenna is shown in Fig. 6. The 
simulations are carried out in CST Microwave Studio 2016. 

 

 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Fig. 5.The surface current distribution at 7GHz at (a)00 , (b)900 , (c)1800 
and (d)2700 

 

III. CONCLUSION 

A new design for a Circularly Polarized Square Slot 
Antenna has been simulated in software. The proposed 
structure uses asymmetric stubs to achieve good impedance 
bandwidth as well as wide CP band. The gain, surface current 
and radiation pattern of the antenna has also been plotted and 
observed. The proposed design has a gain of 4dBi and is left 
hand circularly polarized. Parametric analysis shows that the 
CP characteristics can be varied by adjusting different design 
parameters of the antenna. Thus this antenna has the potential 
to be used in modern wireless communication systems. 
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Abstract — In this paper, the simple design of a 
“U” slot substrate-integrated waveguide (SIW)-based 
single substrate self-diplexing antenna is proposed. 
Two longitudinal slots (similar length) and one 
transverse slot are designated for “U” slot 
representation respectively, which radiate at two 
separate resonant frequencies, being imprinted on 
the top surface of the antenna. Two different 
microstrip feed lines are used to feed the SIW 
antenna. A high degree of isolation is achieved 
between the two ports. 

Keywords—SIW antenna, self-diplexing, S-parameters, 
radiation pattern, slot antenna. 

I. INTRODUCTION 
With the rapid development of modern wireless 

communications systems, the need for low cost, low 
profile and high-performance planar dual-band 
antenna has been enhanced. Operating on satellite 
transceiver systems with various communication 
standards and various uplink/downlink frequencies, 
the compact wireless handheld device requires dual-
band antenna with high isolation. Recently, the 
growth of self- diplexing antenna has involved the 
notice of researchers as it eliminates the need for 
high-order diplexers, thus plummeting RF front-end 
systems more compact, efficient and low-cost 
components [1]. Micro-strip technology-based self-
diplexing antennas is an attempt to understand using 
the various techniques due to the characteristics 
described above [1-8].  

In [1], a promising compact dual-frequency 
printed antenna is designed with orthogonally 
polarized modes and high isolation between the two 
feeding ports. The patch conductor shape is a 
circular sector and high dielectric constant material 
is used to provide good isolation between the up 
and downlink bands. In [2], a novel approach to 

design multi-frequency self-diplexed single patch 
antennas is proposed. This approach is based on a 
square microstrip patch antenna loaded with split 
ring resonators (SRRs) and in [3], the designed 
antenna is a self-diplexed patch antenna based on 
metamaterials for active RFID systems. In [4] a 
dual-fed, self-diplexing planar inverted RF antenna 
and an associated RF front-end are described. It is 
shown that co-design of the antenna and front-end 
can be used to double the operational bandwidth, 
without significant size or performance penalties. 
Indeed, the use of two feeds allows the antenna to 
be self-diplexing, which results in improved overall 
efficiency. A dual-feed dual-polarized microstrip 
antenna with low cross-polarization and high 
isolation is experimentally studied and two different 
feed mechanisms are designed to excite a dual 
orthogonal linearly-polarized mode from a single 
radiating patch in [5]. A mode-based design method 
for dual-band and self-diplexing antennas using 
double T-stubs loaded aperture is presented in [6]. 
Design of self-diplexing substrate integrated 
waveguide cavity-backed slot antenna is presented 
in [7], where a novel design technique to realize 
planar self-diplexing slot antenna using substrate 
integrated waveguide (SIW) technology is 
presented. The proposed antenna uses a bowtie-
shaped slot backed by SIW cavity, which is excited 
by two separate feedlines to resonate at two 
different frequencies in X-band (8-12 GHz). 
Another substrate-integrated waveguide (SIW)-
based self-diplexing antenna is presented [8]. 
Recently, a substrate integrated waveguide (SIW) 
cavity-backed self-triplexing slot antenna is 
proposed for triple-band communication [9]. A new 
design of self-triplexing slot antenna using substrate 
integrated waveguide (SIW) technique is 
demonstrated for multiband communication 
systems [10] and antenna-triplexer is realized using 
substrate integrated waveguide (SIW) technology 

 978-1-7281-9615-2/20/$31.00 ©2020 IEEE

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

603



for radio altimeter/WLAN/ISM band applications 
[11]. 

In this communication, the simple design of a “U” 
slot substrate-integrated waveguide (SIW)-based 
single substrate self-diplexing antenna is proposed. 
Two longitudinal slots (similar length) and one 
transverse slot are designated for “U” slot 
represented respectively, which radiate at two 
separate resonant frequencies, are imprinted on the 
top surface of the antenna. Two different microstrip 
lines are used to feed the SIW antenna. A high 
degree of isolation is achieved between the two 
ports, which indicates self-diplexing feature.  

II. ANTENNA CONFIGURATION 
The geometry of the proposed antenna is shown 

in Figure 1. It is using a SIW cavity of dimension L 
× W acting as a resonator and of 1.57 mm height. 
The sidewalls of the space that contains the slots are 
formed by metallic vias, connecting upper and 
lower conducting planes. Two 50 Ω microstrip feed 
lines are used to feed the antenna from two opposite 
sides of the cavity. Two longitudinal slots and one 
transverse slot, designated as slot-I, slot-III and slot-
II respectively, are etched on the top plane of the 
antenna. The lengths of slot-I, slot-III and slot-II are 
L1, L2 and L3, respectively, and each of the three 
slots are equally wide, Ws. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1: Geometry configuration of the “U” slot substrate-

integrated waveguide cavity-backed self-diplexing antenna. 
[Ld = 32, Wd = 26, L1=L3 = 14.2, W = 20, L2 = 9.5, L2 = 11, 
Ws = 0.8,Wf = 4.8, d = 1, s = 2, g1 = 7 and g2 = 7.6 (all in 
mm)]. [13]. 

 
 

A. Principle of Operation 
 
The slots have different wavelengths which are 

given two different resonant modes on simulation, 
with perturbed fields excited within the cavity. Slot-
I and slot-3 are having longer slot length. When 
port 1 is excited, the antenna radiates at a 
comparatively lower frequency (FL=19.5 GHz). 
When port 2 is excited, slot-II of the antenna 
radiates at a comparatively higher frequency (fH 
=22 GHz). These happenings can be better 
explained with the help of surface current 
distribution on the top surface of the antenna at the 
two resonant frequencies. Figure 2(a) shows that at 
19.5 GHz, on excitation of port 1, surface current 
density becomes dominant on the lower half of the 
antenna and is mostly concentrated around the 
boundary of slot-II. However, the surface current 
can almost be neglected in the vicinity of slot-I and 
Slot III. It is evident from the fact that, at this 
resonant frequency. The main actor behind the 
radiation is slot II and the role of slot-I and slot-III 
can be ignored. The radiation characteristics at 
second resonant frequency (fH), located at 22 GHz, 
can be explained in a similar fashion, where the 
surface current is mostly concentrated along the 
boundaries of slot-I and slot-III [see Figure 2(b)]. In 
this case, port 2 is excited and radiation occurs 
mainly through slot-I and slot-III while slot-II has a 
negligible effect on it. The |S|-parameters of the 
proposed antenna are shown in Figure 3, where fL 
and fH are obtained at 19.5 GHz and 22 GHz, 
respectively, and the isolation is close to 10 dB in 
both the operating frequency bands. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Surface current density distribution on the top 

plane of the proposed antenna at (a) 19.5 GHz (port 1 is 
excited) and (b) 22 GHz (port 2 is excited). 

 

 
 

(a)                                                (b) 
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Figure 3. Variation of \S\-parameters with frequency for 

“U” slot substrate-integrated waveguide cavity-backed self-
diplexing antenna. 

 
The parametric study concludes that the isolation 

at fH is not affected much and minimum isolation 
remains nearly 10 dB when the values of L1, L2 
and L3 are changed. However, isolation at fL varies 
highly between a wide range for differing values of 
L1, L2 and L3. Hence, by optimizing these 
parameters using full-wave electromagnetic 
simulator Ansoft HFSS 13.0, very good isolation, 
close to 10 dB, is acquired at both the operating 
bands. Hence, when one of the two ports is fed, 
very little energy is coupled to the other port. In this 
way, the proposed structure (antenna) is acting as an 
efficient diplexer as well as a dual-band antenna 
simultaneously. 

III. RESULTS AND DISCUSSION 
 
To verify the proposed design, the proposed SIW-

based self-diplexing antenna is simulated by Ansoft 
HFSS 13.0 on Rogers RT/duroid 5880 substrate (εr 
= 2.2, tanδ = 0.0009) of 1.57 mm thickness. The 
finally simulated dimensions of different parameters 
of the proposed antenna are shown in Figure 1. 

The simulated |S|-parameters of the proposed 
antenna is plotted and shown in Figure 3, which 
display the simulated values. Two resonant 
frequencies of the simulated design are obtained at 
19.5 and 22 GHz, respectively. The simulated 
minimum difference between reflection coefficients 

at two ports at first and second resonant frequencies 
are 25.6 and 20.2 dB, respectively. 

The obtained radiation patterns on simulation are 
shown in Figure 4. The cavity-backed structure 
makes the radiation unidirectional and maximum 
radiation is toward the broadside direction at both 
of the frequencies. 

 

 
Figure 4. 2D radiation pattern of “U” slot substrate-integrated 
waveguide cavity-backed self-diplexing antenna (at f = 19.5 

GHz and 22 GHz). 

IV. CONCLUSION 

A dual “U” slot-based SIW cavity-backed self-
diplexing antenna is presented in this 
communication. Two longitudinal slots and one 
transverse slot are designated as slot-I, slot-III and 
slot II respectively. The proposed antenna offers 
ease in design and no trouble integrability with 
other RF modules due to its planar form and simple 
feeding method. The high isolation between two 
operating frequencies helps to get rid of 
multifaceted diplexers, most important to more 
solid RF front-end module. The lower and higher 
operating frequencies can be separately tuned 
from17.35 to 20.22 and 21.37 to 22.23 GHz, 
respectively. A satisfactory gain of 18 and 17dBi 
are achieved at 19.5 and 22 GHz i.e at resonant 
frequency, respectively, with unidirectional 
radiation pattern from the proposed antenna. 
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Abstract—One of the latest trends in wireless technology is
wearable antennas. This type of antenna needs to be flexible,
lightweight and compact as they are meant to be a part of
clothing and body. Properties of the textile antenna such as
efficiency, input impedance, bandwidth etc. depend upon the
type of substrate material used. These properties are mostly
determined by the substrate dielectric constant. This paper
describes the design of 2 types of rectangular microstrip patch
antenna for on-body wireless communications in the 2.4GHz
WLAN Band. In each design type, 3 different materials have
been used as the dielectric substrate. The structure is simple,
compact and easy to manufacture by using textile materials. The
first design consists of three layers namely patch, substrate and
ground plane. The second design consists of five layers namely
superstrate, patch, substrate, ground plane and a tissue layer
having properties similar to that of skin. The materials used as
the substrate and superstrate for the 3 antennas are polyester,
cordura and lycra. The patch and the ground plane in each of the
3 antennas have been made of copper. The simulation has been
done using IE3D software. These antennas have a wide range of
applications, especially in the field of healthcare.

Index Terms—Wearable textile antenna, polyester, cordura,
lycra, skin layer, IE3D software

I. INTRODUCTION

The design of wearable antennas is such that it operates
while it is worn on the body. Hence, these antennas need
to be flexible, of low profile and also kept hidden for the
comfort of the user. The best possible solution is to integrate
the antenna with our clothing. Fabric or textile materials can be

978-1-7281-9615-2/20//$31.00 ©2020 IEEE

used to design such antennas as they are easily available and
also used in our everyday life. In wearable context, antennas
with microstrip patch design is most popular because of its
advantages such as light weight, low volume, low profile
planar configuration, low cost, etc. But it’s limitation is that it
has a narrow bandwidth. A wearable textile microstrip patch
antenna, in general, consists of a radiating patch and a ground
plane, both of which are made of conducting materials called
electro-textiles. In between the patch and the ground plane, is
a dielectric substrate which is also made of textile material
and acts as an insulator. The ground plane of the antenna
efficiently guards the body tissues and radiates vertically to
the planar structure [2, 3] and therefore they are commonly
used for wearable applications.[1-8]

The conductivity of the radiating patch is an essential
parameter and it must be as high as possible[4]. The thickness
and permittivity of the dielectric material [2] used as the
substrate governs the efficiency and bandwidth of the antenna.
The 2.4GHz ISM unlicensed band [6] is mostly used for the
design of wearable antennas because of its global availability.
The radiation pattern of a wearable antenna is equally im-
portant. Unlike the conventional rigid antennas, factors other
than return loss, radiation pattern, gain and efficiency are also
needed to be considered for the desired performance of a wear-
able antenna. Knowledge of electromagnetic properties such
as permittivity and loss tangent of the textile material is also
important. Clothing integrated with wearable textile antenna
also provides extra facilities such as detecting, stimulating,
and communication apart from protecting the body from heat,
cold, etc.
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The design of the first type of antenna described in this
paper is similar to the one mentioned above. The design of
the second type of antenna is however a bit different. From
top to bottom, the layers of this antenna are superstrate, patch,
substrate, ground plane and a tissue layer having properties
similar to that of skin. The functions of the patch, substrate
and ground plane are same as those of the first type. The
bottommost tissue layer will help us to have an idea of the
effect of the antenna on human body. Similarly the topmost
superstrate layer will help us understand the effectiveness
of the antenna since in practical application, the patch will
not be visible but will be covered by a layer of cloth or
textile material. In each design type, a comparative study
of 3 antennas, designed using 3 materials (having different
dielectric values) as substrate and superstrate (in second type),
has been done so as to identify the most suitable dielectric
material to be used. The materials used are polyester, cordura
and lycra. However, in all the cases, copper has been used as
the conducting material to design the patch and the ground
plane.

II. DESIGN AND GEOMETRY OF WEARABLE TEXTILE
ANTENNA (TYPE 1)

First we have designed a wearable textile antenna having 3
layers : patch, substrate and ground plane. The geometry of our
antenna developed for body wearable application consists of
0.5mm thick insulating substrate on a thin conducting ground
plane of copper and above the insulating substrate there is
a rectangular copper patch which has been fed at correct
position for matching the impedance with the surrounding
coaxial probe’s impedance. There are various conductive ma-
terials like copper, silver, electro textile and conductive sewing
thread. Though it has unstretchable properties, copper has been
used because of its low cost and excellent conductivity for
microwave frequency application [9-14].

A. Antenna Design using IE3D software

The architecture of the proposed antenna consists of two
conducting layers of copper (patch and ground plane) which
have been separated via substrate. Finite ground plane size
has been used (Length = 60mm and Breadth = 70mm). Three
textile materials polyester, cordura and lycra with different
values of dielectric constant have been selected. The design
specifications of the 3 antennas are listed in Table 1. Zeland
Inc’s IE3D software has been used to simulate the wearable
textile microstrip patch antennas.

B. Simulation Results

The simulation results in each case were noted for almost
the same frequency (around 2.4GHz). The values for the
different parameters as obtained from simulation are listed in

TABLE I
DESIGN PARAMETERS OF TYPE 1 ANTENNA

Substrate Polyester Cordura Lycra

Substrate Length (mm) 60 60 60

Substrate Breadth (mm) 70 70 70

Substrate Height (mm) 0.5 0.5 0.5

Substrate Epsr 1.9 1.6 1.5

Substrate tan d 0.004 0.0098 0.0093

Patch Length (mm) 46.25 49 51.5

Patch Width (mm) 52 55 55

Probe Position from centre (x,y) 9.5,0 12,0 12.5,0

Table II. The radiation patterns for each material for φ = 0
degree and 90 degree are also shown.

TABLE II
SIMULATION RESULTS OF TYPE 1 ANTENNA

Substrate Polyester Cordura Lycra

S-Parameters (dB) -22.2983 -31.5898 -31.7393

Z-Parameters (Ohm) 53.6225 48.0324 49.4623

Total Field Directivity (dBi) 7.74497 7.98299 8.03454

Total Field Gain (dBi) 4.78363 3.23222 3.71917

Fig. 1. S-parameter Plot for Type 1 Antenna

III. DESIGN AND GEOMETRY OF WEARABLE TEXTILE
ANTENNA HAVING SKIN LAYER AND SUPERSTRATE

LAYER (TYPE 2)

The novelty of this design is that, in addition to the
previous design of antenna, here we have included one layer of
skin(Er=31.29,tan d=0.2835,height=1.5mm) below the ground
plane and another layer of superstrate (Height=0.5mm and rest
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Fig. 2. Z-parameter Plot for Type 1 Antenna

Fig. 3. Total Field Gain Plot for Type 1 Antenna

same as substrate) above the Cu patch. Rest of the design has
been kept similar to the previous antenna design.

A. Antenna Design using IE3D software

The architecture of the proposed antenna consists of two
conducting layers of copper (patch and ground plane) which
have been separated via substrate. On top of the patch, a
superstrate layer made of the same material as substrate has
been placed. Below the ground plane, a layer having the
properties of skin has been included. Finite ground plane size
has been used (Length = 60mm and Breadth = 70mm). Three
textile materials polyester, cordura and lycra with different
values of dielectric constant have been selected. The design
specifications of the 3 antennas are listed in Table 3. Zeland
Inc’s IE3D software has been used to simulate the proposed

Fig. 4. Radiation Pattern for Type 1 Antenna using Polyester

Fig. 5. Radiation Pattern for Type 1 Antenna using Cordura

wearable textile microstrip patch antennas. The top and side
views of the two proposed antennas are shown in Fig.7 and
Fig.8 respectively.

B. Simulation Results

The simulation results in each case were noted for almost
the same frequency (around 2.4GHz). The values for the
different parameters as obtained from simulation are listed in
Table IV. The radiation patterns for each material for φ = 0
degree and 90 degree are also shown.
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Fig. 6. Radiation Pattern for Type 1 Antenna using Lycra

TABLE III
DESIGN PARAMETERS OF TYPE 2 ANTENNA

Substrate/Superstrate Polyester Cordura Lycra

Substrate/Superstrate Length (mm) 60 60 60

Substrate/Superstrate Breadth (mm) 70 70 70

Substrate/Superstrate Height (mm) 0.5 0.5 0.5

Substrate/Superstrate Epsr 1.9 1.6 1.5

Substrate/Superstrate tan d 0.004 0.0098 0.0093

Patch Length (mm) 44.25 44.25 49.8

Patch Width (mm) 55 55 55

Probe Position from centre (x,y) 10,0 13,0 13,0

Skin Height(mm) 1.5 1.5 1.5

Skin Epsr 31.29 31.29 31.29

Skin tan d 0.2835 0.2835 0.2835

Fig. 7. Top View of the Proposed Antennas (Same for Both Types)

Fig. 8. Side Views of the Proposed Antennas

TABLE IV
SIMULATION RESULTS OF TYPE 2 ANTENNA

Substrate/Superstrate Polyester Cordura Lycra

S-Parameters (dB) -17.8921 -32.2683 -31.0568

Z-Parameters (Ohm) 50.0722 50.3399 49.4510

Total Field Directivity (dBi) 8.27747 8.27149 8.69334

Total Field Gain (dBi) 4.87161 3.00467 3.10556

Fig. 9. S-parameter Plot for Type 2 Antenna
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Fig. 10. Z-parameter Plot for Type 2 Antenna

Fig. 11. Total Field Gain Plot for Type 2 Antenna

IV. ANALYSIS OF SIMULATION RESULTS

The impedance of the transmission line is approximately
50 Ohm (imaginary part = 0 ). Considering the antenna as
the load, for maximum power transfer, the Z-parameter of
the antenna should be same as that of the transmission line
according to Maximum Power Transfer Theorem. S-parameter
is given by 20logΓ, where Γ (Reflection Coefficient) is given
by:

Γ = (ZL − Z0)/(ZL + Z0) (1)

Z0 is the characteristic impedance of transmission line and ZL
is the impedance of the antenna. As Z0 becomes same as ZL,
Γ tends to 0 and hence the S-parameter tends to -∞ leading
to better performance of the antenna. Thus, more negative
the value of S-parameter, More effective is the antenna. An

Fig. 12. Radiation Pattern for Type 2 Antenna using Polyester

Fig. 13. Radiation Pattern for Type 2 Antenna using Cordura

omnidirectional antenna radiates in all directions as a result
of which some of the radiated power goes in vain. In case of
wearable antenna, power radiated in the direction of human
body has no utility. Gain of an antenna is a measure of the
amount by which the designed antenna radiates in a specific
direction with respect to an omnidirectional antenna. More the
gain, more effective is the antenna.[15]

From Table II, it is observed that the S-parameters of
antennas having cordura (-31.5898 dB) or lycra (-31.7393
dB) as substrate are better compared to that of the antenna
designed using polyester substrate (-22.2983 dB). The Gain of
the antenna designed using polyester (4.78363 dBi) however
is the best among the three antennas (for cordura and lycra,
the values are 3.23222 dBi and 3.71917 dBi respectively).
These values mainly depend on the loss tangent values and
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Fig. 14. Radiation Pattern for Type 2 Antenna using Lycra

permittivity values of the dielectric materials. From Table
IV, it is observed that the S-parameters of antennas having
cordura (-32.2683 dB) or lycra (-31.0568 dB) as substrate
are better compared to that of the antenna designed using
polyester substrate (-17.8921 dB). The Gain of the antenna
designed using polyester (4.87161 dBi) however is the best
among the three antennas (for cordura and lycra, the values
are 3.00467 dBi and 3.10556 dBi respectively). These values
mainly depend on the loss tangent values and permittivity
values of the dielectric materials.

In each of Table II and Table IV, it can be seen that the
Z-parameters in each of the cases is almost around 50 Ohm
and the imaginary part is also zero (as can be seen from the
graphs as well). Thus, according to Maximum Power Transfer
Theorem, maximum power will be transmitted as the reflection
coefficient (Γ) will tend to zero in each of these cases. Thus in
both designs, the values obtained from simulation more or less
satisfy the basic needs of antenna design.However, the current
value of front to back ratio for the designed antenna can be
attributed to the finite size of the ground plane. This can be
subsequently mitigated using standard techniques available in
literature, namely EBG (Electronic Band Gap) or Metamaterial
Backing.

The second design is more accurate as it takes into con-
sideration, the interaction between the human body and the
antenna as well as the effect of the patch being covered by
a textile material (as in practical application), on the working
and effectiveness of the antenna. The results show that in both
types of design, for polyester, the values of gain are highest
and the values of S-parameters are also in the accepted range.
Hence, polyester can be chosen as the dielectric material.

However, working a little more on the other two materials can
make them more suitable for use as well, since their values
are also in the desired range.

V. APPLICATIONS

A. In Healthcare monitoring

1) This patch antenna integrated into the textile can be
used for wireless Body area aggregators and here Sensor
nodes provide sensing various states of the wearer (
like pulse rate, blood oxygen concentration ,ECG, Blood
pressure ) to the antenna wirelessly. Sensors, integrated
into the clothing of the wearer, realize sensing functions
and try to detect the state of the wearer (i.e. body
temperature, pulse rate, position). Actuators enable ac-
tuating functions that provide signals (alarms) to inform
and warn the wearer about certain conditions regarding
his/her state or the state of the surrounding environment
[16-19].

2) Our proposed patch antenna of 2.4GHz along with Toco
sensors and Signal acquisition device can be imple-
mented into the belly band or belt like wearable material
to monitor the uterine contraction or infant respiration
wirelessly [20].

VI. CONCLUSION

From the above analysis it can be concluded that with
the help daily used fabric materials, this type of wearable
textile antenna can be designed, which is low cost and can be
easily integrated into fashion garments. The comparative study
made using different dielectric materials can help us to select
the most suitable material. From the results obtained from
simulation, we can consider polyester to be the most suitable
material, though the values for different parameters of the
other two materials are also within permissible range. The first
type of antenna designed gives us a basic understanding of the
structure and requirements to design a wearable antenna. The
second type of antenna, which is a modification of the first type
helps us understand directly, the affects of the antenna on the
body as it has a skin layer below the ground plane. In practical
application, a wearable antenna is to be covered by a top layer
of textile material to cover the radiating patch. This layer is
also likely to affect the working of the antenna. The superstrate
used on top of the patch in our second design considers that
case as well. The second design can be further worked upon
to improve the results by changing the design parameters.
However, the effects of antenna bending on performance char-
acteristics of wearable antennas requires further investigations.
These wearable antennas must be flexible enough because
the fabrics can take diverse shapes because of human body
movements. They can prove to be useful in medical fields, in
constant monitoring of human body, in diagnosis of diseases,
and lot more. Proper work in the development of the second
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type of antenna in particular can lead to a huge advancement
in the field of wireless technology.
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Abstract—Economic indexes can be influenced by many 

different factors; therefore, it is difficult to use a single variable linear 
regression to determine the effectiveness of patterns. Modeling an 
economic pattern for a focused area and performing data analysis is 
especially difficult with a complex data pattern. To predict the 
effectiveness of such a trend, this paper focuses on a specific, 
objective main factor that determines the economic status in the field 
of stock markets. The CBOE Volatility Index, known by its ticker 
symbol VIX, is a popular measure of the stock market's expectation 
of volatility implied by S&P 500 index options. It is calculated and 
disseminated on a real-time basis by the Chicago Board Options 
Exchange (CBOE) and is commonly referred to as the fear index, or 
the fear gauge. In this paper, a statistical method is used to model the 
distribution of the maximum/minimum of a number of samples. 
Statistical measurements such as exceedance probability that an event 
exceeds mean value and return period are found based on historical 
data. 

Keywords—Economic forecast, VIX, Gumbel distribution, 
Frechel distribution, Extreme value theory, Time series analysis 

 

I. INTRODUCTION 

   Recent months have presented national economies with 
unprecedented challenges. With global lockdowns limiting 
normal consumption, plunging retail sales and supply 
shortages have become the new norm. Industries such as 
tourism, hospitality, and energy have largely ground to a halt, 
as oil prices approached 30-year lows. Stock markets across 
the world have seen frequent crashes since February 2020 and 
single week declines that exceed even the 2008 crisis, leaving 
the global economy in deep recession. Given the challenging 
and largely uncharted economic environment COVID-19 has 
created, it is crucial for businesses to fully understand the new 
risks involved, in order to successfully navigate these 
challenging times. 

There are many factors that can determine economic index 
in the US, it is hard to use a single variable linear regression to 
determine the effectiveness of finding a pattern. In order to 
accurately predict the effectiveness of such a trend, an 
objective main factor that determines the status of economic 
status in the United States was chosen in this paper. The task 
of modeling economic patterns in a focused area and 

performing data analysis is not easy, especially when the data 
pattern is complex. 

By using statistical and computational simulations, this 
paper investigates the impact of VIX on the economy and 
identifies risk factors associated with these outcomes. The 
VIX is one of the most widely used tools for economic index 
and stock selection. [2] 

Extreme value theory is used to model the distribution of 
the maximum/minimum of a number of VIX samples of 
various distributions. [3] After finding exceedance probability 
that exceeds a critical value, a return period, which is an 
estimate of the likelihood of an event occurrence, was found. 
[4] A statistical measurement based on historic data denoting 
the average recurrence interval was found accordingly. Also, 
theoretical probability was calculated; and finally, estimated 
probability was checked to find if it approaches the theoretical 
probability as the number of trials gets larger. 

II. BACKGROUND AND THEORY 

A. Time Series Analysis and Forecasting 

There have been numerous different kinds of data such as 
stock prices and interest rates observed and gathered in the 
past. The sequential nature of these data require us to account 
for the dynamic nature using special statistical skills and 
techniques. Time series analysis provides the appropriate 
methods necessary in order to analyze sequential data.  

B. Smoothing 

It may be problematic to picture the essential, underlying 
trend of the data if the time series has a lot of noise. To 
distinguish the signal and the noise from each other, various 
linear and nonlinear smoothers must be applied.  

C. Curve fitting 

In MATLAB®,  best-fit lines are available using the least-
sum-of-squares line from the data. Also known as linear least 
squares regression or least squares regression line (LSRL), 
this type of linear modeling minimizes the sum of the squares 
of the deviations between the model and the actual data. [6] 
The deviations are squared in order to reduce the influence of 
negative or positive signs when added. 

In general terms, curve fitting involves either interpolation 
- in which the fitting model exactly matches the data, but often 
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in piecewise manners - or smoothing - in which the noise of 
the data is reduced and a function approximates the overall 
trend of the data. [7] [8] Curve fitting can be used to not only 
map out the data and render it computable in general terms, 
but also extrapolate other data points based on the trend 
provided by the model. [8] 

 

III. DATA AND RESULTS 

A. Plotting the VIX Frequency Curve using Gumbel 
Distribution 

 
● Gumbel distribution is used to model the distribution of 

the maximum/minimum of a number of samples of 
various distributions. [3] 

● Exceedance probability is the probability that the event 
will exceed some critical value (usually far from the 
mean).  

● Return period is an estimate of the likelihood of an event 
to occur. [4] A statistical measurement based on historic 
data denoting the average recurrence interval. 

● Theoretical probability is the fraction of times we expect 
the event to occur if we repeat the same experiment over 
and over (i.e. flipping a coin and getting heads or tails is 
each 0.50). 

● Estimated probability approaches the theoretical 
probability as the number of trials gets larger. It is an 
approximation of theoretical probability.  

 

 

Fig.1. VIX data  

1) Label the 1st column as ‘time’ and 2nd column as the 
‘VIX’ and enter them in appropriate values in each cell. 

 
2) Label 3rd column as ‘Rank (i)’ and rank the data in 

decreasing order (from N to 1).  
 

3) Create a fourth column called ݍ. Gringorten’s 
plotting position formula will be used to calculate the 
estimated exceedance probabilities relevant to past 
observations. An example can be seen in Table C below. 

 

ݍ                ൌ ିேାଵିଶ                           (1) 

 

  = exceedance probability associated with aݍ
specific observation ܰ ൌ	 number of annual maxima observations ݅ ൌ	 Rank of specific observation (i=1 is the largest 
and i=N is the smallest) ܽ ൌ	constant for estimation (0.44) 

 
4) Make another column and label it  . Then make it 

equal to 1 െ  .ݍ  refers to the non-exceedance probability.  

B. Statistical Definition of Return Period 

- If X is a random variable with a cumulative distribution 
function ܨ௫(ݔ), the probability that X is less than equal 
(not exceeding) to a given event ݔ is: 

-  
(ݔ)௫ܨ            ൌ ܲ(ܺ  (ݔ ൌ  (2)            	

 
- The probability that this event will be exceeded is now 1 െ and the percent exceedance would be 100(1 , െ)%.  
- For an event ݔ, the return period corresponding to this 

exceedance probability is denoted by T.  
-  

                     ܶ ൌ ଵ(ଵି)                            (3)     

    
- For example, a 100-year return period is an event with a 

probability of exceedance 1 െ  ൌ 0.01 or a non-
exceedance probability  ൌ 0.99. There is a 99% chance 
that this event will not be exceeded within a given year.  

 
    5)     Create one more column and label it ‘ ܶ estimated’ 
and evaluate the values in   using the equation for the return 
period. An example can be seen in Table D below. 

 

‘ ܶ estimated’ is the estimated distribution of 91 years of 
data. We assume that the data follows a specific distribution to 
estimate the parameters.  

6) We will follow the ‘Gumbel’ or ‘Extreme Value 
Type 1’ distribution. The CDF (Cumulative distribution of 
function) of the Gumbel distribution is the following: 

(ݔ)௫ܨ  ൌ െ)	ݔሾെ݁	ݔ݁ ௫ି௨ఈ )	ሿ 	ൌ  (4)       	

 
x is the observed VIXdata; ݑ and ߙ are the calculated 

parameters of the distribution. This distribution will allow us 
to calculate the theoretical estimate of p. 

7) Create two columns labeled ‘(ݔ െ -and ‘p ’ߙ/(ݑ
theoretical. Using the following equations, calculate x̄, sx, u 
and α. Table E (below) shows such values that result from the 
existing data. 

ݔ                         ൌ ∑ୀଵ (௫ )                     (5) 

௫ଶݏ            ൌ ଵ(ିଵ) ∑ୀଵ ሾ(ݔ െ  ଶሿ          (6)(ݔ

ݑ                  ൌ ݔ െ  (7)                          ߙ0.5772
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ߙ                      ൌ √௦ೣగ                                   (8) 

 

TABLE I.  ݍ, , ܶ ESTIMATED, AND (ݔ െ  OF VIXߙ/(ݑ

time VIX rank ܶ estimated (ݔ െ ߙ/(ݑ
11/3/17 9.14 7053 0.003986707 -1.08875703 
10/5/17 9.19 7052 0.003987272 -1.080613137 

12/22/93 9.31 7051 0.003987838 -1.061067795 
12/11/17 9.34 7050 0.003988404 -1.056181459 
7/21/17 9.36 7049 0.003988969 -1.052923902 
11/6/17 9.4 7048 0.003989535 -1.046408788 

12/15/17 9.42 7047 0.003990101 -1.04315123 
7/24/17 9.43 7046 0.003990668 -1.041522452 
7/25/17 9.43 7045 0.003991234 -1.041522452 

   continued...  
11/17/08 69.15 11 2.458041958 8.685543124 
10/15/08 69.25 10 2.69348659 8.70183091 
10/22/08 69.65 9 2.978813559 8.766982052 
10/10/08 69.95 8 3.331753555 8.815845409 
10/29/08 69.96 7 3.779569892 8.817474188 
10/17/08 70.33 6 4.366459627 8.877738995 
11/21/08 72.67 5 5.169117647 9.258873178 
11/19/08 74.26 4 6.333333333 9.51784897 
10/24/08 79.13 3 8.174418605 10.31106413 
10/27/08 80.06 2 11.52459016 10.46254054 
11/20/08 80.86 1 19.52777778 10.59284282 

 

8) Use the VIX values (x) and populate the column (ݔ െ  as shown in Table F below: Use the CDF equation ߙ/(ݑ
from step 7 to calculate the value of p-theoretical.  
 

9) Use the equation used to calculate ′ ܶ estimated’ and 
use it to calculate ′ ܶ	theoretical’ using the p theoretical 
values, as seen in Table G below. 

 

TABLE II.  (ݔ െ  P THEORETICAL, AND ܶTHEORETICAL OF ,ߙ/(ݑ

VIX VALUES 

(x-u)/a p theoretical ܶtheoretical 
-1.08875703 0.051273592 1.054044656 

-1.080613137 0.052523972 1.055435674 
-1.061067795 0.055606527 1.058880677 
-1.056181459 0.056395254 1.059765759 
-1.052923902 0.056925104 1.06036117 
-1.046408788 0.057994501 1.061564928 
-1.04315123 0.058534053 1.062173309 

-1.041522452 0.058805044 1.062479132 
-1.041522452 0.058805044 1.062479132 

 continued...  
8.685543124 0.999831003 5917.253172 
8.70183091 0.999833733 6014.413091 

8.766982052 0.999844219 6419.271701 
8.815845409 0.999851648 6740.7036 
8.817474188 0.999851889 6751.690845 
8.877738995 0.999860551 7171.059732 
9.258873178 0.999904742 10497.7981 
9.51784897 0.999926475 13600.82502 

10.31106413 0.999966738 30063.911 
10.46254054 0.999971413 34980.8074 
10.59284282 0.999974905 39849.11074 

-1.08875703 0.051273592 1.054044656 
-1.080613137 0.052523972 1.055435674 
-1.061067795 0.055606527 1.058880677 
-1.056181459 0.056395254 1.059765759 
-1.052923902 0.056925104 1.06036117 
-1.046408788 0.057994501 1.061564928 
-1.04315123 0.058534053 1.062173309 

 

C.  Graphing the VIX Frequency Curve 

     Go to ‘insert’ tab and select charts. Plot ′ ܶ estimated’ vs 
Ratio Value. On the same graph, also plot ′ ܶ theoretical’ vs 
Ratio Value. Label the chart title and the axes on the obtained 
graph. Figure 2 (below) shows how the graph may look like. 
     The Fisher-Tippett-Gnedenko Theorem, which  provides a 
framework for analyzing a distribution that is continuous, has 
an inverse distribution. The following is the Fréchet law: 
 

(ݖ)ܩ             ൌ ሼെ(௭ିݔ݁ )ିሽ		ݖ  ܾ           (9) 

 
 

 
Fig.2. ܶ estimated, ܶ theoretical vs VIX Value 

      Right click on the curve and select ‘change chart type’ and 
click on ‘scatter with smooth lines’ for theoretical and 
‘scatter’ for estimated. Right click again and select ‘format 
chart area’ to use the axis options command for the X-axis and 
select logarithmic scale. It will then contain return periods 
displayed from 1 to 100 in log scale. Figure 3 (below) shows 
what the graph may look like. 

 
 

Fig.3. ܶ estimated, ܶ theoretical vs VIX Value, Logarithmic Scale 
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Fig. 3 shows the theoretical distribution, You can predict 
VIX corresponding to any return period from 1 to 100. The 
curve follows the distribution very well for low VIX, but starts 
to drift away from the theoretical at higher values.  

We can see that lower VIX have much shorter return 
periods (meaning that they are more likely to repeatedly 
occur), while for higher VIX, the length of the return periods 
exponentially increase as the values increase (meaning that 
higher VIX are much less likely to repeatedly occur). This can 
be seen as a tendency for the VIX to remain in the lower 
ranges. The higher the VIX, the more over speculation and 
overestimation the stock market is, so it is natural for the VIX 
to come down after some time.   

This trend is expected to repeat for some time in the future, 
since stock market bubbles are always bound to pop at some 
point, bringing the high VIX down to normalcy.  

 

 

Fig.4. VIX with Polynomial Fit to 9 Degree 

Figure 4 above shows the data with a polynomial model. 
When plotted in Matlab with the polynomial fit with 1 degree, 
the model was not a great fit to the actual data, since the R-
squared value was nowhere close to 1 - in fact, it was closer to 
0. Even if the degree was put to the maximum available in the 
software, the R-squared value was still much less than 1, let 
alone 0.5. This showed that a polynomial model would not 
suffice. 

Linear model Poly8: 
 f(x) = p1*x^8 + p2*x^7 + p3*x^6 + p4*x^5 + p5*x^4 + 
p6*x^3 + p7*x^2 + p8*x + p9 
 
Coefficients (with 95% confidence bounds): 
p1 =2.39e-07  (-2.523e-06, 3.001e-06), p9 = 48.41  (-0.4245, 
97.25) 
 
Goodness of fit: 
  SSE: 126.4 
  R-square: 0.7003 
  Adjusted R-square: 0.5005 
  RMSE: 3.246 
 

Fourier Series Model 

 

Fig.5. Polynomial - Fourier series (Matlab) 

General model Fourier1: 
     f(x) =  a0 + a1*cos(x*w) + b1*sin(x*w) 
 
Coefficients (with 95% confidence bounds): 
       a0 =    23.12  (-22.21, 68.44) 
       a1 =    2.632  (-35.47, 40.73) 
       b1 =   -8.711  (-65.99, 48.56) 
       w =   0.1228  (-0.2689, 0.5145) 
 
 Goodness of fit: 
  SSE: 192.4 
  R-square: 0.5438 
  Adjusted R-square: 0.4633 
  RMSE: 3.365 
 
 Holt’s Linear Trend 
 Holt’s Linear Trend uses the following equations: 

ଵݑ                    ൌ ଵݒ																																									(10)																																ଵݕ ൌ ݑ			0 ൌ ݕߙ  (1 െ ିଵݑ)(ߙ  ݒ	(11)							ିଵ)ݒ ൌ ݑ)ߚ െ (ିଵݑ  (1 െ ොାଵݕ													(12)							ିଵݒ(ߚ ൌ ݑ  		(13)																															ݒ
Where: 0 ൏ ߙ  1	0 ൏ ߚ  1	

 

Graphing Holt’s Trend and Polynomials 

      Go to the ‘insert’ tab and select charts. Plot ‘ݐ’ vs VIX 
Value. Label the chart title and the axes on the obtained graph. 
Figure 2 (below) shows how the graph for the Holt’s Trend  
may look like. 
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Fig.6. . y vs. time (Holt’s method) 

    Overall, Holt's linearization works as a decent forecast of 
the VIX. There are discrepancies in multiple periods, 
however, a few notable periods such as 2012 and 2017 agree 
well. Data shows a tendency for the VIX to remain in the 
lower ranges. 

IV.    DISCUSSION 

     Extreme value theory(EVT) assesses extreme events within 
probability distributions by quantifying tail behavior. By 
analyzing minimum or maximum values from samples, it 
seeks to determine probabilities for events more extreme than 
any previously observed events. Such analysis has 
applications in risk analysis involving hydrology, finance, 
insurance, etc.  

This paper collected CBOE Volatility Index data and used 
the EVT(Extreme Value Theory) to map out the overall trend 
of the VIX in terms of its return period. Also, the data was 
plotted in Matlab, and multiple fitting models were tested out 
to see which one fit the data the best. The VIX was chosen due 
to its significance in the evaluation of stocks’ values, and the 
Gumbel distribution due to its ability to incorporate rapidly 
fluctuating data into statistical analysis. 

The Gumbel distribution was applied to distributions of 
maxima that have an exponential tail. The PDF for this Type 
is unbounded on both ends and is defined for all real values. 
The Frechet distribution was also  used for the EVT in this 
paper. It is defined on an interval and converges to a certain 
value. The two types can be combined under the generalized 
extreme value distribution (GEV) to analyze the data better. 
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Abstract—Spatial crowdsourcing is a form of location-based
crowdsourcing. With the spread use of mobile phones and smart
devices that can share location, spatial crowdsourcing gained a
lot of attention, especially in ride-hailing services. This paper
evaluates the performance of a proposed spatial crowdsourcing
task assignment approach to increase the task assignment rate
while preserving the location privacy of the crowd workers.
The overall experiments on real-world data sets show that the
proposed approach results in the maximal total number of
assigned tasks without significant disclosure of crowd workers'
locations.

Index Terms—Crowdsourcing, Spatial Crowdsourcing, Loca-
tion privacy, Spatial task assignment.

I. INTRODUCTION

Crowdsourcing is a computing paradigm which divides
tasks permitted in crowdsourcing into smaller tasks for imple-
mentation, namely: Sequential Implementation, Parallel Imple-
mentation, Divide Conquer Implementation, and Micro Tasks.
Crowdsourcing works by dismantling the fixative form of busi-
ness operations while leveraging from the vast talent and skills
of the crowd. Crowdsourcing attracted extensive attention
from both industry and academia. Amazon Mechanical Turk
(MTurk) [1] is one of the earliest crowdsourcing platforms
followed by many others with different schemes to create a
more balanced working environment proactively [2].

The fastest growing category of connected devices is smart-
phones, where users can share various types of multimedia
videos, photos, and location. Every person can now participate
in any crowdsourcing platform to illustrate, crowdsourcing for
ride-hailing services, road conditions updates, and many other
platforms. Spatial Crowdsourcing (SC), in particular, is tied to
the location of the task and crowd worker. To participate in
the SC task, workers share their current location with the SC

platform. The SC platform calculates the distance between the
task and the available crowd worker for the best match [3].

Most of the existing SC platforms assign tasks to crowd
workers based on the closest available worker to the task. Upon
receiving a spatial task, the SC platform assigns the first nearby
worker; this approach has several weaknesses. First, it assigns
tasks based on the travel distance of the worker to the task
and fails to consider other upcoming tasks that might enter
the system. Second, it does not take into account the location
privacy-preserving [4].

This paper evaluates the performance of the proposed TASC
[5], a spatial crowdsourcing task assignment approach that
uses the DCentroid location privacy scheme, and the batch
match approach to increase the task assignment rate and the
workers' privacy [6]. The evaluation was conducted on a real
crowdsourcing data set to experiment with the effectiveness
of TASC. The result of the evaluation shows that the TASC
scheme is positively effective and performs a preferable task
assignment while preserving the location privacy of the crowd
workers.

Server gets the location of the workerTask request with location

Task allocation

TasksTasks Workers

SC-Server
Task

assignment 

Fig. 1. Task assignment in spatial crowdsourcing

The rest of this paper is organized as follows: Section II
presents the background of crowdsourcing, while Section III978-1-7281-9615-2/20/$31.00 ©2020 IEEE
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Fig. 2. Task assignment first in queue problem

introduces the system model. Section IV evaluates the system
model. Finally, Section V concludes this paper and presents
future work.

II. BACKGROUND

A spatial crowdsourcing platform processes the location
information submitted by the task requester and the worker to
establishes the relationship between the task and the worker.
Fig. 1 shows the workflow. In general, the SC server first
collects the task information and location from the requester
also the location information from the worker. The information
is processed by the platform to complete the task allocation.
Finally, the worker completes the spatial tasks and submits the
results to the server [7].

In spatial crowdsourcing, there are three components: tasks,
crowd workers, and the platform. Workers and tasks reveal
their locations to the platform; then, the platform assigns
workers to tasks [8]. However, the platform may disclose
individual locations that present serious privacy implications
such as stalking, physical surveillance, identity theft, or leak-
age of workers' sensitive information such as health status,
relationships, and religious views. Thus, location privacy is an
important aspect of SC to attract more individuals to contribute
[9].

A. Task Assignment in Spatial Crowdsourcing

The current task assignment algorithms immediately dis-
patch the first available worker or the worker with the shortest
distance or time [10]. When a request enters the system, it
assigns to the first available worker or the shortest distance
worker without consideration of other tasks waiting time [11].
In Fig. 2, the system immediately dispatches the first worker
in the queue within the task radius; this means some crowd
workers will travel a long distance to perform a task. For
example, assuming w1 and w2 are in the system, then t1 and
t2 enter respectively into the system, the platform will assign
w1 to t1 and w2 to t2 even though w1 might be closer to
t2. In Fig. 2, the system immediately dispatches the worker
with the shortest distance; this is the optimal solution if the
number of tasks is not large. This approach assigns the existing
tasks in the system and does not consider the upcoming tasks,
which may affect their wait-time for an assignment as Fig.
2 shown in the total task time is 11 minutes. On the other
hand, Fig. 3 shows the total time of 5 minutes using TASC

Fig. 3. TASC task assignment

[12]. Spatial crowdsourcing platforms gained a lot of attention
in the last decade, and the number of users is increasing. We
should consider how to assign these millions of requests every
day and how to save time on assigning them [13].

The researcher in [14] aimed to maximize the total score
at every time instance while minimizing the travel cost of
the worker. So, the study conducted three experiments to
evaluate the performance of the three strategies, Which are
the basic, Least Location Entropy Priority (LLEP), and Close
Distance Priority (CDP) to solve the problem of maximizing
the overall number of assigned tasks. Also, they demonstrated
that the basic strategy used the local optimization at every
time instance rather than global optimization to maximize
the overall score assignment. The LLEP strategy maximizes
the total score during every instance of time; thus, the total
cost associated with the assigned tasks is the lowest. The
CDP strategy maximizes the overall score during every time
instance, while the total cost of the selected edges is the
lowest. Consequently, matches with lower costs are likely to
be selected first. A comparison of all these three strategies,
[14] found that the basic strategy is not the best one to solve
the spatial crowdsourcing problem when compared to LLEP
and CDP.

B. Worker's Motivation

The worker's motivation to participate is a key feature of
any crowdsourcing system and falls into two categories: self-
incentivized and reward-based [15].

1) Self-incentivized: Spatial crowdsourcing workers volun-
teer to perform the tasks, or they have other incentives rather
than receiving a reward such as documenting an event, political
or religious views, and gamification [16], [17]. For example,
users voluntarily report traffic information in Waze application
to just get more reward points as a game.

2) Reward-based: Spatial crowdsourcing, workers will re-
ceive a specific reward for every spatial task they perform. A
growing list of applications such as Uber, Left, and Fieldagent
provide a price for every spatial task [9], [18], [19].

C. Location Privacy Concerns

Privacy concern is an important aspect of all spatial crowd-
sourcing platforms; any malicious breach to worker privacy is
a threat [20]. With the Server Assigned Tasks (SAT) mode,
SC-server requests the locations of tasks and workers to

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

620



perform effective task assignments; the SC-server creates the
assignment links between the tasks and the workers so that
they can establish a direct communication channel among
themselves. Thus, the SC-server might become a single point
of attack, which is a severe privacy threat [21]. The privacy
concerns extend to not only the crowd workers but also to the
task requesters and the SC-server [22]. The task, in some cases,
contains personal information such as locations and personal
interests. This information is distributed with the task; thus,
the service provider may infer the requester's affiliation as an
example, which should be private [23], [24].

D. DCentroid Location Privacy Scheme

Identifying the location privacy issues of crowd workers in
spatial crowdsourcing has different location privacy protec-
tion techniques. However, some of the provided mechanisms
techniques either are not offering acceptable results or not
appropriate in every spatial crowdsourcing task [6]. For in-
stance, [25] Pointed out that anonymization techniques cannot
be applied for tasks that required crowd workers' real names.

According to [25] DCentroid is a new approach for crowd
workers' location privacy in SC. This new approach is mo-
tivated by the dummy-based technique to preserve crowd
workers' location privacy without significantly affecting the
travel distance in task assignment as well as keeping the
location hidden from the SC-Server.

Additionally, [25] the DCentroid model intents to hide the
exact location of a crowd worker by sending a dummy location
to the SC-Server instead of sending the real location. In this
process, the crowd worker device calculates the centroid point
of the dummies. It sends it to the SC-Server to calculate the
estimated distance from the crowd worker to the task using the
standard Euclidean distance. The SC-server assigns the task to
the crowd worker based on the calculated estimated distance.
So, through this process, the crowd worker's exact location
information is kept hidden from the adversary [26].

Moreover, [25] an evaluation of data comparing the travel
distance the non-privacy approach, that uses the exact real lo-
cations to assign the tasks, with the new approach DCentroid,
showed higher travel distance error (TDE) when adding the
privacy if the crowd worker is near the task [27]. However,
the TDE decreased when the travel distance increased. So the
proposed scheme dose not dramatically impact travel distance.
Additionally, [25] the experimental results showed that the
DCentroid approach is effective in crowd workers' privacy-
preserving.

III. SYSTEM MODEL

This section introduces the system model of TASC a task
assignment approach with worker location privacy protection
in SC. The major definitions and notations used in this
framework presented in Table I.

A. TASC: Task Assignment Technique

The main idea is to inject the location privacy to the
crowd workers using the DCentroid scheme pi and defined

the optimal batch size ηbatch that can minimize the total task
assignment waiting time. The mechanism of the framework
calculates the travel distance ŵ.li,j between the available
crowd workers wi and each requested task ti. Then, use the
batch match method to select the best matching pair based
on the indicated batch size ηbatch. If there is only one task
ti in the batch, the system assigns the task t1 to the nearest
available crowd worker wi [5].

B. Definitions

Definition 1. Spatial Task: Tasks with a specific locations
denoted as s.li the physically location where workers need to
be to perform the task.

Definition 2. Crowd Worker: A crowd worker, denoted by
wi submits their location to the SC server to be assigned to
nearby spatial tasks. To perform spatial tasks, crowd workers
need to be online in the system.

Definition 3. Spatial Platform: The link between the work-
ers and tasks. For instance, one of the core functions of any
spatial platform is the assignment of tasks to suitable workers.

Definition 4. Spatial Task Assignment: Any spatial crowd-
sourcing platform set to handle a massive number of tasks
and workers. For instance, assigning a large number of tasks
to workers based on specific optimization objectives such as
maximizing the number of assigned tasks and preventing any
privacy leakage.

Definition 5. Batch Size: Collection of tasks in one batch
ηbatch generated by the SC server to divide the tasks into
groups to make the assignments.

Definition 6. Waiting Time: The total waiting time ηtravel
between the requested task and the crowd worker arrival time
[5].

TABLE I
NOTATIONS DEFINITIONS

Notation Definition
wi Available crowd worker
ti Spatial task
pi Crowd worker pseudo location (using DCentroid scheme)

ηbatch Batch size
ηtravel Waiting time
s.li Spatial task location
ŵ.li,j Estimated distance form crowd worker i to task j

TASC model assigns the tasks by using the batch match
method in which the CS server holds requests for a short unit
of time, allowing other requests to appear in the system to
create a batch of requests and find the optimal task matching.
In addition, the TASC model hides the real location of a crowd
worker using DCentroid which generates a dummy location
the SC-server will receive, instead of sending the worker
real location to increase worker privacy. The dummy location
located at a certain distance from the real location as Fig.
4 explains the overall execution of the system model, which
operates as follows:

1) The crowd worker device generates three dummy loca-
tions A, B, and C.
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Fig. 4. System model

2) The crowd worker wi device calculates the centroid
point of the three dummies locations, which is not far
from real location then sends it to the SC-server.

3) To assign any task, the system will wait for ηtravel a
short unit of time to generate a ηbatch batch of requests.

4) The system will calculate the best worker and task
matching if there is only one request t1 and the time
is up, the SC-server will assign the task ti to the nearest
crowd worker wi.

5) The SC-server calculates the estimated distance between
the task and the crowd worker by the standard Euclidean
distance ŵ.li,j .

ŵ .l i ,j = dist(pi , s.li) (1)

where dist is the Euclidean distance between two points,
ti the task location and pi the location of the centroid
point of the worker.

6) Based on the estimated distance the SC server assigns
the crowd worker to the task. ŵ.li,j .

7) Worker wi needs to move to the location s.li of task ti
immediately after receiving the assigned task.

IV. PERFORMANCE EVALUATION

This section presents the evaluation of TASC, the task
assignment schemes followed by the performance, and the
results.

A. Settings

Real-world dataset used to evaluate TASC. The dataset rep-
resents users' check-ins, comments, and restaurants' locations.
In TASC setting, we assume that Yelp users are the crowd
workers and the locations of the tasks are the restaurants [28].

Crowd worker wi: The crowd workers in the dataset is the
Yelp users who can write reviews and comments.

Task ti: The tasks in the dataset are the restaurants with
specific locations.

SC-Server Yalp: The platform in the dataset is Yelp appli-
cation the link between the workers and tasks.

TASC Travel Time 

Original Travel Time 

Fig. 5. Travel time

B. Evaluation and Results

We compare the performance of TASC to the current task
assignment methods, which compare all workers and task pairs
to task assignment and privacy. We set the number of tasks ti
as 60 and the number of workers wi as 98. The tasks batch
size ηbatch is set to 5 tasks every ηtravel unit of time. The
crowd workers in every batch ηbatch are sorted by the closest
distance to tasks based on their dummies centroid points, then
the crowd worker wi will be assigned to the closest task. Fig. 5
shows that the performance of the TASC framework decreases
the travel time for the tasks by 39%. The TASC framework
demonstrates a clear advantage in terms of saved time and
privacy over the current task assignment methods. To this end,
the evaluation indicates that TASC travel time is less than the
original travel time which is the most significant factor in SC
as shown in Fig. 6 .

V. CONCLUSION

In this paper, we evaluated TASC a task assignment ap-
proach in spatial crowdsourcing with workers' privacy protec-
tion by using a sample of real data-set. We have proved that
TASC framework shows a clear advantage in terms of saved
time and privacy over the current task assignment methods.
To this end, the evaluation indicates that TASC travel time is

Fig. 6. TASC task assignment chart
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less than the original travel time, which is the most significant
factor in SC. As future work, TASC will evaluate effectiveness
with quality criteria such as system overhead and the success
rate of the assignment as an additional illustration of the
evaluations.
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Abstract— This paper deals with the design of a compact planar 
passband frequency selective surface (FSS) operating at the 
resonance frequency of 20 GHz. A sole layer of the cross type 
with the interdigital capacitance connecting the corners of 
metallic patches printed on single side of the substrate is used in 
this FSS structure. Here the transmission and reflection 
coefficient of the projected FSS gives an accurate resonance 
constancy for both of polarization and various incident angles. A 
unit cell which is mainly a cross shaped is designed here and here 
the performance of this unit cell at a definite frequency range is 
analyzed. The S Parameters which are S11 and S21 for TE00 mode 
that is for Perpendicular Polarization is shown in this paper. 
Along with that the S Parameters which are S12 and S22 for TM 00 
mode that is for Parallel Polarization is also pointed in this paper.  

Keywords- FSS, Polarization, unit cell, periodic structure 

I.  INTRODUCTION 

Mainly a Frequency Selective Surface (FSS) is a flat 
structure of composite materials which is aimed to be 
transparent in some frequency bands while reflective or 
absorbing at other frequencies. FSS is a collection of metal 
screens which is normally very smooth. A two-dimensional 
periodic element mainly constructs the structure of an FSS 
which is clearly drawn in the figure and it provides the  

 

978-1-7281-9615-2/20/$31.00©2020 IEEE 

 

frequency filtering behavior which is very near to those of 
frequency filters used in Radio Frequency (RF) circuits. 
Different geometrical elements which are mainly of shaped of 
a dipole, square patch, circular patch, cross, and Jerusalem 
cross are focused in this FSS structure, for which the whole 
domain functions have been successfully attended [1-4]. The 
widely considered FSS structure are Circular rings as well as 
square loops [5-7]. These geometrical structures are pointed out 
in Figure 1. 

FSS are basically a diffraction grating which will diffract 
an applied wave into different directions. Figure 2 depicts the 
Grating lobes of this unit cell FSS. A tremendous amount of 
control over the form of the response of an FSS can be 
recognized by using a multilayered resonance structures which 
can join longitudinal resonance, absorption, transverse 
resonance and diffraction into a particular device. FSS build 
with multilayer structures are better reactive to incident angle. 
If a cascaded periodic structure is used in the formation of this 
FSS then we obtain a broader top and quicker roll off. The 
bandwidth is also changed at a considerable manner with the 
change of incident angle. The FSS designing and investigation 
along with their parameter’s calculation is a multidisciplinary 
and exciting details of antenna as well as electromagnetic 
theory. If we change a parameter in an FSS then this change 
has some electromagnetic significances and subsequently it 
effects the frequency filtering also. 
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II. FSS FUNDAMENTALS 

A Frequency Selective Surface (FSS) is recognized by a 
periodic array containing conducting patch or aperture 
elements. The array element sort which is mainly patch or 
aperture, can determines the low pass or high pass spectral 
activities possessed by an FSS, which is as similar frequency 
filters in Radio Frequency (RF) [8]. Figure 3 shows a two-
dimensional planer periodic structure. 

 

Numerous design restrictions and values are interconnected 
with the periodic structure such as element shape, size, lattice 
geometry, dielectrics, grating lobes and Wood’s variance. 
Basically, the circular, rectangular, dipole, cross dipole, 
Jerusalem cross, tripole, three or four-legged dipole, ring, 
square loop and gridded square loop are the different 
fundamental shapes used in an FSS [8]. The different 
component formats which are developed by join up or 
changing of plain elements which are shown above are used 
and the elements of very complex shapes for example 
convolutional or fractals are also used [9-10]. Figure 4 depicts 
the FSS defined as a periodic array of aperture or patch 
elements. The FSS which are mainly of aperture component 

can reproduces at low frequencies and transmits at high 
frequencies (nearer to high pass filter), on the other hand patch 
type FSS can reproduces at high frequencies and transmits at 
low frequencies (nearer to low pass filter) [9]. FSS analysis is 
done by various techniques. The equivalent circuit 
representation is one of the simplest techniques. An isolated 
patch element in a periodic array formed by various strip 
elements which forms as inductive and capacitive device on a 
transmission line are discussed in this study. The reflection and 
transmission coefficients of the FSS are recognized by the 
description of this circuit. 

 

III. DESIGN AND SIMULATION 

The FSS seeing as an infinite structure is analyzed here by 
us in ANSYS HFSS. That means this FSS will be irradiated by 
a pure TEM mode. Some transmitted waves can illuminate that 
FSS when we use this FSS in our particular application and it is 
of a pure TEM mode or TEM waves which are coming from a 
far distance and it is of a plane wave nature. So, it is needed to 
generate that certain situation by a software. This FSS are used 
in some antennas or some far distant object. Incident waves 
coming from a distant object and it is a purely TEM modes. 
This situation is generated by a software using Floquet Port and 
it is analyzed by Floquet Mode analysis. Both the reflection 
and the transmission behavior of our unit cell are changed by 
the angle of incidence of this incident waves. The design of our 
proposed unit cell FSS is shown in Figure 5. It is a square 
substrate of 12.5 mm length from which a slot of cross shape is 
removed. The slot dimension is plotted in the figure 5. Now in 
figure 6 and figure 7 we have given the design of Latice Pair 1 
and Latice Pair 2 respectively. And in figure 8 and figure 9 we 

 
Figure 1. Some typical FSS element shapes 

 
Figure 2. Grating lobes of this unit cell FSS 

 
Figure 3. Geometry of a two-dimensional periodic structure 

 
Figure 4. FSS Elements (a) type Aperture and (b) type Patch 
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have given the design of Floquet Port 1 and Floquet Port 2 
respectively. 

Figure 10 depicts the S Parameters which are S11 and S21 
for TE 00 mode that is for Perpendicular Polarization. Now S11 
is for Reflection Characteristics and S21 is for Transmission 
Characteristics. So, from figure 10 we see that this unit cell 
FSS is transparent at our operating frequency 20 GHz as it has 
a reflection of only -20.144 dB which is near about -20 dB that 
is only 2 % of reflection. Similarly figure 11 depicts the S 
Parameters which are S12 and S22 for TM00 mode that is for 
Parallel Polarization. Now S12 is for Reflection Characteristics 
and S22 is for Transmission Characteristics for the TM00 modes 
or Parallel Polarization. So, from Figure 10 and Figure 11 it is 
cleared that both these reflection and transmission 
characteristics are same for these two modes (TE00 and TM00). 
So, it is cleared that this unit cell FSS is working very well for 
both the Parallel as well as Perpendicular Polarization. Now 
Figure 12 depicts the VSWR result for this unit cell FSS at TE 
00 mode. From figure 12 it is cleared that VSWR is approx. 1 
at our operating frequency 16.5 GHz. So, it is a very good 
condition for the working of this unit cell FSS. Figure 13 
depicts the Transmission Characteristics for both the 
Perpendicular Polarization (TE00 mode) and Parallel 
Polarization (TM00 mode). From this figure it is cleared that 
this unit cell FSS has equally transmitted for both Parallel 
Polarization and Perpendicular Polarization signal. Figure 14 
depicts the Transmission Characteristics for Perpendicular 
Polarization Higher Order Mode (TE10). Figure 15 depicts the 
Electric Field Vector at unit cell FSS. From this figure it is 
cleared that Electric Field is perpendicular to this unit cell. 

 

 

 
Figure 5. Design of our unit cell FSS 

 
Figure 6. Design of Latice Pair 1 

 

 
Figure 7. Design of Latice Pair 2 

 
Figure 8. Design of Floquet Port 1 

 
Figure 9. Design of Floquet Port 2 
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Figure 10. S Parameter Result (S11 and S21) for TE00 Mode 

 
Figure 11. S Parameter Result (S12 and S22) for TM00 Mode 

 

 
Figure 12. Variation of VSWR with respect to Frequency 
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Figure 13. Transmission Characteristics for both the Perpendicular Polarization (TE00) and Parallel Polarization (TM00) 

 
Figure 14. Transmission Characteristics for Perpendicular Polarization Higher Order Mode (TE-10) 

 
Figure 15. Electric Field Vector at unit cell FSS 
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IV. CONCLUSION 

    A compact frequency selective surface with passband 
properties at the resonance frequency of 20 GHz is provided in 
this paper. Resonance constancy at an incident angle with 
independent polarization as well as its compactness have 
disclosed by this proposed FSS. This FSS structure is well 
sutaibly working for both the perpendicular polarization as 
well as parallel polrization.So any electromagnetic wave 
acting as a vertical polarization or horizontal polarization is 
perfectly frequency filtered by this FSS.  A nearly linear phase 
deviation over the frequency band which makes it supportive 
for accumulative radiation characteristics for example gain, 
directivity, front to back ratio of the antennas with omni-
directional or bi-directional radiation (slot antennas as well as 
CPW antenna) over a wide bandwidth when utilized as a 
reflector is provided by this projected FSS. 
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Abstract— In this paper, a reflective type wideband 

polarization converter is proposed. It can convert both linear to 

linear and linear to circular for different frequency bands. It 

consists of a simple dual-cut circular split ring resonator, 

printed on a thin FR-4 dielectric substrate terminated with the 

ground. Simulation result shows, an x/y polarized incident wave 

conversion to y/x reflected wave in three bands (4.49-4.63 GHz, 

7.11-10.75 GHz, 14.94-16.93 GHz) and x/y polarized incident 

wave returns the circularly polarized reflected wave in three 

different bands (4.86-5 GHz, 6.09-6.46 GHz, 11.83-14.03 GHz). 

The proposed structure is compact with the unit-cell periodicity 

of 0.14λ and overall thickness 0.047λ, where λ corresponds to the 

lowest frequency of the operational band. The performance of 

the proposed structure is investigated under different oblique 

incidences. Surface current patterns are studied to analyze the 

reason behind the wideband response. Authors strongly believe 

that the proposed structure has the potential to be used in 

different applications where both linear-cross and linear-

circular conversion are the primary concerns. 

Keywords— Wideband, Linear-cross, Linear-Circular, Frequency 

Selective Surface (FSS), Polarization Conversion Ratio (PCR).  

I. INTRODUCTION  

The orientation of the electric field oscillations with respect to 
time in a plane perpendicular to the direction of propagation 
in free-space is referred to as Electromagnetic (EM) wave 
polarization. Controlling and manipulating the states of EM 
wave polarization has significance in many practical 
applications like RCS reduction [1], Quarter and halfwave 
plates [2], and mutual coupling reduction [3]. Conventionally, 
the polarization conversion can be achieved with the structural 
anisotropy available in nature available crystals called 
Birefringence effect [4]. Due to weak anisotropy, these 
structure needs larger thickness compared to operating 
wavelength for the wave to undergo considerable phase shift.  
  On the other hand, Metamaterials have recently gained 
interest in many applications such as negative refraction [5], 
invisible cloaking [6], and reverse doppler effect [7], due to 
their unusual exotic behaviour not commonly found in natural 
materials. Multiple polarization converters based on artificial 
anisotropy and chirality have been reported in the literature 
[8]. However, the narrow bandwidth nature of these crystals is 
limiting its usage in practical applications.  Later, stacking of 
different layers [9], gold-helix structures [10] and anisotropic 
high impedance surfaces (HIS) [11] are also used for the 
extension of bandwidth.  Due to the unacceptable thickness of 
these devices, it is hard to interface with complex sub-
miniaturized systems.  2D metamaterial-based plane polarizer 
is a promising solution in terms of bandwidth and physical 
thickness. Planar polarizers like double V-shaped patches[12], 
L-shaped patches [13], square split ring resonator [14], and 

 
Fig. 1 Unitcell of the proposed polarization converter. 

 
oval ring resonator [15] are proposed in literature to attain 
linear to cross-polarization conversion over the broadband. A 
broadband linear-cross polarizer based on concentric circular-
cut rings connected to single dipole tilted at 45° degree with 
the incident wave is illustrated in [16],  maintaining 90% PCR 
from 8.8-22.4 GHz with 86% fractional bandwidth (FBW). 
Mourad et al. proposed a reflective type linear-circular 
polarization converter with symmetric anisotropic unitcell 
exhibiting the axial ratio less than 3dB over 6.9 GHz to 14.1 
GHz (66.6% FBW) [17]. A simple  I-shaped linear to circular 
polarization reflector is proposed with 3 dB axial ratio 
bandwidth of 11.65 GHz (from 9.45 to 21.1 GHz) in [18]. 
Besides, few research works have been conducted that 
simultaneously transform linear polarization into cross-
polarization and circular polarization over wideband. 
 Multi-polarization conversion is also achieved in different 
frequency bands using double L-shaped metasurface in [19]. 
Zheng et al. demonstrated a wideband linear to cross and 
linear to circular reflective polarizer in [20]. This design 
consists of two meander lines and a cut dipole printed on the 
grounded dielectric substrate, which exhibits linear to cross 
conversion in the lower frequency band (6.53 GHz to 12.07 
GHz) with 59.6% FBW and linear to circular conversion in 
the higher frequency band (6.53 GHz to 12.07 GHz) with 13% 
FBW.  
 In this paper, the response of a simple dual-cut circular 
ring based reflective type polarization converter is 
demonstrated, which shows both linear to linear, and linear to 
circular polarization conversion simultaneously in multiple 
frequency bands. The top FSS is printed on a grounded 
substrate to make the transmission zero. Since the reflective 
type structures are inherently broadband, this topology is 
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adopted here. The cause of polarization conversion has been 
studied. 
 This paper is organized as follows. In section II, the 
designed parameters of unitcell are discussed with simulation 
results. The reason behind the different polarization 
mechanism is detailed in section III. The analysis of surface 
current patterns of the top metasurface and ground are 
illustrated in section IV. Utility of the proposed design for 
RCS reduction is demonstrated in section V. Finally, the 
conclusion has been drawn in section VI.  

II. DESIGN OF THE UNITCELL 

 The proposed reflective type broadband polarization 
converter is composed of a circular ring resonator with two 
identical cuts at 90° apart, as shown in Fig. 1. It is printed on 
the top of a commercially available 3.2 mm thin FR-4 
dielectric substrate having relative permittivity εr = 4.4, and 
loss tangent ��� � = 0.02. The other side of the substrate is 
terminated with the ground. A thin copper film with 
conductivity σ = 5.8 x 107 S/m and thickness t = 0.035 mm is 
used as the metallic layer for both top FSS and ground. The 
analysis of the unitcell has been carried out by a Finite 
Element Method (FEM) based EM solver ANSYS HFSS. 
Master-slave periodic boundary conditions were applied along 
the x-y plane and the incident wave along the z-direction. The 
performance of the unitcell is optimised and its dimensions 
are: p = 9.4 mm, r = 4 mm, w = 0.4 mm,  and g = 0.5 mm. 
Here, p is the periodicity of the unit-cell, r is the radius of the 
ring, w is the width of the ring, g is the width of the two similar 
gaps, as shown in Fig. 1.  

III. RESULTS AND DISCUSSIONS 

 Consider, a y-polarized EM wave incident on the 

metasurface. The co-pol reflectance (��� = |	

�|������⃗ /|	�

�|������⃗ ), and 

cross-pol reflectance (��� = |	
�|������⃗ /|	�
�|������⃗ ) are defined. Here, 	����⃗  

and 	
����⃗  represents the electric field intensities of the incident 
and reflected waves. The efficiency of the linear to cross (y to 
x) conversion mechanism is determined by Polarization 
Conversion Ratio (PCR), and is defined as ��� = ���

� /(���
� +

���
� ). The simulated ���  and ��� are shown in Fig. 2, PCR and 

ECR in Fig. 3.  From Fig. 2, it seems that there are a total of 
five co-pol reflection dips with near 0 dB cross-pol reflection 
coefficient. At these resonances, the perfect y-x conversion 
would be done, as shown in Fig. 3. At frequencies 4.5 GHz, 
7.6 GHz, 10.1 GHz, 15.5 GHz, and 16.3 GHz the observed 
PCRs are 97.27%, 99.79%, 99.84%, 99.3% and 99.27%, 
respectively. The PCR is greater than 90% for two wide bands 
from 7.11-10.75 GHz (3.64 GHz bandwidth), and 14.94-16.93 
GHz (1.99 GHz bandwidth). The denominator part of PCR is 
defined as Energy Conversion Ratio (ECR), 	�� = ���

� +
���

� , which illustrates energy loss experienced by the wave in 

the process of polarization conversion (major contribution is 
due to the dielectric losses and metallic losses). From the 
response in Fig. 3, ECR is almost 90% up to 14 GHz, and then 
it approaches 60 % at 18 GHz. The PCR is nearly 50% in two 
wide bands (5-7 GHz and 11-13 GHz range), which means 
that  50% of energy only is converted into its orthogonal 
direction.  
 In the next section, the azimuth angle (�) is calculated 
from the expression given  

                    � = ����� �|	
�|������⃗ /|	

�|������⃗ �                          (1) 

   

 

Fig. 2. Co-pol and Cross-pol reflectance of the proposed converter. 

 

Fig. 3.  PCR and ECR response of the proposed converter. 

 

Fig. 4.  Azimuth angle of the proposed converter. 

 
The simulated response of the azimuth angle is depicted in 
Fig. 4. Azimuth defines the angle made by reflected wave with 
major- axis.  From Fig. 4, at resonant peaks, the azimuth angle 
approaches 90°, illustrating the ideal orthogonal conversion of 
the reflected wave with respect to the incident wave. It is 
observed that the azimuth angle lies near to 45° ± 5°in three 
frequency bands, which corresponds to the circularly 
polarized reflection. The axial ratio has been calculated to  
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Fig. 5.  Axial ratio variation of the proposed converter. 

 

Fig. 6. Relative phase of reflected components. 

determine the strength of circular polarization, from the 
expression given in [20], as shown in Fig.5. The axial ratio is 
less than 3 dB for three frequency bands, i.e. 4.86-5 GHz, 
6.09-6.46 GHz, 11.83-14.03 GHz. At these band, the co-pol 
and cross-pol reflectances are equal and azimuth angle near to 
45° satisfying the conditions for circular polarization. 
However, from these, the polarity of the circularly polarized 
wave couldn't be justified. The relative phase between co-pol 
and cross-pol reflectance is determined [20], and its response 
is depicted in Fig. 6. Here, it is clear that from 11.83 GHz to 
13.03 GHz, ���� =  +90°  and from 13.03 GHz to 14.03 

GHz, ���� =  −270° (= +90°), which implies the reflected 

wave is Left Circularly Polarized (LCP) for the y-polarized 
incidence. 
 In this section, the variation in the performance of the 
proposed metasurface under different oblique incidences for 
Transverse Electric (TE) and Transverse Magnetic (TM) 
modes is analyzed, the PCR and Axial ratio variations for 
different angles are plotted, as shown in Fig. 7 and Fig. 8, 
respectively. From Fig. 7, it is observed that the proposed 
design is showing stable 90% PCR response up to 45° for both 
TE and TM incidences with the negligible bandwidth 
reduction. But it shows considerable disturbance in between 
the bands (circular polarization section) for both TE and TM. 
The dependence of the axial ratio for oblique TE incidence is 
studied, which depicts that the axial ratio is more sensitive 
with the incident angle (see Fig. 8). From the above response, 
this design is stable up to 45° for linear-cross conversion and 
up to 30° for linear-circular conversion. 

   

 

(a) 

 

(b) 

Fig. 7. Variation in the PCR under different oblique incidence (a) TE 
mode. (b). TM mode. 

 

 

Fig. 8.  Absorptivity response for different polarization angle under 
normal incidence. 

IV. SURFACE CURRENT DISTRIBUTIONS  

 The reason behind the wideband performance of reflective 
type polarization converter is illustrated in this section. For 
this purpose, the surface current patterns of the top FSS and 
ground at different frequencies are illustrated in Fig. 9. At 4.55 
GHz (see Fig. 9(a)), the surface current on the top FSS is 
concentrated at the middle of the larger arc, and it is anti-
parallel with the currents in ground plane (see Fig. 9(b)).  
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(a)  (b)  

  
(c)  (d)  

  
(e) (f) 

  
(g) (h) 

  
(i) (j) 

Fig. 9.  Surface current profile at top FSS (a) 4.55 GHz. (c). 7.6 GHz. (e). 
10.1 GHz. (g). 15.5 GHz. (i). 16.3 GHz; at Ground (b) 4.55 GHz. (d). 7.6 
GHz. (f). 10.1 GHz. (h). 15.5 GHz. (j). 16.3 GHz; 

 

These anti-parallel currents constitute a magnetic dipole 
resembling magnetic or dielectric resonance. The same 
explanation is applicable at different regions of the FSS for 
different frequencies, i.e. at 10.1 GHz, 15.5 GHz, 16.3 GHz.  
From the response at 15.5 GHz (see Fig. 9(h)), it seems clear 
that the surface currents in the ground plane are forming a 
circular-loop, which in turn generates the reflected circular 
polarized wave. This behaviour is observable since the 

 

Fig. 10.  Monostatic RCS analysis of the proposed design in comparison 
with PEC. 

 

Fig. 11.  Bistatic RCS analysis of the proposed design in comparison with 
PEC. 

resonant frequency 15.5 GHz is near to wideband 
performance of the circular response (see Fig. 3(a)). The 
current distribution at 7.6 GHz is exhibiting both electric and 
magnetic response, which means the currents at the lower left 
of the circular arc are parallel with ground currents. At the 
lower-right, these currents are anti-parallel with the ground. 
Multiple plasmonic resonances (both electric as well as 
magnetic) are responsible for the wideband polarization 
conversion phenomena.   

V. APPLICATION OF THE PROPOSED DESIGN FOR RADAR 

CROSS SECTION REDUCTION 

Radar Cross Section (RCS) of an object is the effective area 
that can be seen by the radar. Since the metallic conductors 
perfectly reflect all the incident EM energy, RCS is more for 
the metallic object.  Hence, the reduction of Radar Cross 
Section (RCS) from metallic targets is the main objective in 
military and defence applications. It can be reduced in many 
ways, but using planar polarizer reduces the design 
complexity and make it compact. An analysis has been 
carried out for proposed design at 10.1 GHz (radar frequency 
in X-band) to explain the RCS reduction ability of the 
proposed design. The monostatic and bistatic RCS of 4 x 4 
unit-cell array (with dimensions 37.6 mm x 37.6 mm) is 
compared with PEC, and the simulated results are shown in 
Fig. 10, and Fig. 11, respectively.  
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Table. I.  State-of-art-performance comparison table. 

Reference 
Centre 

frequency 
(GHz) 

Conversion 
involved 

FBW (%) 

[12] 20.18 Linear-Cross 77% 

[21] 13.55 Linear-circular 30.3% 

[22] 

9.30 

 
Linear to cross 59.6% 

14.65 Linear to circular 13% 

This 

work 

4.56 

Linear to cross 

3.07% 

8.93 40.76% 

15.93 12.5% 

4.93 

Linear to circular 

2.83% 

6.27 5.9% 

12.93 17.01% 

 

From Fig. 10, it seems that monostatic RCS of the proposed 
converter is reduced by 2.3 dB in comparison with PEC at the 
incident angle θi =0° and ϕi = 0° (for the vertically polarized 
EM wave). The non-uniform RCS response due to the 
asymmetry of the unitcell. As the angle of incidence 
increases, the RCS of the proposed converter reduces with 
respect to PEC. Finally, the bistatic RCS study with respect 
to PEC has been carried out, as shown in Fig. 11. The 
performance of the proposed converter is compared with the 
recently reported designs in the literature, listed in Table I. 
To the best of author's knowledge, the proposed design can 
fit into the current state-of-the-art table. 

VI. CONCLUSION 

In this article, wideband and high-efficiency reflective type 
polarization converter based on metasurface is demonstrated, 
which converts the linearly polarized EM wave to its 
orthogonal, and circularly polarized reflected wave in 
different frequency bands.  A simple dual-cut circular split 
ring printed on 3.2 mm FR-4 grounded dielectric substrate is 
used. Fabrication of the proposed metasurface will be done 
using a traditional printed circuit board (PCB) technology. 
The compactness of this design, low-profile nature, multi-
polarization conversion in different frequency bands makes 
this device to be used many real-time applications where both 
linear-cross and linear-circular conversion are needed in 
various bands.  
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Abstract: Identity-bearing digital money (e.g. BitMint) can 
be paid in a private transaction between payor and payee 
without reliance on network authentication. The payee must 
trust that the paid digital coin is bona fide. Presenting a hard 
wallet (HW) to generate the required trust. Payment issued 
from the HW can be taken in by a second hard wallet, which 
will further pay to a third hard wallet, creating a payment 
ecology of digital money for long periods without the 
benefit of a communication network. Payment may be 
tethered to eventual terms of redemption. The hard wallet 
may be personalized -- fitted with ownership security 
capability. The HW may be engineered in conjunction with 
a smart phone, so people can use a single device as a phone 
and as an off-line wallet.  

 

I. INTRODUCTION 
Both legacy money and peer-to-peer digital money are 
network dependent. A transaction occurs between a payor 
and a payee, authenticated by a network authentication 
agent. When the network is absent, or seriously jammed, 
payment stops. Since payment flow is the blood flow of the 
body of society, it is important to insure uninterrupted 
payment regardless of the availability of a communication 
network serving as a payment authentication agent.  

In a tight trust-bearing community such payment can be 
carried out on the basis of the prevailing trust among 
members of the community. Trust may be extended via 
insurance, but a robust payment regimen must allow two 
strangers to pass money to each other in a trustworthy 
manner.  

The idea raised here to enable such a network-absent 
transaction is anchored on the notion of the Hybrid Coin [1].  
The idea is a physical device that upon inspection by the 
payee, it generates trust. This physical appearance based 
trust is the traditional mode of payment for thousands of 
years before digital money. Payees rubbed banknotes, 
checked them up towards the sun; coins were bitten to assert 
their metal constituency, and gold was tested to withstand 
acids. The hybrid coin, though, is a holder of digital money, 
denominated as a fixed some inscribed on the surface of a 

physical device, where by passing it, payment is done. The 
physical integrity of the coin is the basis of its projected 
trust. The payee could hold the hybrid coin, or passing it 
further, or they could crack the shell of the coin, take out the 
electronic device with the digital bits on it, and incorporate 
these bits in a digital money environment.    

This hybrid coin 
solution may be 
upgraded by building 
a device that is 
upgraded to a wallet. 
Namely a physical 
device that would 
contain a certain 
amount of digital money, X, and would pay an amount Y 
which ranges from some minimum amount to X: 0 < Y ≤ X. 
Upon examination of the wallet, to be regarded as "hard 
wallet" (HW), the payee will trust the digital money passed 
to them from the wallet.  

In its basic mode, the HW is 
one-way. It pays out pre-
installed money, but it cannot 
be reloaded. In the advanced 
mode the HW will operate 
two-ways. The idea: if a 
nominal payee can trust money 
dispensed from a HW, then a 
second HW will also so trust. 
So it is sufficient for a payee 
HW to confirm that the source 
of the money bits is another trusted HW, for the payee HW 
to trust those money bits, and therefore use them as 
payment, much as the pre-loaded bits are used for payment. 
In other words, the two-ways payment mode is based not 
only the singular trust of the one-way paying HW, but on 
the combined trust of all the participating HW where the 
money was flowing in that off-line mode.  

So in summary, the digital money stored in the HW will be 
either (i) placed in the HW by the wallet manufacturer, or 
(ii) passed to the wallet from another qualified hard wallet.  
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The community-trust HW payment option leads to a 
gathering of mutually mistrustful parties, each holding a 
HW, allowing for any which way payment to support 
normal societal activity, and all that through periods that 
may be quite extended when for whatever reason the 
Internet is not readily available. This off-line payment mode 
is the missing ingredient on the road for worldwide adoption 
of digital money in the framework of national fiat 
currencies.  

Since a wallet is an essential take-along device, and so is the 
phone, then it makes great sense to engineer them jointly. 
This option is addressed herein.  

Ahead we describe (i) architecture, (ii) dynamics, (iii) 
construction, then discuss tethering, loyalty money 
application, a Hard Phone Wallet.  

II. HARDWARE INTEGRITY TECHNOLOGY OPTIONS 
This proposition has two elements: innovative technology to 
secure physical integrity, and innovative applications to use 
such technology. The two elements may be regarded in 
separation. So while the description of the applications 
regards particular hardware integrity technology, it can be 
exercised with different technologies.  

Here below we survey the technologies considered for 
hardware integrity. We distinguish between (i) hybrid coin 
technology, [1] (ii) tamper-resistant technology [2], and (iii) 
"Rock of randomness” technology [3] Their cost is different, 
their efficacies are different, and one should match the 
technology to the application, to the denomination of the 
coin, and to the risk environment. 

III. HW ECOLOGY 
HW payment is seen on one hand as a replacement for 
customary cash payment, and on the other hand as a 
payment continuity solution for periods (which may be 
extended) when no network connection is available at the 
required level.  

Much as in the original days of paper money when it was a 
claim check against gold, so the HW paid digital money is 
regarded as a claim check against the more common, more 
historic form of money. Cash payment was traditionally 
anonymous payment. So it is, or may be, if so designed, for 
the HW payment. The payee may not care who the payor is, 
he only cares that the money paid is bona fide, in other 
words, is redeemable for more legacy cash.  

For OW HW (One Way Hard Wallet) the cash payment is 
terminal, when all the wallets are empty. there is no more 
activity. But with TW-HW (Two Ways Hard Wallet)  the 
trade can go on forever, as long as the traders have 
confidence that the transacted digital money is eventually 
redeemable at par value. It is important to note that HW 
payment is well fitted into a global digital money ecology, 
in particular money that bears identity.  

The ecology where HW payment is happening depends on 
the money used. If used for generic fiat national currency, 

then the range of payment is world wide, in the most general 
sense, and in that case HW payment is very much like cash.  

If used for tethered money then the tethering features may 
restrict the trading community. Say only members of a club 
or of a given community can redeem the money, and then 
the payees will be limited de facto to this community. If the 
HW paid money is tethered to be redeemed only by grocery 
stores, then the payees will be restricted to those who wish 
to use the money for groceries. [5]. 

Tethering may impose complicated and abstract restrictions. 
[5] If the HW paid money is only redeemable after a certain 
future date then, the trade is limited to people who can forgo 
redeeming the money in the present. If the money is 
redeemed upon the occurrence of certain future conditions, 
then the trade is limited to risk taking investors.  

 

IV. ONE-WAY HARD WALLET (OW-HW) 
A one-way hard wallet (OW-HW) is a physical device pre-
loaded with a sum of digital money, X, equipped with a 
mechanism to pay off successive amount Y1, Y2, .... Yn 
where:  

Yi ≤ X - Σ Yj for j=1,2,..(i-1) 

for i = 1,2,...n.  

The payment can be carried out through any means used to 
transfer digital money. The payor is the HW, but the payee 
may be any device, or facility fitted to accept bit-wise 
money.  

The payee will be given the opportunity to examine the HW, 
be satisfied of its bona-fide, and accept the passed bits as 
due payment. Eventually the paid digital money will be 
submitted for redemption at the redemption center. If it turns 
out that the bits do not represent good money then, the payor 
will be subject to criminal investigation like any money 
counterfeiter.  

The OW-HW cannot be reloaded. Once all its pre-loaded 
money is exhausted the HW can make no more payments.  

A. Architecture (OWHW) 
The OWHW system is a configuration of the following 
items:  

 1. The HW capsule 2. Authentication Pad (optional) 3. 
Payee device  

The HW capsule is comprised of:  

 1. HW Shell 2. Internal Electronics (data storage, 
processor) 3. Payment Ports 4. Human-Machine Interface 
(HMI) 5. Battery Pocket, standard battery, or recharge port. 
6. Ownership Security features (optional)  

The HW operation relies on the integrity of the shell, and 
the trust it generates. Such trust may be based on physical 
examination, as the case is with the hybrid coin, or it may be 
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based on a sophisticated test of integrity and validity 
conducted by the authentication pad, on which the HW 
wallet is laid  (or which is fitted into the HW).  The 
connection between the HW and the payee device may be 
physical or through any short range electromagnetic 
communication (e.g. NFC, Bluetooth, WiFi). Alternatively 
it may be carried out through screen picture (QR or 
barcode). The HW will erase the paid digital coin from its 
memory to prevent any possibility of double payment. The 
money is kept in permanent (e.g. flash) memory so it retains 
its value even if the battery is removed.  

The HW may include any of the tamper resistance measures 
mentioned in  ref [2] or others. However, by erasing the 
money bits that are paid out, any physical compromise of 
the HW will not enable double payment. 

The shell is fitted with a human machine facilitation 
(Human Machine Interface) where the owner of the wallet 
may both read the digital content of the wallet, as well as 
any relevant information, and at the same time, the owner 
can tell the wallet to pay any amount available in its 
memory, and otherwise communicate with the HW. 

The wallet, optionally can be fitted with ownership security 
features designed to insure that the wallet will only be used 
as a payment source by its rightful owner.  

B. Payment Dynamics (OWHW) 
We consider a payor holding a OW-HW and a payee 
holding a payment accepting device, geared for digital 
money. The two parties agreed on a sum Y to be paid from 
the payor to the payee. They decide to exercise the payment 
off-line.  

The payor will pull out the HW and present it to the payee. 
If the sums are sufficiently small, then the payee, upon 
cursory physical examination of the wallet will agree to 
consider payment from it, as bona fide. The payor will show 
on the HMI screen that the wallet contains  money in the 
amount X ≥ Y, and so it may serve as a bona fide source of 
payment.  In other modes the payor does not have to expose 
the value of Y. The payee will check to see if they got the 
expected amount Y, once it has been transferred to them. 

If the HW is fitted with anti-theft ownership security 
features, then the rightful owner will activate these features, 
to activate the HW. If the HW holder fails to satisfy the 
ownership security features, then the HW does not dispense 
money.  

Next the payee will use the HMI interface to set up the 
payment action. The payee device will be set up to receive 
the money and OK to the payor that the payee device is set, 
then the payor will click the pay button on the HMI, and the 
wallet will dispense  the indicated sums through the chosen 
communication channel to the payee device.  

The payee will find out from their device that the money has 
been paid, report this to the payor, and the payor will so 
indicate on the HMI, and in response the electronics inside 

the HW will erase the bits corresponding to the paid 
amount. Alternatively the money bits can be erased as soon 
as they are communicated outside the HW. 

In the event that the sums involved are large or otherwise 
the payee is not comfortable accepting the risk of physical 
examination of the wallet as described, then the payment 
will require a technology based authenticity test. Upon its 
satisfactory execution the transaction will be carried out.  

In the case where the wallet is fitted with ownership 
validation means, then they would have to be activated and 
allow the wallet owner to operate.  

This nominal payment dynamics may be extended to 
automatic payment.  

It is very important for the HW to erase paid money bits 
(payload). This will de-motivate anyone from cracking the 
HW and double spending the money in it. In most protocols 
the paying HW will wait for the recipient device to OK the 
reception of the money, but such may be skipped, for certain 
versions of the protocol. A recipient device may fail to OK 
receipt of money, or the transferred money bits will be taken 
in by a device that is not a wallet. In that case the device 
may register the sent over bits but will be unable to process 
them and verify that those bits constitute a valid digital coin 
according to the protocol of the mint of that coin. In 
BitMint, for example, the digital coin has a well-defined 
structure and a distinction between meta data and payload 
data, and every wallet software will recognize a BitMint 
coin for what it is. However, a bit recipient which is not a 
wallet will not be able to recognize the coin for what it is, 
and hence will not be able to OK the payment to the payor 
HW. The payor HW will nonetheless erase the paid bits to 
absolutely prevent double spending.  

C. Automatic Payment 
The OW HW may be fitted to dispense money 
automatically. A payment management software will dictate 
successive amounts Y1, Y2, ..... to be paid per controlling 
events. Such events may be a simple passage of a time 
interval, like in paying for parking or for time measured 
services, or they may be specified events that the payee is 
undergoing or the environment is undergoing. The idea here 
is that the payments are carried out fast over an established 
channel.   In some application payment may be effected 
through just erasing of money bits without passing them out 
to anyone. 

In a nominal mode payor and payee will cooperate in a 
dialogue as discussed above, for any passage of money. In 
the automatic mode the dialogue will be established once, 
and then the money will flow as the events dictate. 

D. Payment Channel 
The actual payment dynamics will depend on the channel 
chosen to effect the coin delivery. We discuss: (i) hardware 
connection, (ii) Bluetooth, (iii) NFC, (iv) Camera-QR.  
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Hardware connection may be accomplished to standard 
USB and micro USB ports, or through specialized ports. It 
may be accomplished through direct touching or through 
connectivity pads on payor and the payee device, or it can 
be done via a connecting cord. The passage of the digital 
coin may follow any common relevant protocol. Same for 
the Bluetooth, the NFC and the camera readout. The 
industry developed standard communication protocols for 
each mode. 

E. Construction (OWHW) 
We discuss construction of the OW HW elements:  

 1. The HW capsule 2. Authentication Pad (optional) 3. 
Payee device  

The hard wallet will accommodate all common means for 
passing bits, so all money handling computing devices can 
serve payees in this context. 

F. The HW Capsule 
The HW capsule is comprised of:  

 1. HW Shell 2. Internal Electronics (data storage, 
processor) 3. Payment Ports 4. Human-Machine Interface 
(HMI) 5. Battery Pocket, standard battery. 6.Ownership 
features (optional) .  

G. The Hard Wallet Shell 
The Hard Wallet Shell is the trust generating element in the 
hard wallet. Simple versions, use the Hybrid Coin 
technology [1], extending its use from a coin of fixed 
denomination to a wallet from which money can be paid in 
any amount up to the contents of the wallet. The idea being 
that any attempt to crack the shell will be noticed by the 
payee. In other words, the assumption is that it would be too 
difficult, too costly for a fraudster to either crack the wallet, 
or otherwise tamper with the content. The next level is the 
technology identified in [2], where any optional 
combination of light, pressure and internal composition of a 
gas, will erase the data upon tampering, and no payment can 
be made.  

The higher up mode is based on the rock of randomness 
technology identified in [3].  This technology is further 
innovated to establish high level of security and integrity ( 
and hence trust) for the wallet. 

H. Rock of Randomness Shell Technology 
One constructs the shell according to the technology 
identified in [3] namely as a randomness guided 3D printed 
combination of conductivity-variant elements. At one flat 
location on the shell (from the outside) a plate is fitted with t 
ports. Each port is the end of a highly conductive well-
insulated wire that is fitted inside the shell layer and ends at 
a random location inside that shell, where the wire is 
exposed (no insulation on the end point of the wire).   The 
wires may either be fitted as part of the 3D printing of the 
‘rock’ or threaded in after the rock is 3D printed.  The wire 
connects between a port on the surface of the shell, and a 
randomized location in the shell, where the wire terminates. 

So fitted one could randomly pick p < t ports and attach 
them to one pole of a battery, then combine other ports, one, 
or up to all the remaining q= t-p ports and attach the picked 
ports to the other pole of a battery, and thereby measure the 
effective resistance between these specified two groups of 
wire terminal points spread throughout the shell of the HW. 
The shell is identified with a unique ID affixed to it by the 
manufacturer. An authentication agent can compare the 
resistance reading from the shell to a reading of the same as 
registered in a ledger prepared by the manufacturer of the 
shell. If the two readings data agree, then there is a high 
likelihood that the measured shell is the shell that was 
manufactured and documented as to per its various 
conductivity readings from various combinations of ports. 
To increase the likelihood for a bona fide, non counterfeit 
shell, one would pick another combination of p' ports and a 
respective combination of q' where q’ is comprised of one 
port up to q’ = t- p' ports, and compare again the actual 
reading of the shell to the recorded  matching reading issued 
by the manufacturer.   The manufacturer publishes the 
ledger while the Internet is on and working.  The HW and 
any other computing devices, like the authenticators, all 
download the master file, the ledger published by the 
manufacturer, and this copy of the ledger they use it to  
confirm HW (shell) identity in periods without a functioning 
Internet. 

To exercise this test one uses an authentication device 
(authentication pad). It also stores a copy of the 
manufacturer database (ledger)which features assorted 
conductivity readings of each of the shells manufactured by 
the manufacturer. Owing to this pre-stored database, the pad 
can compare the reading done over a given shell to the 
readings stored in tis memory and if they check out, to issue 
a statement of authentication.  

I. HW Internal Electronics 
Inside the shell there is (i) a permanent bit storage device, 
e.g. flash memory, and (ii) a processor. The memory holds 
the money bits, and auxiliary data. The processor has 
read/write access to the memory element, and it has access 
to the ports of payments through which the money bits flow 
to the recipient. The processor also is communicating with 
the HMI interface to (a) report to the wallet operator, and (b) 
accept payment instructions  and other instructions from 
them. If Ownership security elements are installed, the 
processor connects to them too, and will only operate if the 
security check if positive.  

V. HUMAN-MACHINE INTERFACE 
The Human Machine interface (HMI) element will be 
following the common practice of smart phones, where the 
screen is used both as mode of data entry and mode of data 
display. Used for the wallet operator to give payment 
instructions or other instructions, and used for the wallet to 
report the amount of money available at any moment in the 
wallet, as well inform the operator on any related aspects. In 
particular, if the money in the wallet is tethered and the 
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request for payment does not satisfy the term of payments.   
The wallet will keep track of  its activity.  How much 
money was paid when, and if known, to whom.  Using the 
BitMint money protocol, the HW will retain the capsule of 
the coin, namely the coin metadata (while the payload, the 
actual money bits are erased once paid). 

VI. AUTHENTICATION PAD (OPTIONAL) 
The authentication pad applies for shells based on the 'rock 
of randomness' technology. These shells will have a tablet 
displaying an array of contact points (conductivity 
measuring ports), where each port is the end of an insulated 
conductivity wire, which terminates somewhere inside the 
'rock material' of the shell. The tablets with the n contact 
points is fitted over the authentication pad which is fitted 
with a matching array of electrical terminal points.  

The tablet on the shell also includes an ID terminal, 
identifying electronically the identity of the particular shell. 
The tablet on the pad has a matching reader terminal to read 
the ID of the shell.  

There are there types of authentication pads:  

 1.  online authentication pad 2.  off-line authentication pad 
3.  on-and-off line authentication pad  

The online pad has an online link to the HW manufacturer 
database. Based on the pad reading the shell ID, it queries 
that manufacturer database to receive a conductivity reading 
based on some chosen combination of p conductivity port ( 
out of the array of n) to be assigned to one electrical pole, 
and the combination of the remaining q (where q comprises 
1 port up to q = n – p ports) conductivity points  (ports), 
grouped into the opposite pole. The authentication pad will 
then measure the conductivity of the shell with the same 
pole (electrode) grouping. If the result is a match then the 
shell is declared authentic. The pad will have an authenticity 
indicator to light up to communicate this conclusion. This 
indicator can be in a form of a light -- green for Ok, red for 
not-OK: fraud suspected.  

The off-line pad will have to be pre-loaded with the 
manufacturer database (ledger) where the full set of wallets 
that have a chance to be engaged at that location, is 
identified, each with its own ID and a series of conductivity 
measurements based on some particular grouping of the n 
conductivity ports. Reading the ID of the wallet submitted 
for authentication, the authentication pad will query the 
downloaded database for conductivity data for that ID, and 
again compare the stored results to actual measurement of 
the wallet submitted for authentication. The report likewise, 
will be submitted via the authentication indicator. If the ID 
of the submitted wallet is not found in the downloaded 
database, the pad will indicate: "cannot authenticate the 
submitted wallet".  

The on and off line pad, will operate online if online 
connectivity is available, and will resort to off line mode 
otherwise.  

VII. OW-HW SECURITY 
OW-HW security may be viewed from (i) the payee stand 
point, and (ii) from the HW owner stand point. The payee is 
only interested in the question of whether the money paid to 
it is bona fide. This assessment will be made by the payee 
based mainly on the sum paid and on the hardware security 
grade. Small daily amounts are a good risk to be taken from 
low level HW since the effort to forge such a wallet is 
greater than the transacted value. For higher sums, a higher 
degree of HW integrity will be required. The rock 
technology is considered sufficiently secure to guarantee the 
bona fide status of even millions of dollars HW paid.  

The security considerations of the HW owner are different. 
Since HW payment needs to be paid while exposing the 
wallet, the owner stands the risk of being robbed. The 
security answer to this risk is combined ownership 
verification features.  

We distinguish between (i) biometric security, (ii) PIN 
security, and (iii) ledger security.  

Biometric security is any biological signature of the owner. 
E.g. finger prints, facial recognition, iris, palm, etc. There 
can be a few of them in either "OR" or in "AND" mode.  

The PIN security is based on entering a secret PIN. The PIN 
can be a fixed string of bits, or it can be dynamic. For 
example it can be time dependent: every day it changes, and 
the owner needs to memorize the new PIN every day, based 
on applying a secret app on his phone or computer.  

Ledger security is based on the HW ledger identifying not 
only the conductivity readings (in the Rock technology) but 
also the owner of the HW. The payee will then ask the HW 
holder to identify himself per the indication on the ledger.  

Any combination of these features is acceptable.  

The selected security features will be built into the shell of 
the HW.  

The HW is programmed to erase the money bits after paying 
them, so that any one who cracks the shell will not be able 
to make a double payment from money that was already 
paid. In the BitMint format the HW may keep the coin 
'capsule' for any paid digital coin. The capsule is the full 
meta data of the coin, in fact, all the data of the coin except 
the payload. This way the HW keeps a full record of its 
payments over time, but keeps no copy of money that was 
paid once, denying a shell breaker the opportunity to profit 
from double payment, and hence deny him the incentive to 
crack the HW shell in the first place.  

Biometric data of the owner may be entered once, when the 
owner first receives the hard wallet. That data is then kept 
inside the HW and cannot be changed, to enhance security.  

VIII. TWO WAYS HARD WALLET (TW-HW) 
In the one-way HW mode, the wallet cannot be recharged. 
Its content is drained until it is empty. It would be much 
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more viable to exploit the deep trust engendered by the hard 
wallet to practice a two-ways transaction mode.  

In the one-way mode the recipient, without a HW will trust 
the money bits passed to them from a one-way HW on the 
basis of trusting the physical hard wallet. But these bits once 
held outside a hard wallet, cannot be simply paid to a 
stranger under conditions of no-network. BitMint developed 
means for off-line payments that involved cryptographic 
trust mechanism, but they are involved, and require payor 
and payee to come from the same trading environment 
where these means are accepted and recognized. They also 
operate for a limited period of time. When it comes to a 
general transaction between complete strangers, the payee is 
worried about (i) the authenticity of the passed digital coin 
and about (ii) whether some double spending is involved. 
This apprehension is calmed down when the payor is a HW, 
but when the payee of a OW-HW tries to use the money 
given to it, for its own payment, then the new (2nd) payee 
re-emerges with the above mentioned apprehension because 
the paid money is not secured in a HW. This means that in a 
trading community, once the money stored in a set of OW-
HW is paid out, then no more ready payment under no-
communication regime can take place. Say then that a OW-
HW runs its course when all wallets are empty, and if the 
network is not back by then -- trade stops.  

This terminal status of OW-HW is a fundamental issue. The 
two-way mode is designed to resolve it. A two-way HW is 
built much as a OW-HW is built only that it allows for re-
loading. This re-loading will be allowed only if the 
incoming money will enjoy the same security projected on 
outflowing money. This equivalence of security can be 
achieved by limiting the source of the incoming money to be 
an equally secure HW wallet. In other words, if the rock 
technology is good enough to convince a stray payee that 
the money that is coming out of a HW is bona fide then it is 
also good enough for a HW to accept such money coming 
directly from a similar HW unit.  

All that is needed is for the payee HW ( the reloaded unit) to 
make sure that the source of the inflowing money bits is no 
other than a similarly secure HW. To achieve this 
confidence by the payee HW, it would be necessary for the 
payee HW to ascertain the HW status of the payor. This can 
be done either (i) directly, or (ii) indirectly -- using an 
authentication pad.  

A. Direct HW2HW Authentication 
The two involved HW will be physically connected via an 
array of s electronic ports. n < s of these ports will be the 
rock conductivity ports, and the remaining m = s-n will be 
used to transfer money and data.  

In one design out of many, the connection will be facilitated 
via a connection pad fitted on the back of each TW-HW. 
The two HW will be placed back to back. The following 
will happen:  

1. The payor HW will send the payee HW (i) the ID of the 
payor HW, and the amount of money it wishes to pay. This 
information can also be passed via Bluetooth or other 
means.  

2. The payee HW will consult its built-in, previously loaded 
(or real time loaded, if the network is operational) ledger of 
ID data, and pull out of it, conductivity data with respect to 
the identified payor ID. The payee HW will pull first one 
recorded resistance, (conductivity) measurement, R(p,q), 
where R is the measurement per a particular selection of p 
conductivity ports and q conductivity ports, where p+q ≤ n 
the full range of conductivity ports. The TW HW will have 
the built in circuitry to conduct a live measurement of the 
conductivity reading per the identified p and q ports off the 
payor HW. If the readings don't match -- the dialogue is 
terminated. If the readings match then the payee HW is 
developing confidence that the device attached to it, ready to 
make a payment, is indeed the HW it claims to be. The 
payee HW then signals to the payor HW: 'exercise 
payment!'.  

3. The payor HW will then send the money bits and any 
related information per the particular protocols. These bits 
and information will flow through the m ports on the pad.  

4. For the payor's HW, this payment is no different than 
payment to any payee device. But for the payee HW, this 
incoming money is now added to the sums previously stored 
in the payee HW, only that a record is kept of the ID source 
of that money (along with timing, and perhaps location 
information – of GPS data is available). 

The just added money is now imbued with full trust because 
the payor HW was duly authenticated. That means these 
money bits can be paid out with the same reliance and 
confidence as the pre-stored moneys. Optionally the data 
regarding the chain of holding HW devices may be kept.  

Note that for this direct mode to work the HW will have to 
house the HW resistance readings ledger. Also note that the 
authentication protocol may call for two or more different 
resistance readings with different combinations of p and q 
ports.  

B. TW-HW Security 
Security for TW-HW follows the logic and the features, of 
the OW option. In addition the TW version has a 
verification and authentication pad to allow a 2nd HW to 
verify and authenticate a payor hard wallet,  (1st HW),  and 
also allow a third HW to verify and authenticate the 2nd hard 
wallet, and so on. If an intermediate security pad is used it 
will also be rock-of-randomness protected. So each hard 
wallet will trust the other HW through trusting the 
authentication pad.  

IX. HARD TETHERED WALLET (HTW) 
Both the one-way and the two-ways modes for hard wallet 
operate in the basic mode on untethered money. Namely the 
owner of the money in the wallet can pay to anyone, 
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anytime, for any reason, like any money owner. This 
technology can also be used to handle tethered money, 
namely money that can be paid only subject to pre-set 
restrictions.  

The payment restrictions (the money tethering) will be 
inscribed in the wallet to insure that any payment is carried 
out in compliance of the pre set restrictions. (The money 
will not be eventually redeemed if the tethering terms have 
not been complied with).   Nominally tethered digital money 
is controlled through its redemption process, where the 
redeemer will only redeem a submitted digital coin, if it 
satisfies the tethering terms. However the hard wallet is 
designed to work in conditions where the network and hence 
the redeemer are not accessible, and therefore the 
enforcement of the tethering is left to the hard wallet.   That 
means that the payor HW will dispense of the money only if 
the payee HW has supplied proof or indication that it is 
wallet eligible to receive the tethered money.   This will 
require an additional dialogue between the payor and the 
payee HW. 

Loyalty Money: Merchants could choose the HW 
technology to dispense their store loyalty money.  The HW 
can be given anonymously, and it can be given to customers 
to auto-pay.  The HW may be latched to a payment pad on a 
'wall' where the money will be quickly paid without any 
need for online authentication which may slow things down.    
This "pay into the wall" idea can be used for after hours 
purchases from a side wall exposed to the public.  Payment 
will allow a cell door to open and for the merchandise to be 
picked up.  

Crowd Movement Payments: The HW may be used by a 
flow of people going into a train station or alike.  They will 
attach the HW to a payment pad on a wall and pay cash like 
in great speed. 

X. HARD PHONE WALLET (HPW) 
The hard wallet may be combined with a smart phone to 
construct a unit that is both a smart phone and a hard wallet. 
This will spare users the need to hold and take along two 
items. The Hard Phone Wallet (HPW) will function as both 
a phone and a wallet. The rich phone interface will serve the 
wallet for all transactions. The integrity of the physical unit 
will generate the necessary trust to spur back and forth 
payments.  

An HPW may be constructed using the Hybrid coin shell 
technology, for small amounts of money. But it can be 
constructed with 'rock' technology to turn the phone into full 
fledged secure banks. The HPW may be built in (i) the 
inclusive mode and in (ii) the latched mode. In the former 
case the secure shell will engulf everything except the 
display and communication screen. In the latter case the 
wallet will be the shell-secured unit, latched permanently or 
not, to the phone back to back. The wallet and the phone 
will be communicating with each other through a 
communication pad fitted with communication ports. That 

way the screen of the phone can be used to communicate 
with the wallet.  

The HPW will have its own authentication pad built in, as 
described in the TW-HW, so that one HPW can securely 
pay to another HPW, and a full ecology of payment can be 
practiced, all the while without the benefit of a 
communication network.  

XI. COMPARATIVE DISCUSSION 
The issue known as TEE (Trusted Execution Environment) 
is addressed by major manufacturers like Intel’s SGX [5]. 
Smart phones use SIM cards and ARM to create "Trust 
Zones" [6]. A notch above is provided by Hardware Secure 
Modules (HSM) which claim tamper resistance at a rather 
high cost. Lately secure hardware for bitcoins were 
proposed [7] . Ideas to prevent double spending have 
attracted attention. E.g. Zcash [8]. Zcash is a complex 
implementation and not very versatile. It is generally agreed 
that a well motivated, well financed attacker can 
compromise the various ideas presented in the literature. So 
most solutions are practically limited to small sums. By 
contrast the BitMint Hard wallet presented here features 
hardware that is manufactured through quantum-grade 
randomness, and no known technology can reverse engineer 
the wallet from a given set of its measurements. And since 
the user can increase the number of measurements that 
characterize the hard wallet shell, the user is in control of 
how much security the hard wallet projects. For hard wallets 
containing large sums of money the security will be 
properly upgraded. Since the software in the hard wallet 
erases any paid bits, then there is no incentive for an 
attacker to break the hard wallet shell. In summary it 
appears that the proposed BitMint hard wallet is a viable 
solution for the challenge of sustained off line payment of 
digital coins. 
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Abstract- In this work, we discuss about the design of a 
pyramidal horn antenna with high gain and reduced 
side lobes partially covering the C band and the X band 
of operation. The waveguide width (a), waveguide 
height (b), flare width (A), flare height (B) and flare 
length of the pyramidal antenna have been optimized. 
These dimensions determine the required 
characteristics such as S11, gain, radiation pattern of 
the antenna. The optimized antenna shows decent gain 
of approximately 12.2 dB over operating range while 
having a bandwidth of 3 GHz centered at the frequency 
of 7.5 GHz (approximately 7 GHz to 10 GHz). Ansys 
HFSS has been used to design and simulate the antenna. 
Genetic Algorithm, Quasi-Newton method and Pattern 
search optimization techniques are comparatively 
utilized to optimize the antenna design. 
 
Keywords- Pyramidal horn antenna, HFSS, Genetic 
Algorithm, Quasi-Newton method, Pattern Search method 

 
1. INTRODUCTION 
 
Pyramidal horn antenna has huge application in the 
field of communication systems at UHF and 
microwave frequencies. The advantages of such 
antenna are that they have high gain and efficiency, 
the side lobes are suppressed to a very low level and 
that they can be used at very high frequencies[1]. In 
this paper, we have demonstrated a design of 
pyramidal horn antenna at 7.5 GHz frequency in 
HFSS simulation software and optimized it using 
three optimization techniques. Optimization 
techniques used are Genetic Algorithm, Quasi-
Newton method, Pattern search techniques. We have 
analyzed a comparative study of gain and return loss 
for these three techniques. Using these optimization 
techniques, we basically optimized five parameters of 
a horn antenna. They are such as waveguide width 
(a), waveguide height (b), flare width (A), flare 
height (B) and horn length. 
 
 
 

2. RESEARCH METHODOLOGY 
A. Genetic Algorithm 
Genetic algorithm is a special type of optimization 
technique where evolution of solution is 
observedsuch as competition, fitness based selection, 
recombination such as cross over and mutation in 
each generation and if required, more generations is 
added to get the best solution [2]. Each solution has a 
set of properties (its gain or S11) which can be 
mutated and altered.The evolution usually starts from 
a number of randomly generated parameters, which is 
an iterative process and these parameters in each 
iteration is called a generation[3]. In each generation, 
the solutions are compared among each other and the 
best solution is selected. Commonly, the algorithm 
stopsif a particular number of generations have been 
created or a satisfactory solutionis achieved for the 
population. 

 
Fig. 1 Design of Pyramidal Horn Antenna using Ansoft HFSS 

 
In present case, Genetic algorithm was given a 
population size of 30 and allowed to evolve for 100 
generations. The calls to the fitness evaluator 
constitute the majority of the runtime of the 
algorithm. Approximately the same runtime for both 
algorithms is indicated with equal number of calls to 
the fitness evaluator. Various parameters of 
optimization process are shown in the Table below. 
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Table 1. Different parameters in Genetic 
Algorithm 
 

Maximum number of 
generations: 100 

Elapsed time 1 hour 
Number of Individuals in Parent 

Population 30 (Roulette selection) 

Number of Individuals in 
Children Population 30 

Parento Front Number of 
Survivors 10 

Number of Individuals in Next 
Generation 30 (Roulette selection) 

 
 

B. Quasi Newton Method 
Quasi-Newton methods are used to find the 
maximum and minimum values in a function. 
Newton's method requires the Jacobian to find 
minimum value and the Hessian for finding 
maximum value. If Jacobian or Hessian can’t be 
used, the best alternative method is Quasi-Newton 
method [4]. 
Quasi-Newton methods are a special kind of variable-
metric methods based on Newton's method to find the 
minima of a nonlinear function. To search the 
minimum value Newton's method uses the first and 
second derivatives and for maximum value it uses the 
gradient and the Hessian matrix of second derivatives 
of the function. This method is used to reduce the 
computation cost and complexity of the Newton 
method.  
 

C. Pattern Search Method 
Pattern search method is a type of numerical 
optimization methods.It is used on functions that are 
not continuous or differentiable and does not require 
any gradient to optimize [5]. This method is also used 
to optimize the design of the antenna and to get a 
desirable gain and S11. The parameter values are 
shown in Table 2. 
 
3. RESULTS AND OBSERVATIONS 

The initial measurements and measurements of 
different dimensions of horn antenna after 
optimization have been given below in the Table 2. 
 
 
 

Table 2.Measurement of the parameters of horn 
antenna using three different optimization 
techniques 

 

A comparative reading of Gain and S11 in different 
optimization techniques at 7.5 GHz frequencies are 
shown in below Table 3. 

Table 3. Determination of gain and S11 using three 
different optimization techniques. 

Algorithm Gain(dB) S11(dB) 
Genetic Algorithm 12.11176 -28.0296 

Quasi Newton 
method 

12.21178 -28.4244 

Pattern Search 12.23156 -30.0908 

 
The radiation pattern has been generated in Genetic 
algorithm is shown in Fig. 1. 

 

 
Fig. 2 Radiation pattern after optimizing with Genetic algorithm 

Name
Original 

Dimension
 (in) 

Genetic 
Algorithm 

 (in) 

Quasi Newton 
(in) 

Pattern 
Search 

(in) 

a 1.13 1.63530487990 1.63530314960 1.69180314960

b 0.5 0.60189367351 0.60189370078 0.70189370078

Flare 
A 

2.25 
2.18878368480 

2.18878346456 2.18878346456

Flare B 1.75 1.75616855372 1.75616929133 1.75616929133

Horn 
length

3.75 3.95502716147 3.95503937007 3.76753937007
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Fig. 3 Comparative study of gain generated in three different 
optimizing techniques. 

 
Fig. 4 Comparative study of S11 generated in three different 
optimizing techniques. 

4. CONCLUSION 
A comparative study of S11 and gain using different 
optimization techniques has been reported in this 
paper. The main purpose of this paper is to design a 
Pyramidal Horn Antenna at 7.5 GHz using HFSS 
software. We have simulated three different 
optimization techniques such as Genetic Algorithm, 
Quasi-Newton method and Pattern search to optimize 
the antenna design. We have optimized Waveguide 
width (a), waveguide height (b), flare width (A), flare 
height (B) and horn length of the pyramidal antenna 
using these three optimization technique. In Pattern 
search optimization technique gain is almost flat 
about the centre frequency while in case of genetic 
algorithm and Quasi Newton method it steadily 
increases and varies in sinusoidal manner. On the 
other hand, we find that the geometry optimized with 
Pattern search has minimum return loss near the 
centre frequency as compared with other algorithms. 
It can thus be concluded that Pattern search is the 
most preferred optimization technique among these 
three for designing an optimal horn antenna. The 
final design shows good performance parameters in 
terms of gain and bandwidth. 
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Abstract—Conventional particle swarm optimization and 

random drift particle swarm optimization algorithms are 

applied to the optimal design of a collinear dipole antenna 

array. The random drift particle swam optimization algorithm 

is tuned for its best performance by properly choosing the 

control parameter and it showed a faster convergence rate 

compared to the conventional particle swarm optimization 

algorithm.  The optimal array designed using the conventional 

particle swarm optimization algorithm has a beam width of 9 

degrees between 1st nulls and maximum side lobe level of -24.17 

dB whereas the array designed using the random drift particle 

swarm optimization algorithm has a beam width of 10 degrees 

between 1st nulls and maximum side lobe level of -27.46 dB.  

Keywords—random drift, particle swarm optimization. 

I. INTRODUCTION 

Particle Swarm Optimization (PSO) and its improved 
versions are a popular choice among antenna engineers for 
optimizing their designs to suit multiple objectives for 
various applications. Extensive application of the PSO 
algorithm to electromagnetics was initially reported in [1]. 
Since then, various improved PSO algorithms have been 
proposed for better performance in antenna and array design 
problems [2]-[4]. Improved and different versions of 
evolutionary optimization algorithms have been applied to 
different antenna array synthesis in the recent past [5]-[8]. 
Random Drift Particle Swarm Optimization (RDPSO) was 
analyzed in [9] and applied to power economic dispatch 
problem in [10]. A modified version of the RDPSO 
algorithm was successfully applied to target tracking 
problem in [11]. It appeared to be a very promising algorithm 
in the optimization of antenna arrays in [12] where   flat top 
pattern synthesis using RDPSO was reported by using a 
single run of the algorithm without any parameter tuning. In 
this paper, the suitability of the RDPSO algorithm with 
respect to the design of a collinear dipole antenna array 
design is reported and its statistical performance is compared 
with that of the conventional PSO algorithm. The RDPSO 
algorithm is tuned for optimal performance by suitable 
choice of control parameter.  

This paper is organized as follows. Section I provides the 
introduction to the paper. Section II gives an overview of the 
conventional PSO and RDPSO algorithms. Section III 

explains the optimization problem, associated cost function 
and numerical set-up for performing statistical study. Section 
IV explains the tuning of the RDPSO algorithm and 
compares the statistical performance of the two algorithms. 
Section V concludes the paper.  

II. CONVENTIONAL AND RANDOM DRIFT PARTICLE SWARM 

OPTIMIZATION ALGORITHMS 

A. Conventional Particle Swarm optimization Algorithm  

The conventional Particle Swarm Optimization (PSO) 
algorithm operates by assuming a collection of bees or 
swarm in the solution space whose positions indicate 
possible solutions to the optimization variables defined for a 
particular optimization problem [1]. The coordinates of the 
bee’s position indicate a particular cost value. The bees move 
in different directions based on velocity and position update 
equations controlled by their own local best positions and the 
global best position of the entire swarm. The velocity update 
equation along each dimension for each bee is given below: 

������, �	 = �. ����, �	 + ��. �����	. �����, �	 −
����, �	� + ��. �����	. �����, �	 − ����, �		 (1) 

where vn(i,j), xn(i,j),Pn(i,j) and Gn(i,j) represent the 
current velocity, current position, local best position and 
global best position along the jth dimension for the ith bee in 
the n

th generation. C1, C2 and w represent the local 
acceleration coefficient, global acceleration coefficient and 
inertial weight for the swarm. The local best positions and 
the overall global best position play a crucial role since they 
control the movement of the bees in every iteration. 

  The position update equation along the jth dimension for 
the ith bee in the nth generation is given by: 

������, �	 = ����, �	 + ������, �	                               (2) 

B. Random Drift Particle Swarm Optimization Algorithm 

The Random Drift Particle Swarm Optimization 
(RDPSO) algorithm operates by assuming flow of a 
collection of electrons in a conductor under the effect of an 
externally applied electric field [10]. The positions of the 
electrons represent possible solutions to the optimization 
problem. Each electron is assumed to have two velocity 
components i.e. the drift velocity and the thermal velocity. 
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The velocity update equation for the drift velocity 
component is given below: 

������	��, �	 = ������, �	 − ����, �		                          (3) 

where � is the drift coefficient and Pn(i,j) is the local 
focus of each particle as given in [10]. 

The velocity update equation for the thermal velocity 
component is given below: 

������	��, �	 = �|����, �	 − ����, �	|����, �	             (4) 

where α is the thermal coefficient, Cn(i,j) is the mean best 
position [10] and λn(i,j) is a random number having standard 
normal distribution. The position update equation is given by 
(2). 

 

III. COST FUNCTION FORMULATION AND NUMERICAL SET-UP 

A. Optimization Problem and Cost Function Formulation 

Optimal pattern synthesis for a linear array of collinear 
dipole antennas is investigated in this paper. The optimal 
pattern is expected to have narrow Beam Width between 1st 
Nulls (BWFN) and minimum Side Lobe Levels (SLL). The 
collinear dipole array arrangement is shown in the Fig. 1 
below. 16 antenna elements are considered and they are 
assumed to be symmetrically excited about the center of the 
array. 

 

The pattern of a single dipole element is given by the 
following equation: 

 = �
!"#$%&'()*+	�

-
./012	

�34	15�2
                                            (5) 

where η, Io, r and 6 represent the impedance of free 
space, the excitation current amplitude, far field distance and 
scan angle respectively. The array factor of the equivalent 
linear array with isotropic elements is given by: 

78 = |70 + 7�9� + 7�9� +⋯………… . . 9�<�|         (6) 

where,  

9 = =>?, 7@ = A@=>BC		, D = ��EFG6 

The overall pattern is obtained through pattern 
multiplication and the normalized electric field amplitude is 
designated as En(6). The dipole elements of the array are to 
be excited in such a way so that the optimization objectives 
are achieved within a predefined number of iterations of the 
optimization algorithms considered in this paper. Besides, 

the inter-element spacing between the collinear dipole 
elements is also optimized to obtain good results. 

The cost function for this optimization problem is 
formulated as: 

�FGH = ��
�

IJ�2KLM#	
+ ��NO8P�������G	 +

�Qmax�UVV	 																																																																													  (7) 

where C1, C2 and C3 are unity. The first term ensures that 
the principal maxima occurs at 6=90 degrees. The second 
and third terms in the cost function ensure that BWFN and 
maximum side lobe level are minimized to the maximum 
extent possible. 

B. Numerical Set-up 

Performance comparisons of conventional particle swarm 
optimization and random drift particle swarm optimization 
algorithms are done with respect to the optimization problem 
defined in the previous sub-section. Each of the optimization 
algorithms is run for 20 independent trials for 150 iterations 
starting with the same initial population. The population size 
is taken to be 40 for both the algorithms. There are 17 
optimization variables; the optimization variables include the 
current amplitude and phase excitation of the first 8 elements 
of the array; the inter-element spacing, ‘d’ is optimized 
within the range 0.5λ-1λ. 

 The local and global acceleration coefficients for the 
conventional particle swarm optimization are taken to be 2.0. 
For the random drift particle swarm optimization, the 
parameter that needs to be tuned is the drift coefficient, �. 
The thermal coefficient, α is varied linearly from 0.9 to 0.3 
over the number of iterations [10]. In this paper, the 
performance statistics of the RDPSO algorithm are computed 
for all values of � ranging from 1.1 to 2.0 at intervals of 0.1 
to identify the value which gives the best statistical 
performance. The performance data is given the next section. 

IV. RESULTS AND OBSERVATIONS 

The statistical performances of the conventional PSO and 
RDPSO algorithms with different values of � are given in 
the table below: 

TABLE I.  PERFORMANCE COMPARISON OF OPTIMIZATION 

ALGORITHMS 

Optimization 
algorithm  

Mean cost value Best cost value Standard 
deviation of the 
cost values 

PSO 1.2243 1.2189 0.0047 

RDPSO(�=1.1) 1.2518 1.2257 0.0239 

RDPSO(�=1.2) 1.2491 1.2206 0.0237 

RDPSO(�=1.3) 1.2348 1.2199 0.0126 

RDPSO(�=1.4) 1.2378 1.2168 0.0238 

RDPSO(�=1.5) 1.2399 1.2157 0.0212 

RDPSO(�=1.6) 1.2286 1.2171 0.0172 

RDPSO(�=1.7) 1.2259 1.2169 0.0067 

RDPSO(�=1.8) 1.2297 1.2193 0.0107 

RDPSO(�=1.9) 1.2331 1.2194 0.0088 

RDPSO(�=2.0) 1.2445 1.2210 0.0337 

 

The performance of the RDPSO algorithm is seen to be 
best with �=1.7.The average convergence plots for the 

 

Fig. 1. Linear array of collinear dipole antennas 
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conventional PSO and the RDPSO (with �=1.7) algorithms 
are shown below in Fig. 2: 

 

 

The statistical performance of the tuned RDPSO 
algorithm with �=1.7 is almost same as that of the 
conventional PSO algorithm. However, as seen in Fig 2, the 
convergence rate of the tuned RDPSO algorithm is much 
faster compared to the PSO. 

The excitations of the optimal arrays from the best run of 
the PSO and tuned RDPSO algorithm are given in the figures 
below: 

 

 

 

 

 

The normalized power patterns of the optimal arrays 
corresponding to the excitations shown in Fig. 3 and Fig. 4 
are depicted in Fig. 5 above. 

The characteristics of the optimal arrays are given below: 

TABLE II.  PERFORMANCE COMPARISON OF OPTIMAL ARRAYS 

Optimization 
algorithm 

BWFN(degrees) Maximum 
SLL (dB) 

Inter-element 
spacing 

PSO 9.00 -24.17 0.97λ 

RDPSO(�=1.7) 10.00 -27.46 0.96λ 

 

V. CONCLUSION 

Performance of the random drift particle swarm 
optimization (tuned for optimal performance) is statistically 
compared with the conventional PSO algorithm. It is 
observed that the RDPSO algorithm performs best with 
�=1.7. Further, the characteristics of the optimal arrays 
obtained from the best run of the two algorithms are also 
compared. The inter-element spacing in case of both the 
arrays is almost same. In case of RDPSO optimized array, 
the beam width between the 1st nulls (i.e. 10 degrees) is 
slightly more compared to the PSO optimized array 
(BWFN=9 degrees), but the maximum side lobe level in case 
of the former (-27.46 dB) is significantly lower compared to 
the latter (-24.17 dB).  
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Abstract— Over the last several years there has been fast 
growing research activities in the areas of indoor positioning, 
tracking, navigation, and their applications. Commercial, 
industrial, and retail businesses are highly motivated in 
developing solutions for accurate localization of assets and people. 
This paper first presents a brief review of the various technologies 
for indoor positioning applications, and then chooses one of them, 
the Wi-Fi RSSI based technique, for further development of a 
prototype application at a university campus. The algorithms that 
are commonly used for calculating the user’s position are also 
presented, including Trilateration, Fingerprinting, and the K-
Nearest-Neighbor (KNN). For the prototype implementation, an 
indoor positioning and navigation system is developed with an 
Android app that any user can utilize to navigate through the 
target indoor environment. At the end, the paper presents 
evaluation results of the prototype implementation, which 
demonstrates the effectiveness of this developed low-cost solution 
for indoor positioning and navigation applications.  

Keywords— Fingerprinting, Indoor Navigation System (INS), 
Indoor Positioning System (IPS), K-Nearest-Neighbor (KNN), 
Trilateration, Wi-Fi 

I. INTRODUCTION  

With the proliferation of Smartphones over the last dozen 
of years, GPS based positioning, navigation, and tracking 
services have become ubiquitous. The satellite based GPS 
system works well for the most part in outdoor environments, 
however, within indoor spaces, GPS signals may be unavailable 
or become too weak to be usable. It is therefore impossible to 
rely on GPS for navigation in indoor environments, where 
people spend most of their time to work and live. Shopping 
centers, airports, schools, university campuses, hospitals, and 
museums are just some examples where indoor positioning 
would be able to bring much needed benefit to people.  

Users would like to have access, on their mobile devices, 
to indoor maps marked with their current location and 
navigational services that facilitate seamless movement to 
specific locations of their interest. This technology definitely 
revolutionizes indoor navigations. Such services could also 
bring additional benefits to organizations and businesses, from 
delivery of location-aware services to the offering of location-
triggered content and location-based targeted advertising.  

Similar to satellite based systems that provide position 
references for enabling GPS receiver devices to calculate 
locations, most indoor positioning technologies today rely on 
some form of beacon sources to serve as anchor points for the 
localization algorithms. The beacon sources would typically 
rely on one or a combination of the following technologies for 
providing reference signals: Bluetooth Low Energy (BLE), Wi-
Fi, ultrasonic, infra-red (IR), Ultra-Wideband (UWB), Visual 
Light Communication (VLC), and Geomagnetic signals. 

The rest of this paper is organized as follow. Section II 
presents the technologies that are used in most of the current 
implementations of the indoor positioning and navigation 
applications. The prototype development and implementation 
of a Wi-Fi RSSI (Received Signal Strength Indicator) based 
system for indoor positioning in our department is presented in 
Section III. Section IV presents the algorithm developed for 
path planning to guide users navigate from their initial position 
to a destination point. Analysis of the project results are 
presented in Section V. Finally, Section VI presents 
conclusions of the paper. 

II. INDOOR POSITIONING TECHNOLOGIES 
This section presents a brief review of the technologies which 

are commonly used for indoor positioning systems (IPS) and 
indoor navigation systems (INS). The complete study with 
analysis of the different technologies is available in the authors’ 
previous paper [1]. 

A.  Bluetooth Low Energy (BLE) 
A BLE beacon is a small low-power device that uses radio 

signals to broadcast advertising packets at customizable intervals 
to other devices in the surrounding. These packets can be 
received by a smart mobile device and analyzed to calculate the 
approximate distance between the transmitting and receiving 
devices. If packets from three or more BLE beacons are received 
by the user’s device, the distance information can be used by a 
trilateration technique to calculate the user’s location. This 
technique requires that the exact placement of the BLE beacons 
is known, which is leveraged in the position calculation. 

Two major categories of beacons, namely iBeacon [2] and 
Eddystone [3] are currently popular in the market. These BLE 
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beacons utilize software SDKs to extract the radio signal strength 
indicator (RSSI) measurements for the calculation of distance 
estimates [4]. 

B.  Wi-Fi 
Wi-Fi access points (APs) can be utilized as beacon sources in 

a similar way as BLE beacons for indoor localization. There are 
a few approaches for utilizing Wi-Fi received signal strength 
indicator (RSSI) values to estimate the user location. Since each 
technique has its own benefits and drawbacks, it could be 
difficult to identify the best technique for a given indoor 
environment. Typically, choices are made based on the 
environment configuration as well as the application use case. 

1) Trilateration 
A trilateration technique using Wi-Fi RSSI measurements is 

similar to that of the BLE beacon based implementation, except 
that instead of BLE beacons, Wi-Fi APs are used as beacon signal 
sources. After receiving RSSI values from three nearby APs, the 
user’s smart mobile device can convert the RSSI values into 
distance estimates using an RF signal propagation model. It can 
then apply the trilateration technique which is based on simple 
distance calculations to determine the user’s location. A detailed 
explanation of the trilateration algorithm is available in [5]. 

The trilateration technique assumes that the distance 
measurements are accurate, however, in reality the RSSI to 
distance conversion, which follows a log-distance path loss 
model [5] is prone to errors, because of the non-linear 
relationship between the two and a number of factors that 
influence the signal strength of the Wi-Fi signal, such as multi-
path propagation and interference by other radio signal sources 
sharing the same frequency spectrum in the environment. 
Therefore, the trilateration technique may not offer the best 
position accuracy because obtaining accurate distances from the 
RSSI measurements is more complicated than it seems.  

2) Fingerprinting 
In the fingerprinting technique, the incoming RSSI values of 

the Wi-Fi access points are utilized for positioning by comparing 
the measurements at the current location with stored RSSI data 
collected at known reference points. It utilizes statistical 
relationships to come up with a good estimate of the user’s 
position. 

This fingerprinting based positionining technique consists of 
two phases: training and positioning. The objective of the 
training phase is to build a fingerprint database for the operating 
environment. To generate a database, a select set of reference 
points (RPs) must first be carefully identified to provide 
sufficient coverage of the operating environment. A mobile user 
then moves to those selected RP locations one at a time and 
collects the RSSI values from each AP. This measurement is 
stored in the database to provide the fingerprint dataset.  

During runtime, in the positioning phase, as the user navigates 
through the environment the user’s mobile device collects the 
RSSI values from its nearby APs. These measurements are then 
compared with the previously collected fingerprint data in the 

database using an appropriate search or statistical matching 
algorithm. The generated result then becomes the location 
estimate for the user [6]. 

Note that this method does not require the development of an 
accurate RF signal propagation model. It avoids this by simply 
using the RSSI values directly, unlike the trilateration technique 
which converts the RSSI values to distances. The drawback of 
the fingerprinting based positioning technique is that it takes a 
significant amount of time to perform the offline data collection 
stage. Moreover, in dynamically changing indoor environments 
the movement of large furniture or machinery could negatively 
impact the positioning accuracy. To minimize such impacts the 
fingerprinting data may need to be updated as the indoor 
environment changes which could add to the cost of the system. 

3)  k-Nearest-Neighbor (KNN) 
The k-Nearest-Neighbor (KNN) algorithm is a widely used 

technique for classification and other related applications. The 
main step in this algorithm involves the selection of the nearest k 
neighbors around the mobile user to determine its position [7]. 
For a Wi-Fi RSSI based positioning implementation, the k-
nearest-neighbors are selected based on the RSSI values. After 
these values are sorted, the APs with the highest RSSI values are 
chosen as reference points for the position calculation. The value 
of k is typically selected experimentally by running multiple tests 
in the indoor environment. Other approaches, such as the one 
proposed by [7], modify the basic technique to enhance the KNN 
algorithm by dynamically adjusting the appropriate value of k. 

 Some implementations of KNN use weights to enhance the 
influence of close neighbors, these algorithms are called 
Weighted K-Nearest-Neighbor (WKNN). Because of its 
improved performance over the basic KNN, the WKNN technique 
is the one selected for prototyping the indoor positioning system 
at our university campus. The implementation details are 
provided in Section III. 

C.  Other Technologies  
Even though BLE beacons and Wi-Fi are currently the most 

commonly used technologies for indoor positioning systems, 
researchers continue to explore alternative solutions. Such other 
options include geomagnetic [8], visual light communication 
(VLC) [9], ultra wideband (UWB) [10], and wearable sensors 
[11]. A more detailed examination and relative comparison of 
these techniques is provided in [1].  

From the relative comparison of the different technologies, 
currently the Wi-Fi based solution offers one of the lowest 
deployment costs [1]. This is mainly because it can be developed 
using existing Wi-Fi infrastructure within a building to support 
wireless network access, thus there are no additional costs 
incurred to support the IPS. Similarly, unlike the other 
technologies, scaling the Wi-Fi based solution would not involve 
the deployment of additional infrastructure, if there are already 
existing access points in the environment. Moreover, since the 
APs are typically connected to the building’s electrical power 
supply, there are no maintenance costs associated with 
replacement of batteries. One drawback of the Wi-Fi based 
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solution is its limited accuracy, which on average is currently in 
the range of several meters. 

A BLE beacon system with a high density of beacons could 
potentially offer a better accuracy than a Wi-Fi based solution. 
However, it would involve high deployment cost for the purchase 
of enough Bluetooth beacons to cover the entire indoor 
environment. At every point where determination of location 
information is desired, three or more beacons must be within the 
broadcasting range of the point. Due to their limited broadcasting 
range, BLE beacons are required every 7 to 10 meters, which 
means higher density of BLE beacons are required compared to 
more sparsely spaced Wi-Fi access points. Moreover, since most 
BLE beacons are battery powered, regular maintenance is needed 
which would add to the cost and complexity of the system. Thus, 
BLE based IPS is not as easily scalable as that based on existing 
Wi-Fi infrastructure. 

III. WI-FI RSSI BASED INDOOR POSITIONING SYSTEM  
As discussed in the previous section the Wi-Fi RSSI based 

technology was selected for the development and 
implementation of the indoor positioning system (IPS) at our 
University [12]. For the actual implementation, a weighted k-
nearest-neighbor (WKNN) algorithm is developed using an 
Android app to generate the location estimate of the mobile user 
in real-time within a predesigned map.  

A.  WKNN Algorithm 
The WKNN algorithm implemented in this prototype was 
inspired by Shin’s enhanced weighted k-nearest-neighbor 
algorithm as presented in [7]. The pseudo-code for the algorithm 
implementation is given below: 

1. Read RSSI values from the APs 
2. Find the k APs with highest RSSI values 
3. Use the smallest of the k RSSI values found in step 2 as the 

minimum threshold 
4. Calculate the weights for each of the remaining (k-1) RSSI 

values using the following formula: 

Wn = RSSIn – Minimum_threshold 

5. Multiply each AP’s (X, Y) location by their calculated 
weight:  

Weighted_Xn = Wn * Xn  

Weighted_Yn = Wn * Yn 

6. Calculate the total weights using Equation (4) 
7. Calculate the (x, y) position estimate of the user by dividing 

the sum of the weighted coordinate values by the total of 
the weights, using Equation (5). 

 
To demonstrate the operation of the WKNN algorithm, let’s 

consider an example given in Figure 1. There are 5 access points 
(shown in blue) in the environment. The RSSI values that the 
mobile user (shown in red) reads from the 5 APs are given. Table 
1 displays the (xn, yn) coordinates of each AP and the calculated 

values from the algorithm, for the total weight and the estimated 
(x, y) location of the user. 

 

                                                            (4) 
 

 
      (5) 
 

Table 1. WKNN Algorithm Example Data 

AP X (m) Y (m) Weight 
Weighted 

X 
Weighted 

Y 

A 6.0 7.8 25 150 195 

B 4.2 4.2 15 63 63 

C 9.0 4.2 10 90 42 

D 9.0 10.2 5 45 51 

  Totals 55 438 351 

   Final 6.33 6.38 

 
In this example, the true position of the user is (6.0, 6.7). For 

the sake of simplicity of the example the value of k is set to 5, 
with the five APs shown within the surroundings of the user’s 
location. The user’s mobile device performs RSSI scan from all 
the APs within its close proximity to obtain the values shown in 
Figure 1. Note that the strength of the RSSI depends on distance 
and the transmission power of the radio signal source. Higher 
negative values correspond to relatively lower actual received 

 

Figure 1. WKNN Example. 
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power levels. Access point E has the lowest RSSI value at -85, 
thus this becomes the minimum threshold value, and for the rest 
of the calculations this AP won’t be used any further. 

Next, the weights for the access points A through D are 
calculated as described here. For example, for access point A, 
evaluate RSSIA - RSSIE = (-60) – (-85), which results in a weight 
value of 25. This process is repeated for all the APs. The next 
step in the WKNN algorithm is to take each weight and calculate 
the weighted X and weighted Y values. For example, for access 
point A, the weighed X value becomes 6.0 * 25 or 150. The next 
step is add all the weighted X’s together and all the weighted Y’s 
together, which are then divided by the sum of the weights to 
obtain the estimated location of the user. 

The calculated position of the user generated by the WKNN 
algorithm is (6.33, 6.38), while the actual location of the user was 
(6.0, 6.7). The result shows a discrepancy from the true location 
of the user. The main contributing factor for not achieving high 
accuracy is because the WKNN algorithm does not take into 
account the very complex nature of the propagation of radio 
signals in indoor environments cluttered with objects and other 
electromagnetic waves that could potentially interfere with the 
Wi-Fi signals. The main reason for using this less accurate 
method is primarily to reduce the implementation cost and 
complexity. 

In the experiments conducted it was learnt that the value of k 
in the WKNN algorithm affects the quality of the result. To 
determine an optimal value for k, a test experiment was 
conducted to calculate a stationary user’s position for varying 
values of k. For this exercise, the actual position of the user was 
first set at a specific known location. The WKNN algorithm was 
then run for varying values of k with the location calculated for 
each case. It was then observed from the results of the experiment 
that the k value of 7 produces the most accurate position for the 
test compared to other values of k. Therefore, for the rest of the 
project implementation k was set to 7 for the WKNN algorithm 
based IPS prototype development.  

The value of k in the WKNN implementation used for this 
project was determined ahead of time and then held fixed. In 
alternative approaches, the k value could be determined at run 
time. For example, in the enhanced weighted k-nearest-neighbor 
algorithm [7], the value of k is dynamically determined based on 
a threshold value for eliminating low RSSI signals from 
consideration for the position estimates. 

B.  Application Components  
The mobile App for the indoor positioning system is developed 
using Android Studio. The screenshot of the Android app is 
shown in Figure 2. This section briefly explains the main 
components of the app. 

1) Location indicator 
A location indicator on the app is created to show the user’s 
current location, which gets updated dynamically as the user 
moves around. Due to the possible errors in the location estimate 
as explained in the previous section, the user’s location is 
represented in the map with a single blue dot surrounded by a 

circle. The size of the circle corresponds to the uncertainty in the 
position estimate. The mobile application uses information about 
the display screen size of the smart device to maintain an 
appropriate and scaled size across different devices and pixel 
resolutions.  

2) Zoom/Scroll 
For intuitive user experience, the mobile app offers 

capabilities for zooming and scrolling features. The zoom scale 
factor and the transformation matrix of the view are available 
from the Android APIs. This information coupled with the 
scaling matrix are used for implementing a transformation 
function for translating a position in absolute (screen) 
coordinates to the overall map coordinates. 

IV. PATH PLANNING 

To support navigational services for mobile users it is 
important to implement a path planning algorithm. Planning a 
path for navigation can often be modeled as a search problem 
in a graph domain, for which a number of graph-based search 
algorithms have been created for obtaining the least-cost path 
in the graph with some defined cost parameters. In general, the 
most common path planning techniques can be categorized into 

Figure 2. The KU_Maps app, the user is located within the cyan circle. 
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deterministic, heuristic-based, and randomized algorithms [13]. 
A-star (A*) algorithm, which is one of the most popular graph-
based search techniques for motion planning, was chosen for 
implementation in this project. A* is founded on the classic 
Dijkstra’s graph search algorithm, with some heuristic- based 
optimizations applied to improve the performance of the search. 

The result generated by the A* path planning algorithm 
provides an optimal route for a user navigating from their 
current location to a destination point. The development of the 
A* algorithm requires breaking up the two-dimensional 
environment into a map made up of small 2-D grids. The 2-D 
grids are then represented as graphs, with each block 
represented as a node in the graph and the connections between 
neighboring blocks become the edges. If a block contains a wall 
that block is not navigable and it is excluded from the graph 
search. 

The A* algorithm generally provides the lowest cost path 
provided that the heuristics for estimating cost measures is 
defined properly. To simplify the A* implementation, a cost 
value of 1 was used for each horizontal and vertical movements, 
and diagonal movements were excluded. The A* algorithm 
terminates once the destination is found. What makes A* more 
efficient compared to other similar path planning algorithms is 
that it does not need to explore and evaluate every possible 
solution before returning the optimal solution, under the 
specified heuristics. 

Figure 3 shows the grid representation for the environment 
under consideration which uses 3,564 blocks, 54 along X and 66 
along Y. The map dimension is 65.8 m along X and 80.5 m along 
Y. Each block is 1.22 m by 1.22 m. This grid provides a 
resolution that fits one to two blocks in the width of a hallway, 
which allows for reasonable drawing of the generated path. 

A higher resolution map could be used but it would be at the 
cost of increasing the computational time for the A* algorithm. 
For this prototype, the chosen resolution performs adequately. 
The computation is quick enough to not be noticeable by the end 
user while the resolution is fine enough to provide a path to any 
designated room on the map. The specifics of the A* algorithm 
will not be further explained in this paper. However, references 
[13] and [14] provide good explanations that help understand the 
basic theory and implementation ideas for the algorithm. 

The A* algorithm implemented in this work has been observed 
to correctly return the least-cost path. Figure 4 demonstrates an 
illustration of the least-cost path generated by the algorithm from 
the user’s currents position designated by the blue dot inside the 
cyan circle to the destination room (room # 2818). 

 
Figure 4. Path plan generated by the A* algorithm. 

Figure 3. Grid of ECE Department Map 
 

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

653



V. ANALYSIS AND DISCUSSION 

The original goals of this indoor navigation project were to 
meet the following requirements: 

1. Create mobile app with intuitive user interface 
2. Map representation with zooming & scrolling 
3. Show user position with acceptable accuracy  
4. Path planning & routing capabilities 
4. Scalable 
6. Low cost 
After the indoor navigation system prototype has been 

implemented, several experiments were conducted to evaluate 
its performance. The first three goals could be easily verified to 
have been successfully met by operating the app with proper 
user interactions. The app’s GUI are as shown in Figure 2 and 
Figure 4.  

To evaluate the localization accuracy, the user walks around 
to different locations in the environment while observing the 
calculated positions. These observed positions are then 
compared against the actual position of the user on the ground. 
After several experiments at different locations in the 
environment the average error of the position calculation is 
found to fall into two categories: 

a) Average localization error in the range of 0 to 5 meters. 
These relatively good localization accuracy correspond to areas 
with good Wi-Fi coverage by multiple access points, and with 
little or no obstructions such as walls or other large equipment 
in the path of the radio signals. Parts of the hallways and areas 
near some of the classrooms have localization accuracies within 
this range. 

b) Average localization error in the range of 5 to 10 meters. 
Such relatively lower accuracy correspond to areas that do not 
receive strong Wi-Fi signals from multiple access points. Also 
some areas face significant signal degradation from the 
concrete walls in the building and the heavy machinery inside 
some of the laboratories.  

For improving the localization accuracy it would be possible 
to apply a different technique for Wi-Fi based localization, such 
as the fingerprinting approach. This could potentially help keep 
the error to less than 5 meters. However, the improved accuracy 
of this alternative method comes at a significantly higher cost 
in terms of major initial setup task which is needed to collect 
the fingerprinting data of the environment. Moreover, the 
fingerprinting data needs to be updated if the environment 
changes over time.  

Another alternative option is to use a combination of multiple 
technologies that can help improve the accuracy and reliability 
of the system. For example, to provide additional reference 
information for the positioning algorithm, Bluetooth Low 
Energy (BLE) beacons could be used in the areas that have 
relatively higher inaccuracies due to Wi-Fi weak-spots. 
However, this method would incur additional cost to deploy the 
BLE beacons. 

For further improvement of the position accuracy the mobile 
device’s built in sensors could be utilized for dead-reckoning. 
Real-time data from sensors such as accelerometers and 
gyroscopes can be combined using sensor fusion algorithms to 
track the device’s orientation and movement speed. If the 

direction and number of steps a user is taking from a reference 
point is calculated, this information could be used to improve 
the estimate for a user’s location. 

The prototype system presented in this paper is easily 
scalable to cover larger areas, by incorporating, in the design, 
the information about the Wi-Fi access points in the 
corresponding areas. It is also one of the most cost-effective 
technologies compared to the other ones discussed in Section 
III. The only cost of the system is the human capital needed to 
design and implement the system; assuming the environment 
already has existing Wi-Fi infrastructure, which could be 
assumed to be the case in most indoor environments these days.  

Google Indoor Maps [15] is also found to be a promising tool 
that provides an API and development system for indoor 
positioning and navigation. This could potentially be a great 
resource for developing an INS prototype in the future. The API 
utilizes Wi-Fi infrastructure for the positioning. The advantage 
of this tool is that it makes it possible to access Google services 
such as routing and location estimation, which would not need 
to be created by the developer from scratch. It would also help 
reduce the complexity of the app development to handle 
features such as zooming and scrolling. Unfortunately, at the 
time or writing this paper, Google was mainly focused on 
supporting developments for large shopping malls, sports 
complexes, and airports; not small projects like that of ours. 

VI. CONCLUSIONS 

This paper presented a low-cost and effective Wi-Fi based 
indoor positioning system and utilized the A* algorithm for 
path planning. The localization method employed in the project 
relies on the availability of good Wi-Fi infrastructure in the 
indoor environment. The WKNN algorithm deployed for this 
purpose is found to be a relatively simpler approach compared 
to the alternative methods, such as the fingerprinting technique. 
Through the project prototype it has been demonstrated that the 
system has acceptable level of accuracy for many common 
indoor navigational applications. 

A typical application scenario that is a target use case for this 
project is providing navigational aid for university campus 
visitors. Currently, our university trains and employs students 
to serve as tour guides for visiting prospective students and their 
parents. Campus visits are offered on a daily basis and they are 
often conducted by the tour guides to take the visitors to 
specific locations of their interest (labs, classrooms, offices, 
etc.) One of the main benefits of this INS app would be to offer 
visitors the opportunity to lead their own tour by freely 
exploring the campus at their own pace. In future work, the map 
coverage of the app could be expanded and additional 
multimedia material could be created to provide audio-visual 
guide for the visitors to enhance their campus visit experience. 
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Abstract—This paper presents a wide band six port network 
(SPN) with two input ports and four out ports. The designed 
network consists of conventional wideband Lange couplers and 
a Wilkinson power divider having features of out of band 
harmonic suppression over a wide frequency. Operation band 
of the SPN extends from 2.3 - 4.0 GHz covering IEEE 802.11 
WLAN band at 2.4 GHz and sub-6 GHz band from 3.3 - 3.8 GHz 
for 5G application. A good matching at the input ports are 
achieved with return loss of better than 20 dB for the entire 
frequency range with minimum isolation between the ports is 12 
dB. At frequency 3.5 GHz the output powers at the four ports 
are -5.56 dB, -5.47 dB, -7.07 dB, -7.16 dB with input at port-1 
and the powers are -6.05 dB, -7.8 dB, -5.02 dB, -6.56 dB with 
input at port-2.  Differential phase between two adjacent output 
ports are ± 90 degree. 

Keywords—six port network, Lange coupler, Wilkinson power 
divider, broadband, quadrature phase. 

I. INTRODUCTION 

In modern microwave system passive components play an 
important role due to simple configuration and low losses. 
Growth in planar printed fabrication technologies like 
microwave monolithic integrated circuit (MMIC), low 
temperature co-fired ceramic (LTCC) is one of the key reason 
behind the high performance and miniaturization of the 
passive components. Passive six port network (SPN) is 
gaining attention as an alternative method of complex 
reflection coefficient (Γ) measurement at microwave 
frequency [1]−[2]. Unlike the traditional heterodyne scheme 
for measuring Γ of a load, six port reflectometer uses the 
power measured at its four port to determine the complex 
value of Γ. Each of the four ratios of power readings Pk for the 
device under test (DUT) to a reference power Pref represents a 
circle in a complex Γ plane and the unknown reflection 
coefficient is determined from the common intersection point 
of the three circles [3]. Hoer for the first time presented SPN 
as sensing device for measuring voltage, current, power at four 
ports along with complex impedance and phase information 
[4]. In vector network analyzer (VNA), SPN are used as 
compact device with fully integrated ultra wideband 
application due to the accuracy in measuring the magnitude 
and phase of complex signal by heterodyning receiver 
technology. SPN also emerges as microwave receiver in 
recent years [5]−[6]. Conventional heterodyne receiver 
restrains from achieving compactness and design on a single 
chip because of filters at both RF and IF section. In [5] SPN 
as a wide band millimeter wave receiver for quadrature phase 
shift keying (QPSK) communication has been proposed. The 
direct conversion method of SPN will reduce the circuit 

complexity and allowing a higher level of circuit integration 
than conventional receiver. Recently SPN composed of five 
traditional power dividers and a hybrid coupler has 
implemented to formulate a measurement setup for extracting 
noise wave correlation matrix of two port DUT [7].  In [8] 
Ibrahim et al. proposed a SPN comprises of only Wilkinson 
power dividers of two kinds−in phase and quadrature phase at 
the outputs. The presented approach replaces the traditional 
SPN consists of coupler and power divider. But the 
transmission coefficient at the four ports are only −11±2 dB 
due to use of 20 chip resistors. That will incur more 
complexity in fabrication and constraint it from low power 
applications. Same group also reported SPN as QPSK 
modulator with symbol rate of 400 Msymbols/s over an octave 
bandwidth of 66 % [9]. Other application of SPN as software 
defined radio (SDR) receiver has shown in [10]−[14]. 
Mathematical model of reconfigurable dual band SDR 
receiver architecture has developed in recent years [13]. The 
SDR uses six port correlator circuit to down convert the two 
received signal with dual carrier frequencies 2.5 GHz and 3.0 
GHz. In [15], coupled coplanar waveguide (CPW) coupler has 
adopted to make the SPN with maximum amplitude 
imbalance 2.8 dB and phase error of ± 10° between frequency 
of 1.5 GHz to 2.5 GHz. A SPN with two isolated ports, two 
coupled ports and remaining two of input and direct port are 
reported in [16], where all ports are on a single layers and the 
network has implemented using CPW interdigitated structure. 
Edge-coupled coupled line microstrip coupler has integrated 
with 3 dB Wilkinson’s power divider to build a six port 
reflectometer [17]. Recently substrate integrated waveguide 
(SIW) based SPN has implemented at millimeter wave 
frequency [18]−[19]. SIW designs will reduce the radiation 
losses from the junction and bend in the circuit particularly at 
high frequency. A dual layer SPN using SIW at the center 
frequency of 60 GHz has presented in [18]. 

In this paper a compact SPN has designed with a wide 
operation bandwidth from 2.3−4 GHz. The microstrip based 
single layer six port circuit consists of three Lange couplers 
and a 3 dB modified Wilkinson’s power divider. Power 
divider presented in [20] having features of band pass 
characteristics and ultra wide band harmonic suppression has 
utilized in this work for better out of band rejection. The 
adopted technique in the designed SPN will help in achieving 
better signal to noise ratio for application in high power 
microwave receiver. Numerical simulation of the designed 
SPN has performed using high frequency structure simulator 
(HFSS). Reflection coefficient at the input ports are less than 
−20 dB. Maximum amplitude imbalance at the output ports 
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are 1.8 dB and phase error of ± 2.7°. The proposed SPN can 
be used as a microwave reflectometer by attaching power 
detectors at the output ports or as a receiver at sub-6 GHz 
covering the 5G frequency for mobile communication. Rest of 
the paper is organized as follows−design procedures of 
quadrature phase Lange coupler and the harmonic suppressed 
power divider are presented in section II. Geometry and 
simulated scattering results of the SPN combining the power 
divider and coupler is shown in section III. Finally, paper is 
concluded in section IV. 

II. DESIGN OF COUPLER AND POWER DIVIDER 

A. Geometry of Lange Coupler 

In various microwave applications coupler is considered 
as one of the key component. As a broad band coupler, Lange 
coupler is most popular due to have an octave or more 
bandwidth. Wide bandwidth has obtained due to multiple 
coupled line based design configuration [21]. Lines are tightly 
coupled with each other due to small spacing between them. 
Also fringing fields from both edges of a line contribute to 
increase the coupling. Fig. 1 shows the geometry of the single 
layer Lange coupler. Taconic TLY-5 with relative permittivity 
εr=2.2 and loss tangent tanδ=0.0009 is used as a dielectric 
substrate. Height of the substrate is h=0.51 mm. Copper with 
conductivity σ=5.8 × 107 S/m and thickness of 35 micron is 
used as conducting material to print the metal layer of the 
Lange coupler. Even and odd mode impedances in the 
interdigitated lines are Z0e and Z0o respectively [22] 
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k= even no. of strips=4 and c= coupling coefficient and Z0 is 
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Synthesis equation for W/H is changes to (6) [21] 
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Equation (6) has been solved using different values of variable 
g. Value of g is always positive for a given ratios of (wc/h)so 
and (wc/h)se. Fig. 2 in [22] can be used as a stating values of g 
for a given dielectric constant εr, after that iterative method has 

 
(a) 

 
(b) 

Fig. 1. Configuration of Lange coupler (a) prototype geometry (b) simulated 
results of scattering parameter. 

 
Fig. 2. Differential phase between the coupled and direct ports of designed 
Lange coupler. 

 

applied for a given tolerance. Final value of g is used to obtain 
the coupler dimensions wc and gc from (7) and (8) [22] 
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Using (1) and (2) impedances are obtained as Z0e=176.2 Ω and 
Z0o=52.61 Ω. At the center frequency of 3.5 GHz using design 
equations (4)−(10), physical parameters of the Lange coupler 
are found to be wc=0.24 mm, gc=0.1 mm and li=14.45 mm. 
Ansys high frequency structure simulator (HFSS) is used to 
model the Lange coupler and all the rest of the components in 
this paper. Geometrical configuration and the simulated 
results of the coupler are shown in Fig. 1. For this four ports 
coupled line based coupler, P1 to P4 can be identified as input, 
direct, coupled and isolated ports. Even number of coupled 
line strips are used in the coupler geometry that are connected 
with each other using gold plated bonding wires. Optimized 
parameters are li=16.25 mm, L1=11.26 mm, W1=23.58 mm. 
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Fig. 3. Geometry of Wilkinson’s power divider. Optimized design 
parameters are: L2=21.965, W2=18, lt=3.98, le=4.02, we=1.14, wi=1.565, 
wr=0.66, gr=0.2, a=4.41, d=0.4, c=0.2. All units are in mm. 

  
(a) 

 
(b) 

Fig. 4.   Simulated frequency response of WPD (a) S-parameter magnitude 
(b) phase difference between the output ports. 

 

matching at the input port is better than -24 dB within the 
operating range of 2.3−4 GHz and isolation is constant 
throughout the band and average values is -24.28 dB. 
Amplitude imbalance between the direct and coupled ports is 
less than 0.1 dB with in the operating range except at lower 
band edge where the difference is 0.99 dB between S21 and 
S31. Phase difference between the two output ports is 90° as 
depicted in Fig. 2. Wide operational band of the designed  

 
Fig. 5. S-parameter magnitudes of wide harmonic suppress WPD. 

 

Lange coupler will assist in broadband performance of the 
proposed six port network as will be discusses in section III.  

         

B. Harmonic Suppressed Wilkinson Power Divider  

Power divider or power combiner is an essential part of six 
port network. Wilkinson power divider (WPD) are mostly 
used in microwave circuits with equal or arbitrary power 
division. Signals at the output ports can be either in-phase or 

in quadrature phase. In this paper an in-phase WPD has been 
designed with a broad frequency range. To improve the out of 
band rejection and reduce the losses due to mode dispersion 
higher order harmonic of the designed WPD has also 
suppressed using the designed technique as reported in [20]. 
Prototype configuration of the WPD is presented in Fig. 3. The 
overall size of WPD is L2 × W2=21.965 mm × 18 mm or 0.256 
λ0 × 0.21 λ0 at the center frequency of 3.5 GHz. Harmonic 
suppression unit in the WPD comprises of U shaped open 
ended horizontal stubs symmetrically attached with the two 
output branches. Two arms of U-shaped stub have electrical 
length of π/2. Coupling between them provides six 
transmission zeroes outside the operating region [20]. Band 
pass nature of the WPD is obtained by using shorted meander 
stubs loaded in the output ports. Presence of the shorted stub 
blocks the dc and the low frequency component due to 
additional transmission zero near to the lower cutoff 
frequency.  A chip register having value of R=100 Ω is 
attached between the two output port to improve the isolation 
between the output ports and absorb the reflected power due 
to impedance mismatch at the outputs [21]. Reflection 
coefficient at the input and the output transmission 
characteristics have been simulated and the results are shown 
in Fig. 4. Within the operating frequency range outputs are 
close to -3 dB with average values of S21 and S31 are 
respectively -3.186 dB and -3.143 dB. A zero-degree phase 
difference is maintained over a wide band between the output 
signals due to symmetric configuration. Fig. 5 presents that 
harmonic suppression characteristics of the designed WPD 
over a wide frequency range has obtained as suggested in [20]. 
Stop band rejection of better than -10 dB is achieved for 
frequency more than 5.3 GHz with at least six transmission 
zeroes outside the frequency band. This helps to restrain the 
harmonics from 2nd to 7th order within an acceptable limit and 
that assists to improve the performance of six port network in 
microwave receiver as discussed in the following section. 
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Fig. 6. Block diagram of the designed six port network. 

  

Fig. 7. Geometry of the designed six port network. Lateral dimensions are 
LS=41.72 mm and WS=39.235 mm.  

 

III. DESIGN OF PROPOSED SIX PORT NETWORK 

Block diagram of the proposed six port network has shown 
in Fig. 6. It comprises of three broadband Lange coupler and 
one harmonic suppressed WPD. SPN can be designed to 
determine the complex reflection coefficient in a microwave 
receiver. In the designed SPN ports P1 and P2 are the input 
ports and P3 to P4 are used as outputs. One of the ports of a 
coupler is matched terminated with 50 Ω resistance to make 
the total number of active ports in the circuit to be six. 
Assuming complex incident signals at the input ports 1and 2 
be x1 and x2 the S-parameters at four output ports are S3 to S6 
which are determined to be (11) [8] 
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(a) 

 
(b) 

Fig. 8. Simulated (a) reflection coefficient at the input ports and (b) 
isolation between the ports. 

 

Fig. 7 depicts the prototype of the designed SPN which is 
made on same Taconic TLY-5 substrate with thickness 0.51 
mm. The total size of the network is LS × WS= 41.72 mm × 
39.235 mm or 0.487 λ0 × 0.458 λ0. Conventional topology that 
has adopted in the design of SPN helps in reducing the 
network complexity and achieving broadband performance. 
Since both input and output ports of the network are in same 
plane, the designed SPN can be easily integrate with different 
components in microwave receiver. The configuration results 
in low loss and wide band matching with high isolation 
between the ports. Magnitudes and phase of the scattering 
parameters for the designed SPN are obtained using full wave 
simulation and the results are illustrated in Fig. 8 to Fig. 10. 
Impedance matching within the operating frequency range 
2.3−4 GHz is better than -23 dB for both the input ports as 
shown in Fig. 8(a). Decoupling between the input and output 
ports are well below −15 dB except for S46 which is slightly 
more near to the band edges (see Fig. 8(b)). Fig. 9 shows S-
parameter magnitudes at the output ports are close to the 
theoretical value of −6 dB. Maximum amplitude imbalances 
at 3.5 GHz are 1.16 dB and 1.79 dB for input at port 1 and 2 
respectively. Differential phase between the output ports are 
found out near to ± 90° as given in Fig. 10. Maximum phase 
errors at 3.5 GHz are determined to be 2.67° and 1.23° with 
inputs at port-1 and 2 respectively. Simulated   magnitude and  
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(a) 

 
(b) 

Fig. 9. Simulated output S-parameters with input excitation at (a) port-1 
(b) port-2. 

 

phase responses validate the performance of the designed SPN 
suitable for future 5G application. 

IV. CONCLUSION 

A broadband compact six port network consists of three 
Lange couplers and a power divider has presented in this 
paper. The total electrical size of the network is only 0.487 λ0 
× 0.458 λ0 × 0.0059 λ0. The designed network shows a wide 
band matching over the operating frequency of 2.3−4 GHz. 
The insertion loss from network is less than 1.8 dB with 
magnitudes of output S parameters are close to -6 dB and 
phase differences between adjacent output ports are close to 
 ±90°. Input excitations at ports 1 and 2 cause maximum 
average magnitude imbalances of 1.19 dB and 1.98 dB 
respectively over the operating frequency range. Phase errors 
for the presented SPN is less than 4.7° inside the operating 
range. The designed SPN can be used as sub-6 GHz 
microwave receiver and also as QPSK modulator for wireless 
digital communication. This will be done in the future work. 
 

ACKNOWLEDGMENT 

The authors would like to express their profound gratitude to 
the Director of Indian Institute of Technology Palakkad for 
setting up Central Instrumentational Facilities. This work is 
supported by Science and Engineering Research Board, Govt. 
of India under the project no:  ECR/2018/002258. 

 
Fig. 10.  Phase characteristics of the designed six port network.
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Abstract— In the ground surface a symmetrical defective 
ground structure (i.e. DGS) in L form was implemented for 
which circular microstrip antenna was resonant at second 
WLAN band , i.e. 5.8GHz. The geometry of the DGS was 
optimized to achieve lower application frequency bands viz. 
GSM band, Bluetooth band ,WiMax band and first WLAN 
respectively. As a result, the frequency tunability for the 
proposed antenna is observed in the application frequency 
bands with optimum bandwidth and gain. In order to achieve 
improved bandwidth at GSM and WiMax bands, dual L-
shaped DGS is integrated into the ground plane of the 
proposed antenna. 
 

Keywords—Compact antenna, Circular Microstrip Antenna, 
Defected Ground Structure, L Shaped, Bandwidth Enhancement  

I. INTRODUCTION  

 

Extensive research on wireless microstrip antennas with 
characteristics such as less weight, low profile, cost 
efficient, portable and ease of fabrication which can be 
utilized for practical communications. 
Meticulous efforts are being made to design and analyze 
highly miniaturized microstrip antennas with enhanced 
bandwidth characteristics. Various papers are reported in 
which compactness of microstrip antenna has been 
researched by etching symmetric slots, geometric slits, 
defective ground structures etc which results in a 
perturbation effect in the antenna[1,2]. Thus facilitating the 
antenna to be operated at a lower application frequency 
bands[3,4].  
In the proposition, a symmetrical defective ground structure 
(i.e. DGS) in L shape has been implemented in the ground 
surface of a circular microstrip antenna, resonant at second 
WLAN application band i.e. 5.8GHz. The implementation 
of the DGS in the ground surface modifies the shielded 
current distribution. Then by the integration of L shaped 
DGS, the resonant frequency is reduced to 1.8GHz i.e. GSM 
frequency band. Therefore higher degree of compactness in 
size of the microstrip antenna is achieved. The length of the 
L shaped DGS is further altered to make the circular 
microstrip antenna resonant at 2.4GHz i.e. Bluetooth 
frequency band, 3.5GHz i.e. WiMax frequency band and 
5.2GHz i.e. first WLAN frequency band respectively. Also 
by integrating dual DGS in the ground plane of the antenna, 
bandwidth enhancement has been achieved in GSM and 
WiMax application bands. Thus the proposed circular 
microstrip antennas can be favorably used in practical 
wireless applications. 

II. DESIGN PRINCIPLES  

The detailed structural geometry of the proposed circular 
microstrip antenna is given in Fig.1. The dielectric substrate 
named FR4_epoxy with dielectric constant value of 4.4 and 
dielectric loss tangent value of 0.002 is employed to design 
the proposed circular microtsrip antenna and 
electromagnetic simulator tool Zeland IE3D is used to 
simulate the proposed microstrip antenna. In the proposed 
work, the circular microstrip antenna is designed so that it is 
resonant at second WLAN band i.e. 5.8 GHz. As DGS is 
installed into the ground plane, a frequency change from the 
WLAN band i.e. 5.8GHz to the GSM band i.e.1.8GHz is 
observed. The radius of the circular patch is 7mm and the 
feed point is placed at (0,3). For the afore mentioned 
dimensions, the proposed circular microstrip antenna is 
resonant at second WLAN band i.e. 5.8 GHz. The 
symmetric L- shaped DGS, etched in the ground surface is 
given in Fig. 2. The total length of the L- shaped DGS is 
almost 38.6mm with the width of 0.5mm. Due to integration 
of DGS at the ground surface, the proposed antenna is found 
to be resonant at the GSM band i.e. 1.8GHz. Furthermore 
the length of the L- shaped DGS is altered accordingly so 
that the resonant frequency is shifted from 1.8GHz to 
2.4GHz, 3.5GHz and 5.2GHz respectively. From Fig. 3 it 
can be observed that the length of the L- shaped DGS is 
29.1 mm, due to which the microstrip antenna is resonating 
at the Bluetooth frequency band i.e. 2.4GHz. Similarly from 
Fig. 4 and Fig. 5, it is justified that as length of the DGS is 
changed to 19.4mm and 10.1mm, the microstrip antenna 
becomes resonant at the WiMax frequency band, i.e. 
3.5GHz and first WLAN frequency band i.e. 5.2GHz.  
Therefore it can be observed that the microstrip antenna is 
found to be resonant at higher application frequency bands 
as the length of the L-shaped DGS is decreased, which 
explains the tunable feature of microstrip antenna. Further 
another L shaped DGS of thickness 1mm is incorporated in 
the ground surface of the circular antenna as shown in Fig. 6 
and Fig 7. which resulted in bandwidth enhancement of the 
frequency bands for GSM application band and WiMax 
application bands respectively. 
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Fig.1.  Front view of circular microstrip antenna , 

operational at 5.8GHz 

  
Fig.2. Rear view of DGS integrated circular microstrip 

antenna , operational at 1.8GHz  

 
Fig.3. Rear view of DGS integrated circular microstrip 

antenna , operational at 2.4GHz 
  

 
Fig.4. Rear view of DGS integrated circular microstrip 

antenna , operational at 3.5GHz 

  
Fig.5. Rear view of DGS integrated circular microstrip 

antenna , operational at 5.2GHz 

  
Fig.6. Rear view of dual DGS integrated circular microstrip 
antenna , operational at 1.8GHz with enhanced bandwidth 

characteristics 

  
Fig.7. Rear view of dual DGS integrated circular microstrip 
antenna , operational at 3.5GHz with enhanced bandwidth 

characteristics 

III. RESULTS 

S11 versus frequency variation 
The return loss versus frequency graph of the circular 
microstrip antenna with L shaped DGS and without L 
shaped DGS is shown in Fig.8 and Fig. 9 respectively. From 
the figures it is seen that with exclusion of DGS at the 
ground surface return loss at 5.8 GHz is -28dB and for the 
DGS integrated antenna the resonance is at 1.8GHz with -
27dB return loss. Fig. 10 shows the variation of return loss 
versus frequency for the circular microstrip antenna with 
revised length of the DGS and it is seen that the  antenna is 
resonating at Bluetooth frequency band i.e. 2.4GHz with -
33dB return loss. Furthermore Fig. 11 and Fig.12 shows the 
variation of return loss versus frequency plot for the 
microstrip antenna, resonant at the WiMax frequency band, 
i.e. 3.5GHz and first WLAN frequency band i.e. 5.2GHz 
respectively. The return loss at resonance is obtained as -
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24dB and -32dB subsequently. Also Fig. 13 and Fig. 14 
demonstrates the return loss versus frequency plot for dual 
DGS integrated circular microstrip antenna for 1.8GHz, i.e. 
GSM band and 3.5GHz, i.e. WiMax band respectively. 

 
Fig.8.  S11 versus frequency plot for circular microstrip 
antenna , operational at 5.8GHz 

 
Fig.9. S11 versus frequency plot for DGS integrated circular 
microstrip antenna , operational at 1.8GHz  

 
Fig.10. S11 versus frequency plot for DGS integrated 
circular microstrip antenna , operational at 2.4GHz 

 
Fig.11. S11 versus frequency plot for DGS integrated 
circular microstrip antenna , operational at 3.5GHz 

 
Fig.12. S11 versus frequency plot for DGS integrated 
circular microstrip antenna , operational at 5.2GHz 

 
Fig.13. S11 versus frequency plot for dual DGS integrated 
circular microstrip antenna , operational at 1.8GHz with 
enhanced bandwidth characteristics 

 
Fig.14. S11 versus frequency plot for dual DGS integrated 
circular microstrip antenna , operational at 3.5GHz with 
enhanced bandwidth characteristics 
 

Impedance parameter versus frequency variation 
 
At the resonance the resistive part of impedance in the 
impedance versus frequency graph for the microstrip 
antenna is the characteristics impedance of 50ohms. 
Similarly the net reactive part of impedance in the 
impedance versus frequency graph is 0ohm for optimal 
performance. Fig.15 shows the impedance versus frequency 
graph for the microstrip antenna without DGS and Fig.16 
gives the same graph for DGS integrated microstrip antenna, 
resonant at 1.8GHz. Similarly Fig.17, Fig. 18. and Fig. 19 
shows the impedance versus frequency plot for the 
microstrip antenna, resonant at 2.4GHz, 3.5GHz and 
5.2GHz respectively. Also Fig. 20 and Fig. 21 demonstrates 
the impedance versus frequency plot for dual DGS 
integrated circular microstrip antenna for 1.8GHz and 
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3.5GHz respectively.  It can be observed from figures that 
the resistive part of impedance and the net reactive part of 
impedance at resonance is approximately 50 ohms and 0 
ohm respectively. Therefore at the resonating frequency the 
compact microstrip antenna is perfectly matched for 
optimum performance. 

 
Fig.15.  Z parameter frequency plot for circular microstrip 
antenna , operational at 5.8GHz 

 
Fig.16. Z parameter versus frequency plot for DGS 
integrated circular microstrip antenna , operational at 
1.8GHz  

 
Fig.17. Z parameter versus frequency plot for DGS 
integrated circular microstrip antenna , operational at 
2.4GHz 

 
Fig.18. Z parameter versus frequency plot for DGS 
integrated circular microstrip antenna , operational at 
3.5GHz 

 
Fig.19. Z parameter versus frequency plot for DGS 
integrated circular microstrip antenna , operational at 
5.2GHz 

 
Fig.20. Z parameter versus frequency plot for dual DGS 
integrated circular microstrip antenna , operational at 
1.8GHz with enhanced bandwidth characteristics 

 
Fig.21. Z parameter versus frequency plot for dual DGS 
integrated circular microstrip antenna , operational at 
3.5GHz with enhanced bandwidth characteristics 
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Radiation Pattern 
The radiation plot of the microstrip patch antenna is 
orthogonal to the surface of the patch and so the elevation 
pattern when φ is 0 and 90 degrees are measured. The E-
plane and H-plane radiation pattern at second WLAN 
frequency band (i.e. 5.8GHz) is shown in Fig.22 and it can 
be observed that the gain is obtained at resonant frequency 
is 4.4dBi. Fig.23 shows the E-plane and H plane radiation 
pattern at GSM band (i.e. 1.8 GHz) and the gain at 1.8GHz 
is obtained as 0.8dBi.Similarly Fig. 24, Fig. 25 and Fig. 
26.shows the radiation pattern of the circular microstrip 
antenna resonating at 2.4GHz, 3.5GHz and 5.2 GHz 
respectively. From the figures it is observed that maximum 
gain as obtained are 1.7dBi, 2.1dBi and 3.9dBi respectively. 
Also Fig. 27 and Fig. 28 demonstrate the radiation pattern 
for dual DGS integrated circular microstrip antenna for 
1.8GHz, i.e. GSM band and 3.5GHz, i.e. WiMax band 
respectively. Thus it can be observed that the gain at GSM 
and WiMax frequency band after inclusion of dual DGS is 
0.8dBi and 2.21dBi. respectively. 

 
Fig.22.  Radiation pattern for circular microstrip antenna , 
operational at 5.8GHz 

 
Fig.23. Radiation pattern for DGS integrated circular 
microstrip antenna , operational at 1.8GHz  

 
Fig.24. Radiation pattern for DGS integrated circular 
microstrip antenna , operational at 2.4GHz 
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Fig.25. Radiation pattern for DGS integrated circular 
microstrip antenna , operational at 3.5GHz 

 
Fig.26. Radiation pattern for DGS integrated circular 
microstrip antenna , operational at 5.2GHz 

 
Fig.27. Radiation pattern for dual DGS integrated circular 
microstrip antenna , operational at 1.8GHz with enhanced 
bandwidth characteristics 

 
Fig.28. Radiation pattern for dual DGS integrated circular 
microstrip antenna , operational at 3.5GHz with enhanced 
bandwidth characteristics 
 

IV. CONCLUSION 

 

A L- shaped DGS implemented in a circular microstrip 
antenna results in appreciable compactness of about 91% 
and the shift of resonant frequency from the second WLAN 
band, 5.8GHz to GSM band, 1.8GHz, Bluetooth frequency 
band i.e. 2.4GHz, WiMax frequency band i.e. 3.5GHz  and 
first WLAN band, 5.2GHz respectively. Also dual L shaped 
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DGS has been incorporated in the ground surface of the 
antenna to achieve bandwidth enhanced characteristics. This 
proves the tunability and bandwidth enhancement of the 
proposed circular microstrip antenna. Extremely high 
compactness and appreciable bandwidth in different 
application bands justify the optimal performance of the 
circular microstrip antenna. Thus the proposed micro strip  
antenna is suitable for implementation in practical wireless 
communications. 
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Abstract— In recent years liquid antennas have evolved as a 
favourable option for several use. In this paper we have tried 
to present a optimized cylindrical liquid antenna using Particle 
Swarm Optimization (PSO) algorithm and the simulation of 
the said antenna was done using CST. Investigation shows that 
generated electric field line changes the effective radius of 
cylinder which in turn changes the resonant frequency. So 
good optimization technique for proper calculation of 
parameters was required which will consider both the electric 
field line effect and designed resonant frequency. In this paper 
only resonant frequency is optimized and PSO has been used to 
calculate radius (w) and height (L) of the liquid in order to get 
desired result. Experiment was carried out at different 
frequencies by varying the parameters such as the inner radius 
of the cylinder, height of the liquid, and the dielectric. 

Keywords— liquid antennas, cylindrical liquid antenna, 
Particle Swarm Optimization (PSO). 

 

I. INTRODUCTION  

The performance of antenna has a very vital role as it 
determines the data transmission speed and reliability of the 
system. So the modern communication requires the antenna 
to have multifunctionality and adaptability to dynamic 
environment in a wide range [1-9]. Several attempts have 
been made to enhance the reconfigurability of metallic 
antennas in the areas of radiation pattern, operating 
frequency and bandwidth. Low cost radio frequency (RF) 
switches does not perform well due to the problem of having 
metal strip biasing circuits which would be difficult to 
embed with antennas. Also, the high performance RF 
switches are very expensive [10-11]. Thus; studies have 
been made on dielectric resonators as radiating element. The 
dielectric resonator antenna is a kind of resonator fabricated 
using low-loss microwave dielectric materials. Extensive 
research is going on to study the effects of different 
parameters on DRA [13]. 
Liquids have high conformability, re-configurability, low 
radar cross section, transportability and have improved 
electromagnetic coupling. Due to several advantages water 
is used as dielectric in liquid antenna. Here Particle swarm 
optimization [14] have been used to design the liquid 
antenna at 4 GHz for Bluetooth utilization. Previously most 
of the liquid antennas worked in the range of in the 
frequency range from 0.5 GHz to 8.5 GHz. 
 

II. DESING AND OPTIMIZATION OF CYLINDRICAL 

LIQUID ANTENNA  

A. WATER ANTENNA CONFIGURATION 

 
The main objective of this paper is to present a cylindrical 
liquid antenna which has been optimized by using the most 
popular optimization algorithm that is Particle Swarm 
Optimization (PSO) [14]. At first the proposed antenna has 
been designed using CST (Computer Simulation 
Technology) [13] considering the three parameters namely 
the radius of the liquid, height of the liquid, and the 
dielectricat 4GHz frequency. We varied the radius of the 
liquid keeping other parameters unchanged and its effect 
was observed on resonant frequency which is given below 
[15] 
 

݂ = 19.972 ×× ߳√ܽߨ10଼2 + 2 0.27 + 0.36 ቀ2ܽℎቁ + 0.02 ቀ2ܽℎቁଶ൨ 
 
Where h, a, and ∈are the height, radius, and permittivity of 
a cylindrical dielectric, respectively, and f0is the resonant 
frequency. The antenna is designed at 4 GHz for which the 
optimum inner radius=7mm, optimum height of the liquid 
=17 mm and the dielectric constant is taken as 65. The 
results show that the return loss is -20db at said frequency. 
 

B. PARTICLE SWARM OPTIMIZATION 

 
The Particle Swarm Optimization (PSO) Algorithm [16] is 
one the popular algorithm used.Thisoptimization process 
inspired from nature is based on social behavior of bird 
flocking and fish schooling.The basic idea of PSO is to 
exchange the information between particles of the swarm 
toexplore thesearch space in order to find an optimal 
solution tothe problem. In this algorithm, it is necessary to 
create random k particles, which form a swarm. All the 
variables in each particle must be optimized. Each variable 
must becreated within the specified range limits. The 
displacement of the particle is given by the sum ofthree 
vectors namely suffering inertia (w), local best position 
 .and global best position (݃௦௧) (௦௧)
After the last iteration, the variables of the 
vector	ܩ௦௧correspond to theoptimum values of the vector I 
as described in Fig.1 [16] 
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III. RESULTS 

The study was done by using CST (Computer Simulation 
Technology) software to design the antenna as shown in 
Fig. 2. Table 1 and 2 shows the simulation result. The 
resonant frequency was also optimized .The return loss for 
different resonant frequencies were plotted as shown in Fig 
3, 4 and 5 and the deviation of the optimum result and the 
resonant frequencieswasreported minimum.  
 

The PSO optimizer parameters settings as follows: 
Swarm size: 3 
No of iterations: 20 
Total no. of solver evaluations: 61 
Weight: 1.0 
Target: 4GHz 

Table 1: The effects of radius on resonant frequencies 
 

From the simulation result as shown in Table 1, it shows that 
change in radius changes the resonant frequencies. As the 
proposed antenna was designed at 4 GHz thus by 
implementing the PSO technique the radius at designed 
frequency was successfully optimized.  

The optimum results found are as follows: 
 

Table 2: Optimum results 
 

Parameter Optimum Value 
Inner Radius of Cylinder 7mm 

Height 17mm 
Return Loss -20.4dB 

Gain 1.43dB 
 

 
 
 
 
 
 
 
 

       
 
 
 

 
 

Fig. 3 Return loss plot for 4GHz resonant frequency 
 
 
 

 
 
 

Fig. 4 Return loss plot for 2GHz resonant frequency. 
 

 

Sl. 
No 

Optimum 
Height 
(mm) 

Optimum 
Radius 
(mm) 

Resonant 
Frequency 

(GHz) 

Return 
Loss 
(dB) 

1 17 5 4.19 -48.71 
2 17 5.72 4.15 -46.6 
3 17 6.06 4.09 -34.33 
4 17 6.63 4.02 -23.04 
5 17 7 4 -20.4 
6 17 8.29 3.82 -19.69 
7 17 8.31 3.8 -19.82 
8 17 10.67 3.65 -37.65 
9 17 13.26 3.64 -11.41 
10 17 15.622 3.53 -14.16 

Fig.1 - Particle Swarm Optimization, flowchart 

 
Fig. 1 Particle Swarm Optimization, flowchart 

 
Fig. 2 Designed Cylindrical Liquid Antenna 

∈= 65 
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Fig. 5 Return loss plot for 3.5GHz resonant frequency. 

 

IV. CONCLUSION 

In this paper a thorough investigations on cylindrical liquid 
antenna has been studied carefully and it has been observed 
that the parametric changes have significant influence on  
the resonant frequency. So in case of liquid antenna 
optimization is obvious to restrict the deviation of the design 
frequency. From the results it may be concluded that by 
implementing PSO in our proposed antenna we have been 
able to obtain the optimum results at our desired frequency.			
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Abstract— Usage of free and open source software has quietly 
increased in the scientific and academic community from the last 
few years. This study paper provides Scilab free and open source 
program example for the design of antenna arrays. A heptagonal 
antenna array has been considered and designed using Scilab 
programming. These results are compared with the same array 
antenna but implemented by the commercial software. 
Comparative analysis of array factor properies and how this 
software will be more opt for the academia has discussed in this 
paper.   

      Keywords: Scilab, Antenna array, Software, Program, 
Commercial software, Array factor  

I. INTRODUCTION  

      Open source software tools are the best solutions for the 
academia and research industries. Developing open source 
laboratory and research tools plays a vital role and they are 
need of the hour in this pandemic(COVID-19) situation across 
the globe. Various open source tools has been developing for 
different engineering and numerical applications. Especially 
commercial electromagnetic simulators imposes much 
financial burdens to  academic institutions of the developing 
and underdeveloped countries, for such cases the open source 
simulating tools are absolutely a boon for the research 
communities and specially for individual students.  In the way 
to find the solutions for electromagnetic problems using open 
source tools, this paper concentrated on a preliminary study on 
Scilab programming for the design of antenna arrays. Actually 
Scilab programming is entirely bestowed with a great 
programming language whose syntax is simple to employ and 
has all characteristics of a high level programming [1]. Owing 
to this advantage Scilab software is widely used in various 
fields of engineering. Merits of using Xcos and Scilab in the 
design of RC filter rather than simulink and matlab has 
discussed in [2], authors of this article appreciated that the 
Scilab syntax is available in their local language. Fiber optic 
communication tool box has been developed using Scilab. 
Few selected modules of this tool box are electrical filters, 
measuring instruments, signal sources, optical sources, 
components, measuring instruments, amplifiers, modulators, 
etc [3].  
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Actual technical reports on the design of array antennas with 
Scilab and comparison study with commercial 
Electromagnetic software tools is very rare to find hence  
hardly we can get  the  literature survey. But in [4] antenna 
design using open source software tools has reported and this 
work concentrates on the open EMS, nec2 softwares for the 
design of conventional printed and yagi antennas. A detailed 
comparison between the execution and run timings of the open 
source and commercial codes were also discussed in [5]. In 
this paper a heptagonal planar array antenna has considered 
for demonstrating the Scilab programming. Antenna arrays are 
the only solution for the sophisticated communication systems 
like advanced mobile networks, satellite, radar systems and 
5G Technologies. That’s why theoretical analysis and 
synthesis of these antennas is very much essential for the 
establishment of proper array antenna systems [6, 7]. The 
usage of Scilab in the academia is also increasing day by day 
and the concepts like array antennas can easily understandable 
by the students because of open and online flexibility of the 
software. The statistics of Scilab usage in various domains in  
Indian academic institutions is given in the fig.1 [8, 9]. Next 
sections of this paper will explain the heptagonal antenna 
array and array factor equations. Sections III  discuses the 
Scilab coding aspects, comparison study, results, and 
discussion. Finally conclusion draws in the last section of this 
paper.  
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Fig. 1. Statistics of Scilab usage in India [9] 
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II. HEPTAGONAL ANTENNA ARRAY AND ARRAY 

FACTOR EQUATION  

     Basically various antenna arrays have reported in the 
literature for the wireless communication systems. Among 
these circular array antenna is one of the popular array for 
multiple Electromagnetic applications. In this work seven 
elements are considered in the circular surface, which means a 
heptagonal antenna array has been considered with uniform 
current distribution and maintaining the same distance 
between the antenna elements, as shown in fig. 2 [6, 7]. The 
corresponding array factor equation is presented in eq.(1).   
 

 
Fig. 2. Heptagonal antenna array. 
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where, In is the current distribution and here uniform 
distribution is considered and remaining elements represents 
the geometrical and array factor characteristics. 

III. HEPTAGONAL ANTENNA ARRAY DESIGN WITH     
             SCILAB AND COMMERCIAL PROGRAMMING 

 
This section concentrated on the coding part of the 

considered array and comparison study of the Scilab and 
commercial software tools. The program of Scilab and 
resultant array factor graphs are depicted in the fig. 3. 

A. Code Description  

1, 2 – r and N are basic input parameters for the considered 
antenna array. Here radius (r) is 0.5λ and number of elements 
(N) is 7.  
4, 5- Beam steering angles and here both angles considered as 
0o, and these angles can be varied according to the 
requirement.  
6, 7, 11- Elevation and azimuth angles of the considered array 
antenna and array factor equation.  

17- By this comment rectangular plot can be drawn as shown 
in fig. 3 (b) and with the polar syntax instruction, polar plot 
can be drawn as shown in fig. 3(c).  
19- This instruction gives the specific axis boundaries of 
rectangular plot.  

B. Results and Comparison Study  

From the array factor plots as depicted in the fig. 3., the 
side lobe level of the array is -10 dB,  with beamwidth of 
41.8o, side lobe level angle of 95.6o has been observed. The 
array factor values of the commercial software are tabulated in 
the table. 1. There is no significant difference between the 
array factor values of the Scilab free and open source software 
and the commercial software. Owing to this reason it will be 
more useful for the students, researchers, and teachers. 
Further, It should be appreciable for academia to make use of 
this open source software particularly in this global pandemics 
shutdown situations like COVID-19.  

     

 
(a) 

 
                                                              (b) 
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(c) 

Fig. 3. (a) Scilab coding of the considered antenna array (b) & (c) Array 
factor in rectangular and polar coordinates. 

 
Table I. Result comparison of Scilab and commercial software of heptagonal 
antenna array. 
      

 SLL (dB) Beam width (Deg.) 
SLL Angle 

(Deg.) 
SCILAB 
Software 

-10 41.8 95.6 

Commercial 
Software 

-10.3 41.8 88.9 

 
 

IV. CONCLUSION  

This article focused on the study of the Scilab open and free 
source software for the design of the heptagonal antenna array. 
It is observed from the study analysis, there is no significant 
difference in the Scilab and commercial software values of 
array factor. The run time of the both softwares is absolutely 
same. This study further extended into various levels like to 
analysis, and optimization of the conventional and advanced 
antenna systems. This software is more useful for the 
academia and Individual researchers.  
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Abstract- A dielectric resonator antenna is proposed in the 
given paper which results in increased gain and efficiency. 
Initially a simple rectangular microstrip antenna, 5.8GHz 
resonant was equipped with a 3.5dBi gain and a 60 per cent 
radiation output. A cylindrical structure is mounted to form 
a dielectric resonator on the simple microstrip antenna 
resulting in an improved 4.7dBi gain and an appreciable 
radiation output of 93 per cent. Finally, the idea of 
integrating dielectric resonator was introduced to further 
improve antenna gain. Thus two cylindrical holes are 
inserted over the microstrip antenna into the dielectric 
resonator, which achieves enhanced gain of 4.79dBi. 

 
Keywords: Microstrip antenna, DRA, Dielectric resonator 
antenna, Improved efficiency, Improved gain 

 
I. INTRODUCTION  

 
 Microstrip antennas have been created, analyzed and 

planned by researchers around the globe in the recent 
past. The reason for such extensive work in this field is 
due to the characteristic features of the microstrip antenna 
such as light weight , low profile, compact, with minimal 
cost and ease of manufacture. Despite the lucrative 
advantages of the antenna, certain inherent drawbacks 
such as narrow bandwidth , low performance , low gain, 
foreign radiation from feeds and junctions, low power 
handling capability, surface wave excitation etc. still 
cripple the antenna. Rigorous attempts have been made in 
this regard to remove the limitations of the microstrip 
antenna, so it can be used properly for practical wireless 
communication. At first, a rectangular microstrip-line 
feed microstrip antenna is built to be operational at 
5.8GHz, with 3.5dBi gain and 60 percent radiation 
efficiency.  The proposed structure achieves an improved 

gain of 4.7dBi and an appreciable radiation output of 
about 93 percent. Eventually, two cylindrical symmetric 
holes are inserted over the antenna into the cylindrical 
structure to further improve the gain of the dielectric 
resonator antenna, which provided an improved gain of 
4.69dBi. Further analysis and studies in this regard are 
required to develop the implementation of dielectric 
resonator in microstrip antenna to improve the gain and 
radiation efficiency. 
 
 

II. DESIGN PRINCIPLES 
 
 

The detailed geometry of the microstrip rectangular 
antenna (antenna 1) is given in Fig.1. The substrate FR4 
epoxy with dielectric constant 4.4  and the dielectric loss 
tangent of 0.02 are used for the antenna design, and the 
simulation is carried out using the electromagnetic 
simulation software HFSS. The microstrip antenna is 36 
mm long and 28 mm wide, respectively. Although the 
length and width of the rectangular patch are respectively 
13 mm and 11 mm. Likewise the length and width of the 
rectangular patch is 13 mm and 11 mm respectively. An 
inset feed of length 4.2m and width of 1.5mm is 
implemented and 12.7mm long microstrip line feed and 
3mm wide is used to feed the rectangular microstrip 
antenna. The proposed antenna is found to be 5.8GHz 
resonant with a gain of 3.5dBi and a radiation efficiency 
of 60 per cent. To improve the gain and efficiency 
characteristics of the microstrip antenna, on top of the  
specified microstrip antenna (antenna 2) a cylindrical 
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structure with a length of 7.5mm and a radius of 4.5mm is 
installed, as shown in Fig. 2. 
 
 
The proposed antenna is found to be resonant at 5.8GHz, 
with 3.5dBi gain and 60% radiation efficiency. To boost 
the gain and efficiency characteristics of the microstrip 
antenna, on top of the specified microstrip antenna 
(antenna 2) a cylindrical structure with a length of 7.5mm 
and a radius of 4.5mm is implemented, as shown in Fig.2. 
The material used for the cylindrical construction has a 
dielectric constant of 20 and tangent dielectric loss of 0. 
Gain of about 4.7dBi and sufficient radiation efficiency of 
about 93 per cent is achieved in the proposed dielectric 
resonator antenna.  
Ultimately, in order to further maximize the gain of the 
proposed microstrip antenna, two 0.5 mm and 3 mm 
separate symmetrical holes are drilled through the 
cylindrical structure at the top of the microstrip antenna 
(antenna 3), as shown in Figure. 3.The proposed dielectric 
resonator antenna is observed to provide an enhanced gain 
of about 4.79dBi. 
 
  
 

 

 
 
Fig. 1.  Antenna 1- Top view of the proposed  
antenna, resonating at 5.8GHz 
 
 

 
 
Fig. 2. Antenna 2-Angular view of the proposed antenna 
with cylindrical structure built on top(dielectric resonator 
antenna), resonating at 5.8GHz 

 
 
Fig. 3. Antenna 3-Angular view of the proposed  DRA 
(dielectric resonator antenna) with cylindrical holes, 
resonating at 5.8GHz 
 

III. RESULTS 

 S11 versus frequency graph 

 
Fig.4 displays the S11 versus the frequency plot of the 
rectangular microstrip antenna, and from the figure it can 
be seen that the antenna is resonant at 5.8Ghz with a 
return loss of -28dB. Fig. 5 Shows the S11 versus the 
dielectric resonating antenna frequency plot (i.e. a 
microstrip antenna with a cylindrical structure mounted at 
the top) and it is observed that the antenna is resonant at 
5.8GHz, with a return loss of -13dB. Finally Fig.6 
displays the dielectric resonator antenna S11 versus 
frequency variation. It can be noted from the figure that 
the dielectric resonator antenna is resonant at 5.8GHz, 
with a return loss of -16dB. 
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Fig. 4. Simulated S11 versus frequency of the 
proposed antenna , resonating at 5.8GHz 

 

 
Fig. 5. Simulated S11 versus frequency of DRA (dielectric 
resonator antenna), resonating at 5.8GHz 
 

 
Fig. 6. Simulated S11 versus frequency of DRA ( dielectric 
resonator antenna) with cylindrical holes, resonating at 
5.8GHz 
 
 

 

Radiation Pattern 
 
The radiation plot of the microstrip antenna is normal on 
the surface of the patch and thus the pattern of elevation is 
recorded for φ = 0 and φ = 90 degrees. The E-plane and H 
plane radiation pattern of the plain microstrip antenna at 
the second WLAN frequency band (i.e. 5.8GHz) is shown 
in Fig.7 and it can be seen from the figure that the 
maximum resonant frequency gain is nearly 3.5dBi. Fig. 8 
displays the dielectric resonator antenna radiation pattern 
and it is observed that the maximum 4.7dBi gain is 
obtained at the resonant frequency. Fig.9 shows the 
dielectric resonator antenna radiation pattern, which 
provides an improved gain of 4.79dBi. Therefore the 
design of two cylindrical holes in a dielectric resonator 
antenna obtains an improved gain characteristic. 
 

 
Fig. 7. Radiation plot of the proposed microstrip 
antenna , resonating at 5.8GHz 

 

 
Fig. 8. Radiation plot of DRA (dielectric resonator 
antenna), resonating at 5.8GHz 
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Fig. 9. Radiation plot of DRA (dielectric resonator 
antenna) with cylindrical holes, resonating at 5.8GHz 
 
 
Radiation efficiency Versus frequency graph 
 
The radiation efficiency of an antenna can be  given as the 
ratio of the total power that an antenna radiates to the net 
power received by the connected transmitter antenna. 
Typically, the radiation efficiency of a microstrip antenna 
is quite small (< 70 per cent), but improved radiation 
efficiency is achieved with the implementation of the 
dielectric resonator antenna in the proposed research. The 
radiation efficiency versus frequency graphs are shown in 
Fig.10, Fig.11 and Fig. 12 respectively for the basic 
rectangular microstrip antenna, dielectric resonator 
antenna and dielectric resonator antenna with cylindrical 
holes. From the figures, the radiation efficiency of the 
simple rectangular microstrip antenna is 60%, the 
radiation efficiency of the dielectric resonator antenna is 
approximately 93% and the dielectric resonator antenna is 
approximately 77%. 
 

 
Fig. 10. Radiation efficiency versus frequency of the 
proposed microstrip antenna, resonating at 5.8GHz 

 

 
Fig. 11. Radiation efficiency versus frequency of DRA 
(dielectric resonator antenna), resonating at 5.8GHz 
 

 
Fig. 12. Radiation efficiency versus frequency of DRA ( 
dielectric resonator antenna) with cylindrical holes , 
resonating at 5.8GHz 
 
 
Cross polarization and co polarization 
 
Over time, polarization can be defined as the direction 
and magnitude variation of the electric field vector.Cross 
polarization is the orthogonal polarization to the wave 's 
given polarization, radiated by the antenna, and co 
polarization is the wave's desired polarization to be 
radiated by the antenna. For the said plain rectangular 
microstrip antenna, dielectric resonator antenna, and 
dielectric resonator antenna the difference between cross 
polarization and co polarization is shown in Fig.13, Fig. 
14 respectively, and Fig.15. From the figures it is 
observed that the difference in cross polarization and co-
polarization is 25dB, 11.5dB and 44dB respectively for 
the three antennas. 
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Fig. 13. Cross and co polarization  of the proposed 
antenna , resonating at 5.8GHz 

 

 

 
Fig. 14. Cross and co polarization of DRA (dielectric 
resonator antenna), resonating at 5.8GHz 
 

 

 
Fig. 15. Cross and co polarization of DRA (dielectric 
resonator antenna) with cylindrical holes, resonating at 
5.8GHz 
 
 

 
IV. CONCLUSION 

 
A novel dielectric resonator antenna is proposed, from 
which gain and efficiency improvements can be achieved. 
A rectangular microstrip antenna with microstrip feed is 
designed to be resonant at 5.8GHz, with gain of 3.5dBi 
and radiation efficiency of 60 per cent. The microstrip 
antenna then positions a cylindrical structure, which 
forms a dielectric resonator. Enhanced gain of 4.7dBi and 
appreciable radiation efficiency of 93 per cent is observed 
in the proposed dielectric resonator. The concept of a 
dielectric resonator antenna was introduced to further 
increase the gain from the dielectric antenna. So two 
cylindrical holes over the rectangular microstrip antenna 
were installed in the cylindrical structure, which records 
an enhanced gain of about 4.79dBi. From the proposed 
work it can be observed that the gain and efficiency of the 
microstrip antenna can be significantly enhanced with the 
use of the dielectric resonator. In this regard, further 
research is needed, by which the dielectric antenna can be 
used suitably for practical wireless applications. 
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Abstract—The economy suffered a major loss when COVID-
19 hit due to business shutdowns. Repercussions from economic 
downfall due to closed businesses from social distance policies 
has made many small businesses lose operation mechanisms and 
see a decrease in profit and sales. Many people lost their jobs due 
to businesses losses a record 22 million employees have filed for 
unemployment. In this paper, how the COVID-19 epidemic has 
changed people’s behaviors and changed the way people shop. As 
more people are shopping online to avoid at risk situations at 
busy stores, small businesses are seeing losses in sales and 
customers. Also we studied when they rely on small profits 
margins, how the small businesses have suffered the worst losses, 
seeing a decrease in business sales and a lower revenue margin. 
This research shows how social distance policy has especially 
affected businesses vulnerable to COVID-19 risks. This often 
includes businesses that have large groups of people in close 
quarters or highly susceptible relationships that increase the 
risks of spreading the illness, such as restaurants or retail stores. 
Government help has been recommended especially for small 
businesses and workers who are most vulnerable to economic 
losses. 

Key Words : stimulus, economy, government, repercussions, 
epidemic, revenue 

I. INTRODUCTION 

  Most at-risk businesses included those with people who are 
in close proximity. Second at risk was according to responses 
to the COVID-19 epidemic. The companies COVID-19 
especially affected included: retail trade, transportation, 
employment services, travel arrangements, arts, entertainment, 
and recreation, and accommodations  and food service. Other 
businesses could also suffer due to government mandated shut 
downs. This includes the closure of non-essential businesses 
that are at risk of spreading the virus. Some of these 
businesses include museums, movie theatres, gyms, casinos, 
motion picture and video production, and retailers such as 
furniture stores, florists, and shopping malls. In many states 
non-essential also may include construction, certain kinds of 
manufacturing, and many service sector businesses. About 32 
percent or 1.9 million small businesses are at immediate risks 
of getting closed. Million more are at risk of unemployment. 

     Many businesses outside the list have chosen to shut down 
due to risks. Due to the impact of the virus, customer demand 
has also decreased. Customers feel there is no longer a need 
for services that are at risk. This includes non-essential 
businesses such as liquor stores, electronic and appliance 

stores, day care centers, healthcare facilities and construction. 
At risk workers include younger, non-white, and non-
educated. These are most at risk of unemployment. In order to 
make businesses more resilient a recovery plan is crucial to 
the sectors. This may include government funding, new 
methods of sales such as online, or a change in policy. These 
businesses must rely on assistance from government 
programs. 

     Some companies are especially at risk of the repercussions 
of the COVID-19 virus, because the illness policy of social 
distancing has made people avoid busy stores. The social 
distance policy has greatly reduced demand for the services. 
Direct contact with businesses has been avoided by customers 
and businesses have suffered losses of productivity. Many 
businesses that cannot operate remotely have been forced to 
shut down due to losses. On average 32 percent of small 
businesses with fewer than 500 employees or 1.9 million firms 
have suffered major financial losses. Nearly 20 million 
employees have been forced out jobs, or led to seek 
employment in a more secure sector. Mandatory nonessential 
business shutdowns across the country have a serious impact 
on small businesses. Vulnerable workers who are already at 
risk such as younger, non-white, or less educated have been 
seen to be hit the hardest. 

II. FINANCIAL AND ENTREPRENEURIAL RISKS 

A. Financial Risks According to Demographic Group 

     The COVID-19 epidemic has been tough on the economy 
especially for small businesses and low wage workers. 
Reports by the Pew Research Center analysis of federal 
government data show that more than four-in-ten U.S. 
businesses with paid employees – or 2.4 million out of 5.3 
million examined – pose a higher risk in their industry for 
economic devastation. More then 1 million of these businesses 
are in retail trade or accommodations or food service because 
of mandated closing or social distancing policies.  

    The average American business is small with employees 
earning about $40,194 yearly. Each business employed an 
average of 11 workers. Almost three fourths of those 
businesses or 74 percent earned less than a million a year in 
sales and about 34 percent had been in business for 5 years or 
less. Those businesses that remained in higher risks earned 
less in annual revenue and employed low wage workers that 
averaged at $28,259 yearly. In economic turmoil, employers 
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and employees of lower income levels have increased risk of 
facing tough and uncertain economic hardship. 

 
B. Women, Minorities, and the Undereducated 

 Particular high risk demographic groups such as women, 
minorities, and the undereducated, often pit in low wage jobs 
pose a higher threat to economic devastation. On average 
women are paid less than men, making them more vulnerable 
to job loss and financial insecurity. According to the culture, 
White men dominate the job market, owning the majority of 
businesses. White are over represented in the job market, 
whereas Black, Hispanic, and Asian pose increased risk of 
economic insecurity due to lower wage jobs and unstable 
employment. According to age, younger people lower than 45 
years old pose higher risks, often working in lower paying 
jobs and older people, who are often disposable to employers 
pose high risks. White men seem to dominate the market and 
annual revenue of all industries. 
 
     Statistics show that lower wage workers are at the highest 
risk. Industries that employ these workers often include retail 
and trade, food service workers, manufacturing, entertainment 
and recreation, and small businesses. Due to mandated shut 
downs and social distance policies many of these workers had 
to look for employment elsewhere. This issue with that is that 
many of these workers are unskilled, undereducated, and 
underpaid. Finding new employment in a pandemic gets 
difficult when all businesses are facing annual loss. When pay 
is low, and there often is not extra money, many people could 
run out of savings or run low on funds, requesting government 
aid to lift them out of hard times. Millions of these workers 
during the pandemic filed for unemployment. This is because 
they rely on their weekly pay to pay expenses such as food, 
housing, and transportation. Without government help, these 
people will not make ends meet. 

     Particularly unskilled low wage workers are over presented 
in risks. Millions of these workers faced unemployment and a 
scarce job market that is not hiring. Small businesses with low 
annual revenue were also at risk. Business loss in annual 
profits included job lay-offs and applying for government 
grants.  Business sales plummeted because mandated closing 
laws in non-essential industries and lower customer rating due 
to social distance policies. Many people began to shop online. 
For businesses who could not choose online retail, they saw 
losses. Businesses had to shut down, customer demand 
decreased, and annual revenue plummeted. At risks businesses 
included non-essential products and services, and those with 
low annual revenue. 
 
     The COVID-19 pandemic has also brought racism to 
various minorities to light. During the spread of the virus, 
particular inequality towards African Americans (Black Lives 
Matter Movement), Asian Americans, and other forms of 
xenophobia were put on display across the media. 
     The Black Lives Matter Movement was “founded in 2013 
in response to the acquittal of Trayvon Martin’s murderer”. In 

2020, this movement gained the most global attention in 
history after the murder of George Floyd. From protests to 
marches to petitions, various ways of spreading awareness 
was put across media platforms. Soon enough, a holiday, 
Juneteenth, has been recognized by various parts of the world 
as a way to honor black lives. 

  
C. Possible Solutions for Struggling Entrepreneurs 

    The corona virus has influenced people to stay at home, 
avoiding shopping at local small businesses. This loss of 
customer turnout has affected the profit margins of businesses 
across the country. The small business economy is essential to 
this country, employing 58.9 million people or about 47.5% of 
the total private sector workforce. Their GDP average 
contribution qualified at $5.9 trillion dollars in 2014, when 
averages were most recently available. Small businesses are 
productive to the society in that they employ locals, support 
the local economy, and offer much needed services to the 
general public. Many local people are employed by small 
businesses and businesses support the local economy through 
profits and payroll. The problem is that when there are no 
customer demands, there’s no money: no money to pay 
employees, no money to create a supply of customer 
demanded products, and no relief to slowly recover from 
economic devastation. This had led many small businesses to 
be forced to lay off workers, not preparing themselves for 
recovery when the virus has passed. Because of such 
economic devastation and the inability to recover, many small 
businesses will be forced to shut down operations and close 
for good. This could be catastrophic for the United states 
economy who relies on small businesses for so many things. 
 
     One of the obvious challenges to small businesses is annual 
revenue, making opening a business risky, and small 
businesses particularly vulnerable because of the uncertainty 
of profit. Small businesses have daily costs such as rent, 
payroll, utilities, and other, making the likelihood of their 
survival up to chance. Losing revenue from the pandemic 
could economically devastate them. Due to this, small 
businesses need to take financial actions in order to stabilize. 
Under a united states government proposal, the “Small 
Business Workforce Stabilization Fund,” the treasury would 
forgive financial assistance that was awarded to small 
businesses that were secure before the pandemic, as long as 
the same amount of employees are hired following the crisis. 
This secures immediate solutions to the most vulnerable 
businesses, keeps workers getting paid, and inspires 
businesses to grow when the problem is resolved, by keeping 
a steady cash flow to all small businesses. This provides 
security and relief to businesses, employees, and families. 
 
    Every business has expenses. Major expenses include 
paying employees for their services. Large loans can also 
place pressure on small businesses, especially when the 
Corona virus crisis hit and businesses were forced to lay off 
many employees. Having high costs for productivity and 
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supply, but a loss of demand for the product, caused many 
businesses to fall into debt. They couldn’t pay workers and 
had to let them go. Businesses needed relief to pay employees, 
cover expenses, and pay back loans. The $300 billion 
Restoring Economic Security, Confidence, and User 
Endurance (RESCUE) Business Act of 2020 would aid in 
recovery of small businesses. Under this proposed bill, SBA 
would waive all fees for all 7 loans for one year for both 
borrowers and lenders, and provide a 90 percent loan 
guarantee for all loans, no matter the size. Loan limits will be 
increased from $350,000 to $1 million. This will give 
businesses time to recover and also keep employees on 
payroll.  
 
    In order to create different policies that work for the benefit 
of small businesses in Washington, consumers, workers, and 
job owners need to engage with policy holders. This may 
include Using social media to spread positive messages, 
emails, phone calls, and grassroots campaigns that spread the 
message that small businesses are essential to our lives and a 
groundwork of the economy. Therefore, engaging to promote 
relief for small businesses and encouraging government 
officials to aid, fund, and support the life of small businesses 
in all communities is essential. Talking to policyholders, 
writing messages to Congress, and engaging with community 
members who support the same reforms are essential to 
creating a robust economy again. 

D. Analysis 
 

     It is of the utmost importance for non-essential businesses 
across the country to understand their economic risks laid out 
before them during these unprecedented times so that they 
may begin to strategize for the future of their businesses and 
how to weather this pandemic storm. According to Lexis 
Nexus (Lexis Nexis, 2020), “economic risk centers on 
macroeconomic circumstances that may result in significant 
loss for a business.  
     The Aggregate Effect has been one that took the most toll 
on small businesses. Due to the sudden hit of the pandemic, 
the government has forcefully closed many “non-essential” 
businesses on short notice. Those who refused risked 
“citations, fines, or license suspensions” [4]. This forceful 
closure has taken away some people’s only income, especially 
small non-essential businesses, such as retail or clothing 
stores.  
  
     Though various sources differ in strategies for post-
coronavirus comebacks, they all share one factor in common: 
planning ahead. Specifically, any changes to products or 
manners of distributing/selling products is of utmost 
importance, such as assessing or increasing “production and/or 
delivery capacity” [1]. Whether it’s changing the product sold 
completely, or adjusting advertising and selling techniques, 
such actions will all be affected by the end of the pandemic. 
      Being prepared and planning ahead is especially crucial to 
smaller businesses that don’t have the publicity or budget to 
expand much into online marketing. Even now, organizations 

such as the Great American Takeout aim to support small 
businesses, specifically restaurants, during these trying times 
[10]. By encouraging social media platforms and everyday 
citizens to order and give publicity to these restaurants, they 
will not be required to face the burning consequences of 
funding or other burdens after the pandemic. 

 

I. IV.    DISCUSSION 

    Emergency relief in an economic crisis and immediate aid 
from government officials and policy makers is necessary to 
help small businesses survive the pandemic and also recover 
when necessary. Calls from the general public have 
encouraged officials to intervene and offer aid in times of 
crisis. Many programs on State and federal levels have been 
put into place in order to offer relief to United States citizens. 
Some of these include grant and loan programs, deferred 
taxation, a stimulus package, eviction and foreclosure 
moratorium, utility shut off moratorium, and a call to reduce 
rent payments. With all these steps policymakers hope to help 
businesses and employees survive the Corona crisis. 

    The United States Congress passed a $2 trillion relief 
package for businesses in crisis from the COVID-19 epidemic. 
This will be a life saving act that helps millions of businesses 
recover from the economic crisis of the virus. The future plan 
includes paying the wages for workers who stay employed at 
vulnerable companies. For those workers who have lost their 
jobs, they will receive checks as large or even larger than they 
were receiving at previous employment. It will save some of 
the country’s largest corporations from bankruptcy, by 
allowing taxpayers to take shares and invest in those 
companies as collateral. This is the first time the government 
has actively involved itself in capitalistic business. This bill 
will transfer responsibility from private businesses to the 
federal government, allowing the government to intercede on 
behalf of companies and potentially aid the recovery of the 
pandemic.  

   The effects of the corona virus have sent millions of 
Americans into unemployment. Millions of companies both 
big and small are struggling to survive the financial wreckage 
of the virus, including airlines, big banks, nail salons, and 
bars. This has led the United States government to intervene 
on behalf of businesses. Some of these provisions include 
direct payments to individuals and businesses, generous loans 
in which the government agrees to support equity and stakes 
in companies. Some individuals will receive a check to 
compensate for lost wages. But, there’s provisions such as a 
limit on executive pay and a requirement of companies 
receiving assistants to maintain employment rates of 90 
percent of what they were. 

    The government has planned to help many businesses. 
Around $350 million will be devoted to loans and loan 
payments. The other $500 billion will be divided among 
airlines and other companies critical to national security. The 
government has done many things to aid in the recovery. 
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There are some loopholes to their cash bailout. Businesses 
would not have to repay loans covering up to eight weeks of 
payroll expenses.  Once businesses receive their loans, a new 
payment schedule would begin. They must use the money 
within two months in order to avoid repaying it. They also 
cannot pay employees more than $10 thousand if that is the 
size of their loans. Executive who made $3 million, will 
receive $3 million. CEO’s who made $20 million would 
receive $11.5 million. Restrictions will be supplied when 
government support begins.  

    Direct payments, low interest loans, bailouts, and deferred 
repayments, all will aid in post-pandemic recovery for 
businesses. Businesses who have lost revenue, lost employees, 
and struggle to recover, will now get the help they need to 
survive the economic crisis. When the crisis hit, the 
government made it their responsibility to provide much 
needed aid to companies that have found that they have lost 
profits, income, and production. Many companies folded, 
employees were let off, and daily profit margins fell 
substantially. The pandemic causes much stress and economic 
hardship for many people. Government intervention was 
necessary to recover and keep businesses working. As the 
government has chosen to intervene, and aid in the recovery of 
companies through economic hardship.  

    The Corona Crisis has left many people desperate for cash. 
As people are losing their income rapidly, there was an urgent 
need for the government to intervene and give them a money 
boost. At the public’s urgency, the government issued its first 
stimulus package which is a refundable payment against your 
2020 tax returns. This means that you don't have to file your 
2020 tax returns first to get the tax credit in the form of a tax 
refund. The stimulus payment will not be taxed by the 
government. At a desperate time, this is just what many people 
needed.  With businesses at a loss and millions of people 
becoming unemployed, people have been unable to pay rent 
and mortgages, buy food, or have transportation. In order to 
pay expenses,  

   This was the first of a number of stimulus checks being 
issued and just a part of the government's plan to aid in the 
economic recovery of the American people. When the 
economic crisis hit, a plan was necessary to give people relief 
from economic hardship. In order to help people, the 
government issued checks of $1,200 to give people aid to pay 
rent, mortgages, and buy food. Many people have been 
speaking about ending rent payments in order to give people 
relief. They also talk about ending evictions. Others spoke 
about a second stimulus check in order to help because the 
corona virus went on for so long. Direct money is what people 
need to pay expenses. A stimulus check was the government’s 
solution to the problem of economic hardship.    

     People have demanded that the government intervene even 
more. People who are low income and already in crisis can not 
afford unemployment. The average worker who makes less 
than $20,000 a year and lives on paycheck to paycheck cannot 
afford to lose any more income. Unemployment, loss of 

income, and economic hardship will devastate them because 
their savings are small and the money is dwindling. In many 
ways, these people have required the government to intervene 
in their livelihoods. One crisis can set these people off to 
homelessness and leave them empty. Many people have gone 
to unemployment benefits and other aid, but found with high 
costs, it’s not enough. A stimulus check is necessary for 
intervention and for people to pay necessary expenses like 
food, shelter, and transportation. 
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Abstract—As the COVID-19 situation, the social gathering 
and working activity is limited.  The research activities and 
engineering work has been affected strongly especially the 
experimental work. In this paper, the telemetry system concept 
is proposed for conducting the experiment remotely outside the 
laboratory. The power source of the experimental equipment is 
controlled remotely. The experimental execution is observed by 
the camera exposing the user to monitor the real time 
conducting from the outside. The experiment of velocity profile 
measurement on the bubbly flow which is the importance task 
in the fluid engineering was demonstrated to confirm the 
applicability of the concept.  Finally, the experimental result can 
be obtained successfully under the remoted experiment.  

Keywords—Telemetry, COVID-19, Experiment, Ultrasonic,  

I. INTRODUCTION  

Nowadays, among the high demand of the electrical 
energy consumption in the world. The power plant is 
established to respond this requirement. The one of electrical 
power generation is based on the utilizing of steam power. 
This concept is placed on coal, gas combine cycle and nuclear 
power plant. However, these power plants must be operated 
safely without of the accident. The operation is imperative to 
under the safety aspect. The crucial part of the plant operation 
according to safety standard and sustainability is the 
engineering design. The thermal hydraulic and fluid mechanic 
behaviors of the water-steam cycle in the boiling unit of steam 
generation is the main section on the occurring of the accident. 
It is compulsory to be predicted and optimized accurately by 
the numerical model [1, 2]. These behaviors directly 
determine the geometry, material and other specification 
which affects the safety criteria of the unit. To confirm 
reliability of the model, Indispensably, the model validation 
by the experimental data is the important task. Hence, 
experimental investigation on this behavior is needed [3].  

Presently, due to the COVID-19 situation, the social 
gathering and working activity in the work place have been 
prohibited or at least is minimized. Significantly, it influences 
to the activity on the experimental task in the facility placed 
on the laboratory or company. As the consequence, the 
completion of experiment work is delay. Then, the 
engineering design and project execution as well is belated. 
Hence, to solve this problem, the conducting of experimental 

work remotely from other places outside the work place has 
been considered.  

The internet of thing (IoT) [4] is a system of interrelated 
computing devices, mechanical and digital machines provided 
with unique identifiers (UIDs). It has the ability to transfer 
data over a network without requiring human-to-human or 
human-to-computer interaction. As this technology, it opens 
the opportunity for remoted operation, automation and 
telemetry system in several sectors such as industrial [5], 
medication [6] or even in for smart home [7].  Therefore, this 
platform has a potential significantly to apply for the 
execution of experimental work remotely under pandemic 
disease circumstance as the COVID-19.     

This study presents the telemetry concept to hand on the 
experimental activity remotely. The experiment can be 
conducted anywhere at the internet is available. The 
demonstration is focused on the experiment of the velocity 
distribution measurement in the bubbly flow. It is the one of 
important parameter of fluid mechanic investigation. The 
investigation is conducted by employing the ultrasonic 
velocity profiler measurement system.    

II. MEASUREMENT DEVCE AND TELEMETRY SYSTEM 

A. Ultrasonic velocity profiler 

The UVP measurement [8] is an ultrasound-reflection 
technique which can obtain the velocity profile of the liquid. 
Figure 1 illustrates the UVP configuration, ultrasonic pulse-
echo and velocity profile reconstruction. An ultrasonic pulse 
is transmitted from the transducer along the measurement line 
to the liquid. The echo signal reflected from moving reflector 
such as small particle dispersed in the liquid is derived by the 
same transducer. As the ultrasonic wave is emitted repeatedly, 
the echo signals are obtained sequentially. Doppler signal 
influenced by the velocity of a moving particle can be de-
modulated from the echo signals. The Doppler frequency fD(i) 
directly relates to the velocity of the particle (i) is position or 
channel). Hence, the velocity of the particle at that position 
V(i) can be computed as 

θsin2

)(
)(

0f

icf
iV D=                      (1) 
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Fig. 1. The UVP measurement configuration. 

where f0 is the basic frequency and θ is the incident angle. If 
the stokes number on the relation between small particle and 
the liquid < 0.1, the particle will follow liquid streamline 
closely. Then, several particles dispersed in the liquid. 
Consequently, the velocity profile of the liquid can be 
obtained. 

In the bubbly flow, the phase separation technique for the 
operation in the UVP system to obtain the velocity in the 
bubbly flow was proposed [9]. Figure 2 illustrates the process 
of proposed algorithm. Firstly, the Doppler signal D(n) 
(discrete data) is extracted from the echo signals e(t) as shown 
in Equation (2) obtained from transducer and pulser/receiver 
respectively. The extraction is processed by quadrature 
demodulation [10].  
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where n represents sampling of Doppler signal, A is the 
amplitude, and φ is the initial phase. Then, the Doppler signal 
is sent to STFT to derive time-frequency spectrogram of 
signal. The calculation is expressed in Equation (4) and the 
energy density of spectra at time k is denoted by Equation (5). 
Time-frequency resolution depends on time step Sn and 
window length Wn. The spectrogram is sent to the peak 
detector for analyzing the energy peaks of the spectrogram. 
Peak value in each position informs the Doppler frequency 
data (fD=[fDa,fDb...fDm]) and time location (t=[ta,tb….tm]). 
Furthermore, the Doppler amplitude at each point (a=[an=0, 
an=1, ..an=Nrep-1]) is detected by making the envelope on the 
Doppler signal. These data are selected by time location index 
obtained from peak detector (aS=[aa, ab,...am]). 
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The selected amplitude data is then compared with a 
threshold value. The value is defined as being higher than the 
maximum Doppler amplitude of the particle and lower than 
the Doppler amplitude obtained from the bubble. The 
amplitude index is classified into the index of bubble and 
liquid. When the amplitude value is higher than the threshold, 
the index is defined as a bubble index (inb=[inb1,inb2..inbn]). 
Furthermore, when the value is lower than the threshold, the  

 
Fig. 2. The UVP with phase separation for measurement in the bubbly flow. 

index is expressed as a particle index (inp=[inp1,inp2..inpn]). 
Doppler frequency data analyzed by peak detector is 
classified by these amplitude indexes to be Doppler 
frequency of bubble group (fDbubble =[fDba,fDbb....fDbm]) and 
particle group (fDparticle =[fDpa,fDpb....fDpm]). The Doppler 
frequency in each group is averaged. Hence, the Doppler 
frequency of bubble fDbubble and particle fDparticle in the same 
measurement channel is decomposed apparently. 
Consequently, the velocity of the bubble and particle (liquid) 
can be calculated simultaneously follow the equation (1). 

B. Integrated telemetry system 

The internet of things (IoT) is a hot issue and plays an 
important role in several sectors [11]. For the telemetry system 
applied for the experimental work remotely, the client units 
that work and facilitate the remote work execution 
communicates with the outside users via Wi-Fi signal 
internally and with internet services provider (ISP) 
respectively as shown in figure 3. The ISP provides internet 
service that connect data sent through router devices such as 
Dial, DSL and wireless modems where the latter is selected 
for this study. The computer, tablet and smartphones are 
responsible for remote control over the internet anywhere via 
3G/4G or routers that communicate with the ISP. 

III. EXPERIMENTAL SETUP 

Figure 4 illustrates a schematic diagram of the 
measurement system and the experimental apparatus. The 
UVP system consisted of 4 MHz transducers, an ultrasonic 
pulser/receiver, a digitizer, and a computer with LabVIEW 
software. The pulser/receiver emitted ultrasonic pulses via a 
transducer. The echo signals received by the pulser/receiver 
were converted into a digital signal by the digitizer, with a 
sampling rate of 100 MS/s. Data from the digitizer were 
transferred to the computer via USB port. The UVP 
calculation and analysis were performed by using the 
LabVIEW software on the experimental computer. The UVP 
parameter setting shown in table 1 was set to be proper with 
the measurement condition. For the demonstration, the UVP 
was applied to measure the velocity profile of the single phase 
liquid and air bubbly flow on the vertical pipe flow apparatus. 
The tap water dispersed with nylon particles 80 µm and 
bubbles (diameter ≈ 2-3 mm) were used as working fluid. Its 
temperature is 25± 4ºC. The water was circulated by the pump. 
The water flow rate was monitored by the electromagnetic 
flow meter. Bubbles were generated by a bubble generator 
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TABLE I.  PARAMETER CONFIGURATION OF UVP SYSTEMS 

Parameter Value 

Basic frequency  4 MHz 

Pulse repetition frequency 8 kHz 

Number of repetition 128 

Channel width 0.74 mm 

Sound velocity in water 1493 at 25 degree C 

Incident angle 45 degree 

 

 
Fig. 3. Schimatic of communication network for remoted work operation 

 
Fig. 4. Experimental setup. 

put on upstream 50D from test section. The transducers were 
immersed into the water box. The transducer end was put on 
the outside of the pipe with the incident angle 45 degree.  

         In order to control the experimental work remotely, the 
web camera, smart electrical switch and the remote software 
were employed in the experiment. Three cameras and two 
smart switches were worked on the system. First web camera 
was used for overview observation. Second one was used to 
monitor the flow rate value on the flow meter. other one was 
installed to observe on test section area. The smart switches 
were utilized to control the power supply of pulser/receiver, 
water pump, and air compressor separately. The video data 
transferring of web camera was connected to the 
experimental computer via USB port and its data was 
transferred by via Wi-Fi respectively. The switch power 
control were executed via Wi-Fi network. The information 
was communicated with user interface by utilizing the ISP. 
This experiment system were proposed to operate via the 
remote access tool (Team viewer  software was employed). 

IV. RESULT AND DISSCUSSION 

A. Telemetry system testing 

Figure 5 shows the web browser of smart switch control. 
These switches was used to control the power source to 
energize the pulser/receiver, fluid circulating pump, and air 
compressor of bubble generator. The power of equipment can 
be controlled remotely on the web browser. Besides, the 
remoted observation during the experiment was operated via 
web cameras as illustrated in the figure 6. The flow meter 
display unit was monitored continuously for accurate 
experiment. The test section and overall view of the apparatus 
were observed due to the safety aspect.  Figure 7 shows the 
operating panel of the UVP program. The program was 
developed on the LabVIEW version 2011. 

Figure 8 illustrates the remote access screen of the 
telemetry system. Every browser was arranged to fit the 
monitor.  

B. Experiment in liquid flow measurement 

 UVP parameters such as basic frequency, pulse repetition 
frequency, measurement channel, number of profile and 
others could be set via the remote access software. Figure 9 
represents the results of averaging data of 5,000 instantaneous 
velocity profile in single-phase liquid flow at superficial liquid 
velocity UL of 300 mm/s. The horizontal axis is the distance  

 
Fig. 5. Smart switch control browser. 
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Fig. 6. Camera viewing browser. 

from the wall (r) nominalized by the pipe radius (R). The UVP 
system and liquid pump were started remotely. However, the 
velocity value of UVP near the vicinity of the wall showed 
small fluctuations due to some parts of the ultrasonic 
measurement volume is located within the wall which is the 
overlapping of the ultrasonic wave and pipe wall. The echo 
signal in that zone is not only affected by the particle. The 
measurement result is influenced by moving particles and the 
pipe wall. Hence, it can be concluded that the UVP efficiently 
measured the velocity profile on a single-phase flow even 
executed via the telemetry system. The measurement result 
can be transferred to the user interface PC promptly for post 
processing. 

 
Fig. 7. The UVP program operation panel 

 

Fig. 8. The screen of the remote access to experimental computer. 

 

 
Fig. 9. The result of liquid flow. 

C. Experiment in bubbly flow measurement 

 In the bubbly flow, the experiment was conducted at UL 
= 300 mm/s and UG = 5.3 mm/s. The bubble diameter in this 
experiment was about 2-3 mm. The air compressor was 
powered up by telemetry system to inject bubbles. Figure 10 
represents that the instantaneous velocity profile of the bubble 
and liquid can be obtained remotely. Figure 11 shows the 
average measurement results of two-phase bubbly flows. 
Bubbles rise mainly near the wall region. The graph shows the 
mean of  velocity profile data. Liquid velocity distribution is 
the averaging of 5,000 profiles and bubble velocity is 
averaged by the amount of data obtained. The measurement 
result of bubble velocity profile after separation by the 
developed technique was derived. The velocity level is higher 
than liquid velocity due to the buoyancy force affect. Besides, 
the liquid velocity profile was obtained and separated from the 
bubble phase obviously. The velocity of both phase can be 
measured separately. Then, the slip ratio also was derived. It 
can be summarized that the bubble velocity, liquid velocity 
and slip ratio of the bubbly flow were investigated although 
the experiment conducted on telemetry system. 

 

Fig. 10. The result of instantanous velocity on bubbly flow. 
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Fig. 11. The result of average velocity on bubbly flow. 

V. CONCLUSION 

       The telemetry concept to hand on the experimental 
activity remotely was proposed. The experiment can be 
conducted anywhere at the internet is provided. Therefore, 
obstacle of experimental task in crisis or pandemic disease 
situation is removed. The experiment of the velocity 
distribution measurement in the bubbly flow using ultrasonic 
measurement, which is important in fluid engineering, was 
demonstrated to confirm the ability of the telemetry system. 
The UVP system, liquid pump and bubble generator were 
controlled via web browser. The UVP program operation and 
web cameras were executed with the remote access tool.  The 
results of velocity profile on the remoted experiment whether 
single phase liquid and bubbly were obtained clearly.    
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Abstract—The concept “Internet of Things” has been 
applied in many fields to reduce human efforts by using 
automatic things. It also provides opportunities to develop 
remote laboratories or distance researches/studies. The main 
objective of this article is to conduct the telemetry experiment 
on the measurement of the flow behavior in the pool scrubbing 
of a Filtered Containment Venting System (FCVS). The Internet 
of Things (IoT) has been applied to monitor and control the 
experimental performance and the measurement system. An 
IoT network that consists of various sensors, web-cameras, IoT 
appliances, and PCs was established. Thus, the laboratory’s 
experimental works can be implemented from home. It is 
valuable for the current situation of social distancing due to the 
Covid-19 pandemic. 

Keywords—Internet of Things (IoT), Filtered Containment 
Venting System (FCVS), Remote Laboratory, Telemetry research. 

I. INTRODUCTION 
One of the most important lessons learned from the 

accident of the Fukushima Daiichi Nuclear Power Plant is that 
a system should be required for accident management. A 
Filtered Containment Venting System (FCVS) is one such 
system that can enhance the capability to suppress or even 
prevent the occurrence of a severe accident due to the 
reduction of the pressure, steam water, and flammable gas in 
the reactor containment vessel. With the equipment of the 
high-efficiency filtration system, it is also important to 
minimize the release of fission products and radioactive 
material to the environment in case of an accident occur [1, 3]. 
The FCVS is also effective to remove the radioactive aerosols 
involved during the decommissioning of the reactor due to 
dismantling facilities and cutting the core debris [2]. After the 
Fukushima accident, the FCVS has been developed in several 
countries. The FCVS also become the regulatory requirements 
for the new constructions of the nuclear power plant [3]. 
Therefore, understanding the performance as well as 
improving the efficiency of FCVS is important; and the 
experimental researches on FCVS has been getting more 
attention recently. 

In the current situation of the Covid-19 pandemic, almost 
countries have been applied to the social distancing measure 
to reduce the rapid spread of the virus infection during the 
vaccine that has not been successfully developed. Working-
from-home is a temporary solution for most organizations and 
universities. However, this solution is not always fit for 
everyone, especially the students who need to conduct 

experimental researches. The limitation of the onsite working 
time may slow down the progress of the study.  

With the development of computer technology and 
communication technology in recent years, the Internet of 
Things (IoT) concept has been considered as the objective of 
many research and applications. IoT is a defined network of 
mechanical, digital, and computing devices that able to collect 
and exchange data. A typical example of IoT is its application 
in a smart home such as the security system which consists of 
a variety of smart appliances and electronic devices that can 
be controlled remotely via smartphone or a computer 
connecting to the internet. Besides, the IoT has been also 
applied in many areas in the industry, agriculture, and 
healthcare. Together with the development of IoT technology, 
there are many smart appliances and software has been also 
developed to allow remote control and monitoring. Therefore, 
the IoT provides opportunities for remote conducting 
experimental researches in this situation of Covid-19.  

In addition, the concept “Remote Laboratory” has been 
introduced in recent years as one of the solutions that improve 
collaborative researches and education. The development of 
remote laboratories is valuable for distance education and 
research works. More students/researchers can join in one 
experiment without staying on-site. It will also help to reduce 
the study cost in comparison to the traditional laboratories due 
to the sharing lab and apparatus [4, 5]. The IoT plays a very 
important role in the operation of such remote laboratories. It 
supports a communication platform between researchers and 
experimental devices.  

Several works have been done in the application of IoT to 
perform experiments remotely. Most of them focus on 
controlling a simple training experiment. For example, 
controlling a Separately Excited DC Motor [6], testing of 
proximity sensors [7], or controlling the lab electrical devices 
[8], etc. However, the engineering fields are varied, and 
sometimes the experiments require specialized measuring 
equipment. Unfortunately, most of these devices have no 
option for remote control mode. The remote control of these 
devices can be possible by adding some proper smart IoT 
things.   

The major objective of this paper is to measure the two-
phase flow behavior in the scrubbing pool of a laboratory-
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scale FCVS using the visualization method. The IoT network 
which consists of several web-cameras and smart things has 
been established for distance monitoring and controlling the 
experiment as well as collecting the measurement data. It is 
also the preparations for the telemetry experiments for our 
projects of decommissioning the Fukushima Daiichi Nuclear 
Power Plant and establishing the remote laboratory in the near 
future. 

II. EXPERIMENTAL SETUP 

A. Facility 
For the experimental study on the performance of an 

FCVS, a test facility was constructed in the Tokyo Institute of 
Technology. The schematic of the FCVS laboratory-scale test 
facility is shown in Fig. 1. It simulated a multi-layer filtration 
system including a scrubbing pool wet-type filter, a mist 
eliminator, and a multi-stages dry-type filter. The multi-stage 
dry-type filter allows to combine several specific filters for 
different types of simulated radiation aerosol and gas, such as 
Metal Fiber Filter for aerosol removal or the Zeolite Filter for 
removal of organic iodine; etc. In the scope of this paper, only 
the flow behavior of the pool scrubbing of the wet-type filter 
was investigated using the visualization measurement method. 

The wet-type filter is the first filtration stage of the FCVS. 
It is a vertical cylindrical scrubbing pool made of transparent 
acrylic with an inner diameter of 20 cm, the wall thickness of 
1 cm, and a total length of 200 cm. The working liquid was 
used in the wet-type filter is water. A Venturi Scrubber Nozzle 
was used to generate the air bubble in the pool. 

The simulated air venting flow was supplied by the air 
compressor (ETG Japan Vacmaster VO1220SFD-SP). The 
venting flow rate can be adjusted by the control valves on the 
downstream of the air compressor. The pressure and the flow 
rate of the airflow at the inlet were measured using the 
pressure gauge and the flowmeter which was installed on the 
pipeline downstream of the control valves.  

The square cross-section Venturi Scrubber Nozzle was 
used for bubble generation. It was designed as the double-
stages Venturi Scrubber with the throat size of 14 mm x 58 
mm; and the maximum cross-section (the exit) is 58 mm x 58 
mm. At the exit of the nozzle, a baffle plate was installed to 
break up the large size bubbles and changing the moving 
direction of bubbles from vertical to lateral when it escaped 
from the nozzle. 

The Mist Eliminator Vane-Type was installed at the 
downstream of the scrubbing pool. It is also played as the 
secondary filtration layer of FCVS to remove the water 
entrainment droplets and aerosol particles that escaped from 
the first layer without absorbed into the water pool. 

B. Measurement System 
The flow behavior of the pool scrubbing in the wet-type 

filter layer was visualized using a high-speed camera (HSC) 
(Fastcam Mini AX50 manufactured by Photron Co. Ltd.) with 
the Nikon 60mm f/2.8G lens. The backlight illumination was 
applied for visualization. A halogen lamp was set up on the 
opposite side of the pool from the HSC. To reduce the 
refraction effect which is caused by the cylindrical-shaped of 
the scrubbing pool wall, a rectangular water box was installed 
covering the scrubbing pool at the test section as shown in Fig. 
2. Because of the similarity of the refractive indexes between 

 
Fig. 2. Schematic diagram of the HSC measurement. 

1– Light source; 2– Diffusion sheet; 3– Water box; 
4– Scrubbing pool; 5– High-speed camera; 
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Fig. 1. Schematic diagram of the test facility. 

 

TABLE I.  SETTING PARAMETERS OF THE HIGH-SPEED CAMERA. 

Parameter: Value: 

Recording Rate 1000 fps 
Shutter Speed 1/4000 sec. 
Resolution 1024 x 1024 pixels 
Number of frames 5457 
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the acrylic (1.49) and water (1.33), the refraction effect can be 
considered as insignificant. 

The setting parameter of the high-speed camera is given in 
Table 1. By the limitation of the camera memory, a total of 
5457 continuous frames were recorded. With the recording 
rate of 1000 frames per second, it permitted the measurement 
time gain to be 5.457 seconds. 

C. Application of the IoT 
For distance conduction of the experiments, an IoT 

network has been established for monitoring and controlling 
the experiments based on the three layers platform. The block 
diagram of the network is shown in Fig. 3. The IoT things 
consist of three switchbots, two smart valve controllers and 
one solenoid controlling valve which can be controlled via 
wifi internet connection. The measurement system includes a 
high-speed camera (Photron - Fastcam Mini AX50) which is 
controlled by a PC through an ethernet connection. This Lab-
PC was also used to display the other parameters such as 
pressure, temperature, etc., which were collected from the 
sensors by a data logger device (Graphtech GL-200A) via 
USB connection. There were three web-cameras used to 
observe the performance of the apparatus.  

The user can control the Lab-PC through the remote 
desktop control software (Chrome Remote Desktop 
Extension), therefore, control all the systems. The 
measurement data was automatically backed up into cloud 
storage. Therefore, it is easy to access and analyze by users 
from anywhere via an internet connection. 

III. EXPERIMENTS 

A. Distance Measurement Schedule 
At first, the standby systems were turned on using smart 

switches and smart electric plugs. The water was filled into 
the pool using a smart valve controller at the feed water 
pipeline. The water level in the pool was controlled using both 
feed and drain water valves. The air compressor was turned on 
by a switchbot which was installed on the power button. The 

air injected flow was controlled by the solenoid valve through 
PC’s software. The high-speed camera, the backlight source, 
and the data logger device were also started using the 
switchbots. 

Figures 4 and 5 show the interfaces of the apparatus and 
the HSC measurement controllers through the Chrome 
Remote Desktop Extension. The application is free and allows 
the user to control the lab PC from anywhere the internet is 
available. 

The recorded images of the High-Speed Camera can be 
loaded into the home PC directly by backing-up data using 
cloud storage (Google Drive). Figures 6 and 7 show a raw 
image which visualized by the HSC for the air injected flow 
rate of 11.8 and 35.3 L/min, respectively. The flow pattern in 
the scrubbing pool of the wet-type filter was visualized at the 
height of 20 cm above the top of the Venturi Scrubber Nozzle 
(50 cm from the bottom of the Scrubbing Pool). 

B. Discussion 
The visualization of the two-phase flow of the FCVS is 

one of the most important measurements in the experimental 
research to improve the efficiency of an FCVS. However, the 
impact of the Covid-19 pandemic, the time for conduct 
experiments, has been limited. Therefore, the telemetric 
performance of experiments becomes important. 

Although almost devices using in the experiment had no 
option for remote control. However, by adding several cheap, 
simple things, and free remote control software, the 
experiment can be remotely conducted. 

Actually, the distance controlling of the system was a little 
difficult more than on-site controlling. It is because that, the 

 
 

Fig. 3. Diagram of the monitoring and controlling system. 

 

Internet
+ Cloud

Laboratory

Home

Router

PC
Web-cameras (x3)

High-Speed Camera

SwitchBots (x3)

Router PC
(User)

Solenoid Valve (1)

Valve Controller (x2)

Pressure gauges, 
thermal couples, 
flowmeter, etc.

 
 

Fig. 4. Distance controlling of the apparatus. 

 
 

Fig. 5. Distance controlling of the HSC measurement. 
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experience of adjustment of devices is different between on-
site and off-site controlling. Sometime, the sensation of the 
operator is important. In addition, it takes the time to send the 
measurement data to the cloud, therefore, the time for each 
remote experiment is usually longer than on-site experiment. 
However, the experiment was conducted smoothly with the 
high-speed internet. 

This experiment is an important part of our research 
project on the development of FCVS for the Nuclear Power 
Plant. The work is still in progress. The measurement is also 
the primary test for our collaborative research activities in the 
near future to construct the global telemetry research system, 
and for the projects on the decommissioning of the Fukushima 
Daiichi Nuclear Power Plant that the on-site measurements 
may not be conducted due to the high radiation. 

IV. CONCLUSIONS 
The IoT has been preliminarily applied to conduct a 

telemetric experiment. Such kind of tests should be more and 
more performed and developed. It is valuable in our future 
projects for the development of the remote laboratory and 
carrying out the telemetric studies, as well as increase the 
cooperation with other laboratories and researchers.  
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Fig. 6. Two-phase flow pattern in the pool. 

(Air inject flowrate of 11.8 L/min). 

 
Fig. 7. Two-phase flow pattern of the pool. 

(Air inject flowrate of 35.3 L/min). 
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Abstract—The Internet of Things allows computers, people,
and physical electronic devices to communicate with each other
in all combinations, for example, people to people, people to
computer, and computer to fridge by using a Internet connection.
Hence, Smart home applications are very popular nowadays.
The main goal of a smart home is to improve tasks such as
home monitoring or security management. In particular, digital
locks have evolved by using the Internet of Things technology.
In this work, we present an NFC door lock implementation that
is low-cost and user friendly based on Arduino boards as the
microcontroller. The main advantage of our proposed prototype
is that it can be easily installed and scalable on-demand due to
the devices can work independently with each other.

I. INTRODUCTION

Nowadays, wireless technologies’ pervasive influence on
our daily life is undeniable and, in this context, the Internet
of Things (IoT) technology is in the spotlight. IoT allows
our surrounding physical objects to be interconnected and
exchange information via wireless networks such as Radio
Frequency IDentification (RFID) and Wireless Sensor and
Actuator Networks (WSAN) [1]. The main idea of IoT is that
not only the objects interact with each other but also with the
people in order to improve the quality of life [2].

Hence, Smart home technology is one of the main appli-
cations of IoT. The home, and in general building, automa-
tion aims to offer services like energy, security, healthiness,
monitoring, accessibility, and communications management.
Such management may be controlled from inside or outside
the household; the latter by using an Internet connection and
smart electronic devices, for example, to detect missing objects
or avoid health risks.

In particular, security management is a wide study topic
since humanity developed a need to keep privately their
information and their belongings. In the latter case, by using
mechanical devices known as locks [3]. For this reason, the
locksmithing is in continuous growth and looking for creat-
ing more durable, reliable, and easy to manufacture locking
mechanisms [4]. Naturally, locks evolved thanks to modern
electronic devices and IoT technology as well. We can find
a diversity of interfaces like PIN pad, touchpad, signature
pad, or biometrics, used to authenticate the authorized per-
sons [5]. Recently, ZigBee [6], Bluetooth [7], QR code [8],

Fig. 1. Prototype diagram

and RFID [9], [10] based proposals for door lock controllers
have been presented as part of home automation systems.

In this paper, we present a low-cost door lock based on the
Near-Field Communication (NFC) technology and the Arduino
Mega board. Our prototype is easily installable and scalable
in order to control access in a smart home as depicted in
Figure 1. In this figure, we may appreciate a house that uses a
digital lock at the main entrance. In our prototype, we use
an NFC module as a reader and NFC card as a medium
of authentication. Once the user is validated, the door opens
automatically via the Arduino microcontroller.

The rest of this paper is structured as follows. In Section II,
we provide a brief description of the proposed door lock
hardware components and their specifications. In Section III,
we describe the door lock overview and how the components
and modules are integrated as well as the application interface.
Thus, in Section IV we present the door lock implementation
and some function examples. Finally, Section V concludes the
paper.978-1-7281-9615-2/20/$31.00 © 2020 IEEE
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II. DOOR LOCK COMPONENTS

A. Microcontroller

Arduino is a programmable electronic single-board micro-
controller which is open-source in hardware and software.
Currently, Arduino microcontrollers are wide use for proto-
typing and building digital devices due to is easily suitable
for different applications.

Moreover, the Arduino board allows modules (called
shields) to be integrated as interface hardware based on the
Arduino’s “easy to use” philosophy. Modules, for example,
Bluetooth, Wi-Fi, cameras, microSD, GSM/GPRS, Joysticks,
smoke detectors, LCD, or Ethernet may be integrated accord-
ing to the problem.

Among the advantages of using an Arduino board as a
microcontroller, we can find:

• Low cost. The Arduino UNO version can be purchased
for less than $ 25 USD.

• Multi-platform. The Arduino IDE environment can be
used on Windows, MacOS, and Linux.

• Size. Although the dimensions of the Arduino boards may
vary, they are still very small components, approximately
5 x 6 x 1 cm.

• Shields. It is easy to integrate all types of sensors through
Arduino’s shields; Arduino MEGA has an analog (16)
and a digital (54) sensors, for example.

Arduino boards are capable of reading sensors, buttons,
and even Twitter messages and, accordingly, they generate an
output, either by activating an engine, turning on a LED, or
publishing content on the Internet. To perform these actions,
the instructions are sent to the board’s microcontroller by
using the Arduino programming language and its Integrated
Development Environment (IDE).

B. Reader and card

Near Field Communication (NFC) allows users to exchange
information, by using NFC smart devices, with an intelligent
object such as a tag, a reader, or an NFC-enabled mobile
phone. Subsequently, the device decides what to do with
the information received. An NFC reader can read from and
write to an RFID tag, however, the NFC technology has more
capabilities than the RFID one [11].

There are different operating modes for the NFC, such as
reader/writer, peer-to-peer, and card emulation. Reader/writer
mode allows the exchange of data between an NFC mobile
and an NFC tag. Peer-to-peer mode allows the exchange of
data between a pair of NFC mobiles. Finally, card emulation
mode allows the user to interact with an NFC reader through
their NFC mobile (such as a smart card). In particular, we are
interested in the card emulation mode since one of the main
application is access control.

NFC technology can be easily integrated into Arduino
through a module. Although a mobile device is required to
configure the NFC lock, it is possible to configure the NFC
tags as cards for authentication. Since the NFC tags are
inexpensive and they can be attached to almost any object

TABLE I
ARDUINO SPECIFICATIONS

Microcontroller ATmega2560

Operating Voltage 5V

Input Voltage (recommended) 7-12V

Input Voltage (limit) 6-20V

Digital I/O Pins 54 (of which 15 provide
PWM output)

Analog Input Pins 16

DC Current per I/O Pin 20 mA

DC Current for 3.3V Pin 50 mA

Flash Memory 256 KB of which 8 KB used
by bootloader

SRAM 8 KB

EEPROM 4 KB

Clock Speed 16 MHz

LED BUILTIN 13

Length 101.52 mm

Width 53.3 mm

Weight 37 g

thanks to the different NFC modes of operation mentioned
above [12].

III. NFC DOOR LOCK OVERVIEW

In this work, we implement an NFC door lock that it should
be low-cost, easy to install, and user friendly. In general, a
typical door lock system consists of an automatic controller, an
interface reader, and a back-end system [6], [9], [13]. Actually,
the automatic controller is an actuator that acts depending
on the input. Thus, our proposal presents those three main
modules.

A. Arduino module

The Arduino project offers a broad range of products like
starter kits that include tutorials for beginners such as Arduino
UNO, Arduino 101, Arduino MICRO to mention a few. There
are also products for projects that require better performance
as Arduino MEGA or Arduino Zero.

In this work, we use Arduino Mega 2560 due to it is
easily programmable and adaptable. Arduino Mega 2560 is
a microcontroller based on the ATmega2560 with 54 digital
input/output pins and 16 analog inputs, a USB port, and a
power connector as specified in Table I.

B. NFC module

NFC is a short-range bidirectional wireless technology that
uses a 13.56 MHz signal with a bandwidth of no more than
424 Kbps. The technology requires that two NFC devices be
within a few centimeters of each other [12]. In particular, NFC
Shield ITEAD PN532 is a module that may be integrated with
Arduino and it is intended to read NFC devices and tags. The
effective non-contact communication distance is three 3 cm as
presented in Table II.
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TABLE II
NFC SHIELD SPECIFICATIONS [14]

Size 40.5×43mm

IC NXP PN532

Operating Voltage 3.3V

Power Supply Voltage 3.3 5.5V

Max Supply Current 150mA

Working Current(Standby Mode) 100mA

Working Current(Write Mode) 120mA

Working Current(Read Mode) 120mA

Indicator PWR

Interface SPI Interface, Std Raspberry Pi
20pins Interface

C. Software module

We use Unity to develop an interface between the users and
the NFC door lock. Unity is a cross-platform game engine.
Despite that is a videogame oriented tool, it is used to create
visualizations of virtual and augmented reality and also to
create interactive applications in both two dimensions and
three dimensions [15].

Unity 3D software uses programming routines to design,
create, and develop interactive environments. Hence, we built
an application to graphically feedback the user when he/she
utilizes the NFC tag to access.

IV. NFC DOOR LOCK PROTOTYPE

We implement a prototype system for home automation
based on a digital door lock with the NFC protocol. Figure 2
presents the system overview, where, we show the interaction
of the components. On one hand, we have the Arduino board
connected to the physical lock, the microcontroller will action
the lock to unlock in case that is an authorized user. On
the other hand, we have the NFC tag, inside a card. Finally,
between both components, we have the NFC Shield, which
reads the NFC tag and sends the gathered information to the
Arduino board in order to verify the authentication of the user
and act consequently.

Since the Arduino board could be provided with a memory
medium, the database of authorized users can be stored on
the board directly. Likewise, on the NFC tags, the unique
identification number is stored. All the users are uniquely
identified by a number, chosen randomly, sequentially, or
other. Each time that a user wants to enter through the NCF
lock should close the tag to the reader, then the number is
processed at the microcontroller whether to allow access or
not.

Regarding the power supply, Arduino Mega can be powered
via a USB connection, AC/DC adapter, or battery. Thus,
we assume that the power supply is not an issue for our
implementation.

A. Modules Integration

In Figure 3, we may observe the prototype diagram. The
figure presents the connection between the Arduino Mega

Fig. 2. Components interaction

Fig. 3. Prototype diagram

module and the NFC Shield ITEAD PN532 module. We attach
to digital pin 24 a LED light as a flag that the NFC module
is connected correctly. We also connect both modules and
the LED to the ground to prevent human contact with high
voltages.

Thereafter, we connect the Clock signal from master to
slave (SCK), Master Out Slave In (MOSI), Master In Slave
Out (MISO), and Slave enabled signal, controlled by the
master devices (NSS) communication protocols as part of the
Serial Peripheral Interface (SPI) mode supported by Arduino’s
library for the NFC module.

Among the advantage of using SPI are, the protocol is
simple as it uses a not complicated slave addressing, it is a
fast protocol, compared to UART and I2C, data is transmitted
continuously and bit by bit under the slave enable signal and
shift pulse generated by the master device and it MISO and
MOSI lines which means data can be transmitted and received
at the same time.
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Fig. 4. Homepage

Fig. 5. Example of an unauthorized user

B. Working example

In this section, we present the prototype implementation
considering the scenario depicted in Figure 1, where the door
lock depends on our prototype. Thereupon, Figure 4 shows
the basic application homepage. In our proof of concept, we
use two NFC cards. One with an authorized identification and
the other with an unauthorized one. Moreover, our proposed
module is connected to a screen that shows the interface
created with Unity 3D for simulating the lock’s panel.

Figure 5 depicts the moment when an unauthorized user
attempts to unlock the door. In this example, we use an
unauthorized NFC card. However, it is evident that if the user
has not a card is not possible to unlock the door. As we may
see at the screen, the lock is close, which means that the user
is not allowed to enter.

Similarly, Figure 6 depicts the moment when an authorized

Fig. 6. Example of an authorized user

user attempts to unlock the door. Contrary to the above
example, we use an authorized NFC card and, therefore, the
lock is open.

Finally, we show below an example of the Arduino code
for getting information from the NFC module and the tag
reading. Here, the microcontroller establishes the NFC module
characteristics.

1 //Get information from device
Serial.print("Found chip PN5");

3 Serial.println((versiondata>>24)&0xFF,HEX);
Serial.print("Firmware ver.");

5 Serial.print((versiondata>>16)&0xFF, DEC);
Serial.print(’ . ’);

7 Serial.println((versiondata>>8&0xFF,DEC);
Serial.print("Supports ");

9 Serial.println(versiondata&0xFF, HEX);
//NFC tag reading

11 nfc.SAMConfig( );

V. CONCLUSION

In this paper, we presented a low-cost, easy installation,
and scalable access control prototype implementation based
on Arduino microcontrollers and Near-Field Communication
technology. We have chosen the Arduino platform due to
its flexibility to create hardware prototypes without worrying
about the integration of complex electronic components as well
as easily project tailored. Moreover, NFC technology is very
promising and is gaining popularity. For example, some mobile
phones use NFC technology to share power charges wirelessly,
or they are used to pay as credit or debit cards. Hence, we
believe that our prototype may function with the NFC mobile
phone technology instead of tags.

IEMTRONICS 2020 (International IOT, Electronics and Mechatronics Conference) 

697



Additionally, by using NFC technology, we consider that it
is possible to improve lock security since it could be added
to the native technology embedded in modern mobile phones
such as facial or fingerprint recognition. So, we will study this
as future work.
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Abstract—This paper evaluates three plant grow light 

spectra suitable for indoor planting for Spinacia Oleracea 

(Spinach) and Lactuca Sativa (Lettuce). Indoor plant growing 

chambers and three commercial plant grow lights in the Red, 

Red-Blue and Yellow spectral range were used. Temperature, 

humidity and soil moisture were recorded. The spectral range 

of the grow light was found to affect the temperature, humidity 

and soil moisture, hence also affecting plant growth. Red light 

was found to be more suitable for spinach and red-blue light was 

found to be more suitable for lettuce. A system design allowing 

control of the spectral range by selection of the appropriate 

LED’s based on the plant needs using the Internet of Things was 

developed. Future work will implement and test this feature 

together with other semi-automated plant growth systems such 

as irrigation and light intensity.  

Keywords—indoor plant growth, grow lights, light spectra, IoT   

I. INTRODUCTION 

Growing plants in general requires resources such as 
planting, maintaining soil temperature, watering the plants 
and others.  Canadian farmers use different systems to ensure 
that plants are grown in the right temperature, moisture and 
pH of soil. During the whole life process of the plant, it is 
essential that plants are properly watered. The labours of the 
farmers are paid off after they harvest their crops. Although 
these responsibilities are the same with people who have 
plants indoors, there are additional factors that indoor plant 
growers need to consider such as light and how to power the 
system. However, people in Canada have a hectic lifestyle.  
With indoor planting gaining popularity in residential houses, 
it is essential to have a system that could assist in taking care 
of the plants. 

This paper aims to provide an analysis of which type of 
light is better for Spinacia Oleracea, also known as Spinach, 
and Lactuca Sativa, also known as Lettuce.  To achieve this, 
three commercial LED plant grow light were used to cultivate 
the plants placed in an indoor greenhouse. A solar powered 
system was designed and is being implemented to monitor soil 
moisture, temperature, humidity, light flux, and height 
detection of the plants. A review of related literature informed 
the design of the system.   

 

II. BACKGROUND 

A. Plant growth requirements 

Food production needs the right conditions, experience, 
and continued monitoring. Due to the Canadian climate, 
production is seasonal. To continuously produce crops 
throughout the year, greenhouse and indoor farming are used.  

Advancement of technology has been applied in food 
production. For instance, [1] utilized internet of things (IoT) 
by implementing an automated farm irrigation system. Vij et 
al. [1] implemented a monitoring system to resolve irrigation 
problems of farmers. The system used a "wireless sensor 
network (WSN) to connect the components and machine 
learning system to determine irrigation based on crops and 
weather scenarios" [1]. Arduino Mega and Raspberry PI3 B+ 
were used as modules. The Arduino Mega has soil moisture 
sensor, PIR sensor, Temperature and humidity sensor, and 
MQ2 sensor for data collection and then, transmits data 
collected to the Raspberry PI. The Raspberry PI 3 B+ receives 
data via a WiFi Module, which is also used to transmit data 
into a cloud server. The data processing was done in the cloud 
server and then presented on a website. Multiple linear 
regression, Support Vector Regression (SVR) and Random 
Forest Regression were applied to predict soil moisture. For 
data presentation, a dynamic website was used to show real-
time data to users. Their results showed that the Random 
Forest algorithm provides more accuracy than other 
algorithms. The authors suggested that proper installation of 
the setup should be done. Further, the system should be robust 
and dynamic. 

Light emitting diodes (LED) are gaining popularity as a 
source of light for indoor plant growth to assist in 
photosynthesis. According to [2] lights with 400-700 nm help 
plants with photosynthesis. Thus, it is essential to determine 
which colour wavelengths and other factors to utilize in plant 
grow lights for indoor plant growth. There are different light 
colours (wavelengths) and plant purposes. One of the 
commonly used light colours is Red light. Red light, according 
to [2], contributes to the developing photosynthetic apparatus 
and shape of plants. Blue light aids in “stomatal opening, plant 
height, chlorophyll biosynthesis, seedling growth, root growth 
and during photosynthesis" [2]. The authors have also 
mentioned that blue light affects plant thickness. Lastly, Green 
light helped in plant growth and development. Moreover, 
different plants require different colour or wavelength. For 
instance, strawberries (Fragaria  ananassa) require a This work was supported by the Natural Sciences and Engineering 

Research Council of Canada. 
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combination 660 nm red light and 450 nm blue LED lights [2]. 
In addition, distance of light source is important for indoor 
plant growth. If the light source is placed too close to the 
plants, it may burn the plants. On the contrary, if the light is 
placed farther from the plant, the plants may grow weak. To 
solve this, [2] used the inverse square law to determine the 
best distance between the light and plant. To elaborate, if the 
light source is 5 ft from the plants, then the plants will get 1/25 
light from the source. Having some idea of which light to use 
for indoor plant growth can help ensure that the indoor plants 
will grow healthy. 

Application of IoT and advanced technologies in indoor 
farming has been the focus of the research of Yang et al. [3]. 
Their proposed smart greenhouse system has three layers, 
namely, data sensing layer, cloud service layer, and user 
interaction layer. The data sensing layer collects data from 
different sensors. This includes an STM32-ARM processing 
chip, an ATK-ESP8266 WiFi module, a DHT11 for 
temperature and humidity sensing, an MH-410D for a CO2 
infrared sensor, a ZE03-NO2 for an NO2 gas sensor, a ZE03-
O3 for an O3 gas sensor, a ZE03-O2 for a O2 gas sensor, a 
BH170FVI for an ambient light intensity sensor and a video 
monitor of the plants. The data are then sent to the cloud 
service for data analysis and storage. After receiving data from 
the data sensing layer, the data are stored and organized using 
MySQL and Hadoop HDFS. Also, in the cloud data, joint 
analysis of indoor sensing data and plant growing data was 
done by using four algorithms, namely Support Vector 
Machines (SVM), Decision Tree Random Forests and 
Adaboost to predict growing status of plants. These 
algorithms were also compared by their accuracy, time and 
memory consumption. The results of the analysis can be 
viewed by the users in the user interaction layers via an 
Android App. Their result showed that indoor plant 
cultivation is made easier with IoT solutions. However, the 
authors suggested that analysis of big data is needed to utilize 
the information collected and the system should also consider 
user reference for the system. Yang et al. [3] also mentioned 
the need for collaboration between plant and technical experts 
to build a smart agricultural system. 

Taking [1]–[3] as an inspiration, we present a system that 
could help assist indoor plant growers using IoT. Although our 
purpose is mainly focused on determining which light is more 
suitable for growing Spinach (Spinacia Oleracea) and Lettuce 
(Lactuca sativa}), our application of an automated greenhouse 
system using IoT is to determine the feasibility of having an 
intelligent monitoring system for indoor plant growth as 
mentioned as one of the aspects of [3]. Therefore, our system 
should determine the effects of different plant grow light 
spectra/colours in terms of temperature, humidity, light 
intensity, and soil moisture. 

 

B. Plant Grow Lights 

Plant grow lights are essential for indoor plant growth for 
they act as replacement of the Sun in assisting plant growth. 
Asiabanpour et al. [4] determined efficiency of optical fibre as 
indoor light for plant growth. Their study includes a 
simulation and actual testing of different sizes of optical fibres 
which were placed at different heights. For the simulation, 
AGI32, a light intensity design simulation software, was used 
to study light intensity. The study used one halogen lamp with 
32,000 lux as light source. The light was passed through 

different optical fibres. Their simulation results showed that 
20 mm fibre optical cables provide uniform light distribution 
and the empirical study showed that 20 mm fibre optic cable 
provided more light regardless of height. Although the 
experiment was focused on optimization of natural light, the 
actual effects of light on indoor plants was not examined. 

There are different types of plant grow lights such as 
incandescent, fluorescent and Light Emitting Diode (LED).  
One of the early plant grow lights is the incandescent bulb, 
which has been traditionally used since it has a range of 600 
to 800 nm spectrum. Incandescent light bulbs have been 
traditionally used for indoor planting. However, [5] found that 
incandescent lights for plant grow lights are not economical 
because they consume more energy than fluorescent plant 
grow lights and they have short service life. Therefore, 
fluorescent lights were used as artificial lighting for indoor 
plants. However, [5] mentioned that fluorescent light needs 
checking and replacement.  Another type is Light Emitting 
Diode or LED. LED plant grow lights are known to have a 
longer life span [6]. Further, [6] mentioned that LEDs can 
produce specific wavelength, low thermal output and good 
light intensity. 

These various light sources can be considered as a light 
source for indoor farming. For instance, Hurd [5] evaluated 
the effects of fluorescent and incandescent lamps on tomato 
plant growth in an indoor environment. Their result showed 
that far-red light is needed for tomato growth. Their results 
also showed that a warm-white fluorescent light bulb with an 
incandescent bulb assisted in tomato growth, but high blue 
light did not contribute to plant growth. Hurd [5] also 
mentioned that although incandescent bulbs contribute to a 
suitable wavelength to assist in plant growth, it is not 
economical to use incandescent bulbs for they require more 
energy. 

Kohyama et al. [6] have suggested the use of Light 
Emitting Diodes (LED) as a replacement for incandescent 
bulbs without compensating the requirements for indoor plant 
growth. Their paper used two commercial LED plant grow 
lights and one incandescent bulb. One of the LED plant grow 
lights has a combination of Red and white diodes, the other 
LED has red, white and far-red diodes. They monitored the 
growth of different flowers: Ageratum (Ageratum 
houstonianum), Calibrachoa (Calibrachoa hybrida), Dianthus 
(Dianthus chinensis) and Petunia (Petunia hybrida) for "9-
hour short day with or without 4-hour night interruption" [6]. 
Their results showed that Dianthus are shorter when they did 
not have enough light exposure. Additionally, they showed 
that different plants have different responses to different light 
colour. 

Since LEDs are gaining potential as artificial lighting for 
indoor farming, we refer to [7] to determine the factors that 
were considered in designing and building a low-cost LED 
plant grow light. They have considered the type of chemical, 
temperature and wavelength of the plant grow device. In the 
end, the authors used a dual-emitting powder to fabricate a 
plant-grow light. The authors have suggested that a 
combination of red-blue light promotes plant growth both 
radially and vertically. 

According to [8] and [9], different colours with different 
wavelength intervals have different effects on plant growth. 
For instance, red colour has a wavelength around 600 to 700 
nm while blue has a wavelength between 400-500 nm.  Even 
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though the combined lights have the same colour, their 
wavelength and effects on plants may vary as mentioned by 
[8], wherein they mentioned an experiment that compared the 
effects of different wavelengths of red colour on lettuce plants. 
The result showed that the biomass of lettuce was different 
under different wavelengths. Thus, it is essential to know 
which colour is beneficial for plant growth. In addition, 
different plants require different light intensity. Taking the 
result of  [7], [10], [11] as an example, light intensity affects 
the growth and nutrients in plants. Their experiment used red-
blue light to compare the photoperiod, which is the time period 
the plant receives light, and nutrients assimilated by Green and 
Red Lettuce.   

Red light, according to [2], [7], [10] assists in “stem and 
radial growth, flowering and fruit production” while Blue light 
assists in vegetative growth.  Combination of Red and Blue 
lights are commonly used for plant growth because they assist 
during photosynthesis [10]. With regards to photosynthesis, 
Green LED lights are also used. Yellow light is also used to 
replicate the Sun [12]. 

As mentioned before, different plants require different 
grow lights when considering indoor farming. Morales et al. 
[11] conducted research to determine which wavelength and 
photoperiod is best for Duckweed (Lemna gibba). Their LED 
grow light has a combination of red and blue diodes A digital 
lux meter and photosynthetic photon flux density was used to 
measure light intensity and wavelength, respectively. To 
measure temperature, the authors used a thermal imaging 
camera while calculation of digital lux was done using 
DIALux software, commonly used for lighting design. Their 
results showed growth and multiplication development under 
the LED plant grow light. The authors plan to use their 
designed LED plant grow light to optimize the 
"phytoremediation capability of Lemna gibba plants" [11]. 

Additionally, distance between the plant and the light is an 
important factor when doing indoor planting. Massa et al. [9] 
also used the Inverse Square Law to determine the appropriate 
height for the light. For example, if the light is 9 ft, then 
brightness will be 1/81. 

For Green Leaf Lettuce (Lactuca sativa L. ‘Lobjoits Green 

Cos’) and Red leaf lettuce (Lactuca sativa ‘Red Cos’) plants, 

[10] determined the effects of light intensity or photoperiod on 

lettuce growth development.  A modified LED lighting 

module that has blue, red and far red lights was used. For the 

first experiment, the effects of 100, 200, 300, 400 and 500 

µmol m-2 s-1 photosynthetic photon flux density (PPFD) 

during an 18-hour photoperiod was determined while the 

effects of 12, 16, 18- and 24-hour photoperiod were measured. 

Leaf area, plant weight and plant heights were collected. Their 

results showed that 300-400 µmol m-2 s-1 PPFD and 16-18 

hours photoperiod are needed for an effective nitrate 

assimilation on lettuce plants.  

Sabzalian et al. [12]  determined the effects of different 

LED lights in “Peppermint (Mentha Piperita),  Spearmint 

(Mentha spicata)  and Mentha Longfolia,  Lentil (Lens 

culinaris), Basil (Ocimum basilicum) and four ornamentals” 

when placed in a field or greenhouse.  A growth chamber was 

constructed and used for the experiment. For mint growth, the 

mint was placed in a chamber has a controlled temperature of 

25 ± 2°C.  The “green and potted flower” were grown in a 

greenhouse and a chamber. The results for the green and 

potted flower in different environments were compared. The 

results of [12] showed that LED lights are effective in plant 

growth and oil production from plants. The authors have also 

suggested that red-blue lights should be used to get the most 

benefits of LED lights. 

 From the history and review of LED plant grow lights of 

Yeh and Chung [13], they suggested that a combination of 

Green, Red and Blue lights are essential to have a full-

spectrum of colour.   

C. Capacitive and Resistive Soil Moisture Sensors 

Adla et al. [14] compared four low-cost soil moisture 

sensors: two  capacitive and two resistive soil moisture 

sensors, to determine which sensors can provide more precise 

and accurate results. Although the capacitive soil moisture 

sensors were not as cheap as the resistive soil moisture 

sensors, they outperformed the resistive soil moisture sensors 

in terms of accuracy and precision of data.  

Aravind et al. [15] implemented a dual probe heat pulse 

(DPHP) that uses capacitive and resistive soil moisture 

sensors. Their research also did a comparison on both sensors 

based on accuracy, power and cost. By the end of their 

experiment, their results showed that in terms of cost, 

resistive sensors are cheaper. On the other hand, their 

designed DPHP sensor and capacitive soil moisture sensors 

provided better accuracy than the resistive soil moisture 

sensor. In terms of power, the power consumption of both 

resistive and capacitive sensors were considered negligible 

from their experiment while their DPHP required power. 

III. METHODOLOGY 

A. Approach 

The system was designed to operate in a residential unit 
and be self sufficient between planting and harvest. Soil 
moisture, temperature and humidity data, irrigation 
measurement and plant images would be stored in a cloud-
based server accessible by IoT monitoring so that the user 

FIGURE 1: SYSTEM ARCHITECTURE 
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could check the status of the plants without having to be 
onsite. Furthermore, the system would be semi-autonomous, 
managing irrigation and light spectrum control automatically. 
The general system architecture is shown in Fig. 1. 

B. System Architecture 

As shown in Fig.  2, an Arduino Uno received data from 

the sensor. The specifications of the sensors are listed in 

Table 1 while the connection of the sensors to the 

microcontroller, using circuit.io, is shown in Fig. 2. From Fig. 

2, there are four DHT11 sensors were used to monitor 

temperature and humidity of the three plant grow light 

chambers. The additional DHT11 sensor was placed outside 

the green house to monitor the temperature and humidity of 

the room. Further, from Table 1, two soil moisture sensors, 

namely, resistive and capacitive, were used to collect data to 

determine which soil moisture type will give more accurate 

data. Fig. 3 shows the algorithm that was used for data 

collection and plant irrigation.   

TABLE 1: SENSOR SPECIFICATION 

Sensor Type VCC Output Range 

Resistive Soil 
Moisture  

3.3-5V 0-550 Analog 

Capacitive Soil 
Moisture  

3.3-5V 0-850 Analog 

Temperature Sensor 3.3-5V 0-50°C ±  2°C 

Humidity Sensor 3.3-5V 20-80% ± 5%  

C. Experimental Setup 

A 27-in by 18-in by 63-in mini greenhouse and three 
commercial LED plant grow lights were used to cultivate the 
plants indoors. The specification of each plant grow light are 
shown in Table 2.  The placement of the plants and plant grow 
lights were in divided chambers as shown in Fig. 4. As can be 
seen from Fig. 4, the distance between the spinach and plant 
grow light is 9.4-in while the lettuce has 6.2999-in distance 
from the plant grow light. Both the lettuce and spinach were 
grown from seeds. Images of the actual compartments in the 
greenhouse with the lights on are shown in Fig. 5.  

TABLE 2: PLANT GROW LIGHT SPECIFICATION 

Colour 
Number of 

LEDs 
Wattage 

Wavelength 
(nm) 

Yellow 169 75 380 – 800 

Red-Blue 196 75 380 - 800 

Red 80 40 
Red: 660 
Blue:460  

D. Data Collection, Processing and Analysis. 

Throughout the experiment, the plants were irrigated once 
a day and had the lights on for 12 hours per day. Soil moisture, 
temperature, humidity, and light intensity in flux of the plant 
chambers were collected and stored in a file for analysis and 
backup.  

FIGURE 4: EXPERIMENTAL SETUP 

FIGURE 2: SCHEMATIC  OF SENSORS AND MICROCONTROLLER 

FIGURE 5: DIFFERENT COMPARTMENTS IN THE GREENHOUSE 

 

(b) (a) 

(c) 

FIGURE 3: ALGORITHM OF THE MICROCONTROLLER 
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IV. RESULTS AND DISCUSSION 

To determine which LED light colour is effective in 

spinach and lettuce growth, we used three different plant 

grow lights. Each plant grow light had its own compartment 

with temperature, humidity and soil moisture sensors.  Both 

the spinach and lettuce plants grew in all the chambers with 

the system described in Section III. 

The data obtained from the sensors show that different 

light colours have effects on temperature, humidity and soil 

moisture level. For instance, Fig. 6a shows that the red-blue 

plant grow light has the highest temperature compared to 

other plant grow lights on the first day, which may have been 

the result of the start-up characteristic. Further in Fig. 6a, b 

and c, on most days the yellow and red-blue light chambers 

have a higher temperature, humidity and soil moisture values 

than red plant grow light and room values. The resistive soil 

moisture sensor showed inconsistency in data collected. 

However, in Fig. 6c, the capacitive soil moisture sensor 

provided consistent data throughout the study.  

With these results, the system design can be implemented 
with the findings of the suitable light spectra and intensities 
for growing plants such as spinach and lettuce in indoor 
growing conditions. The system will allow semi-autonomous 
operation, such that continuous human attention is not 
required, but the data is always accessible even when away 
from the residence and IoT allows for modification of system 
settings should a problem be found.  

Plant growth is inherently variable as is to be expected 
with biological systems, and therefore periodic human 
intervention may be required. With the ideal of designing an 
energy efficient system, off-the-grid power can be added by 
harvesting excess light energy to power the sensors and data 
collection and transmission.  

V. CONCLUSION 

In conclusion, the following findings from this study will 
inform future IoT system design: 

 Plant grow light colour directly affects temperature and 
humidity of the compartment. We have observed interactions 
between different colour spectra and the other plant growing 
parameters.  

 Further, the results have given us an idea of how much data 
we need and how we can improve the system to obtain more 
accurate results. Therefore, these findings suggest the ability 
to operate a simple plant growth chamber with lighting spectra 
control. 

VI. FUTURE WORK 

 During the time this paper is being written, an improved 
system is currently being implemented: ESP8266, a 
commonly used microcontroller for IoT applications, will 
replace the Arduino Uno microcontroller. Moreover, for the 
backend, Elasticsearch, Logstash and Kibana, also known as 
ELK stack, and Google Cloud will be used to provide better 
data analysis and visualization.  

Future work will include the ability to modify the light 
spectrum by activating specific combinations of LEDs, 
controlling the irrigation based on sensor inputs and AI 
algorithms taking plant image inputs as controlling variables 

and user inputs to adjust the parameters. The system will be 
tested with various different plant species. 
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Abstract—This paper proposes a new cooperative model be-
tween a building operator and the parked electric vehicles. The
building operator owns few edge servers and must execute the
delay sensitive computing requests generated in the building. The
edge servers are powered by the grid and solar panels. Different
from the traditional vehicular fog computing models where only
computing services are provided by the electric vehicles, in the
proposed model, the parked vehicle can also provide on-demand
storage service or supply energy as a source. The building
operator compensates the electric vehicles according to one of
the services they offered during their parking. Compared to the
price of electricity, the incentives paid to the electric vehicles
for their service are assumed to be cheaper. The objective of
the cooperative model is to minimize the power consumption
costs of the edge servers operated by the building operator and
the sum incentives paid to the parked electric vehicles for their
service. The proposed cooperative model is formulated as a mixed
integer program which can be solved by branch and bound
solvers. Simulation results show the benefits of such cooperation
to both the building operator and the parked electric vehicles
under different scenarios.

Index Terms—Edge servers, energy management, vehicles,
computation offloading.

I. INTRODUCTION

The idea of fog/edge computing is to provide low latency
computing services to the clients within their proximity and
reducing the dependence on remote datacenters [1]. Fog/edge
computing deployments are becoming popular across a wide
range of areas such as mobile communication, smart factory,
office buildings, residential buildings, retail, vehicular net-
works, etc [2]–[4]. This growth can be attributed to the advent
of 4G/5G networks and availability of small scale comput-
ing systems (4-10 servers) such as edge servers and micro
datacenters [5]. The computing requests (e.g., delay sensitive
tasks from mobile users, vehicles, sensors in buildings) can
be offloaded to the edge servers due to their proximity. In
case the edge servers are unable to process the requests (e.g.,
due to energy shortage or congestion due to workloads), then
the workloads can be offloaded to the next set of fog servers
in the hierarchy or to the cloud. Several existing works on
fog/edge computing explored problems such as edge server
placement, task offloading, energy management and radio
resource allocation [2], [6]–[10]. In few of these works, the
issue of energy management of edge servers was considered

using strategies such as energy harvesting [2], [9] or switching
the servers ON/OFF depending on the workloads [10].

Recently, vehicular fog computing (VFC) has also emerged
as an important approach for reducing the computation burden
and energy consumption of the edge servers which may be
owned by a mobile network operator or building operator
[11]–[16]. In a VFC system, connected vehicles are capable
of computing delay sensitive tasks using their limited on
board computing units. Hence, some of the workloads can be
offloaded to the connected vehicles thereby alleviating the en-
ergy requirements of the edge servers. The computing requests
were generated by mobile users or sensors in buildings or
other vehicles. The vehicles offering computing service could
be either mobile or parked when the tasks are offloaded. The
vehicles were compensated for their computing service either
in the terms of monetary payments or through parking lots.
In [11], workloads were generated by vehicles and offloaded
by road side units (i.e., base station in vehicular networks)
to other moving vehicles which could perform computing.
The task assignment problem was formulated as an integer
program and solved by particle swarm optimization. In [12],
fixed edge servers (referred as fog nodes) attracted the vehicles
with computing capabilities to take certain paths using pricing.
The prices were based on the amount of requests in that
region. The path selection and pricing problem was formulated
as an integer program. In [13], a game-theoretic model was
presented in which the mobile users could be served by either
the edge servers of the base station or the vehicles. The
amount of resources offered by the vehicles depended on the
incentive paid by the base station. In [14], the mobile hot
spots used parking lots to attract vehicles capable performing
computing tasks. The parking lot reservation for the vehicles
was decided through auctions depending on the computing
resources and parking duration of the contending vehicles and
computing requests. Vehicle to vehicle communication was
used to allocate computing requests to moving vehicles in
[15] and [16]. Reliability and task completion were the main
concerns in these works as the vehicles were moving.

This paper proposes a cooperative model which enables
edge servers (e.g., in a building) to execute the computation
requests with the assistance of the parked electric vehicles.
The power requirement of the edge servers is partly satisfied
by the power bought from the grid and from pre-installed
solar panels. Unlike existing works which only focused on the978-1-7281-9615-2/20/$31.00 2020 IEEE
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on-board computing capabilities of the vehicles, the parked
electric vehicles in the proposed work are assumed to offer
one of the three types of services to the edge servers: a) they
can act as on-demand energy storage devices (i.e., charge and
discharge), b) they can act as energy providers (i.e., discharge
power) or c) they can execute some of the requests offloaded
by the edge servers. The building operator who manages the
edge servers incentivizes the parked electric vehicles according
to their service during their parking times. It should be noted
that the proposed cooperative model allows greater flexibility
to the building operator. The proposed cooperative model
is formulated as an integer programming problem which is
solved using branch and bound solver. The objective of the
proposed problem is to minimize the total power cost incurred
by the edge servers in the building and the sum incentives paid
to the parked electric vehicles for their service.

The reminder of the paper is organized as follows. Section II
presents the cooperative model for the parked electric vehicle
and the building operator who runs the edge servers. The
basis on which the incentives are paid to different types
of service provided by the parked electric vehicles will be
described. Section III provides the mathematical formulation
which optimizes the power usage by the edge servers and the
incentives for the parked electric vehicles. Section IV gives
the results and the related discussion. Section V provides the
concluding remarks.

II. SYSTEM MODEL

Consider a building consisting of a set of edge servers
(denoted by J ) available for serving the delay-sensitive com-
puting requests generated in the building (e.g., sensors, mobile
users, surveillance cameras, etc.). The maximum number of
requests that can be executed at edge server j ∈ J is denoted
by Mj . Let At denote the number of requests generated in
time slot t ∈ {1, . . . , T }. The duration of each time slot is
assumed to be 5 minutes. As shown in Fig. 1, the building is
equipped with solar panels whose net output Wt is assumed to
be known perfectly. The net output Wt represents the excess
solar power available after deducting the fixed load of the
building from the solar power output. The building operator
draws power from the grid (denoted by decision variable pgt )
at a price Pt and also relies on the solar power output to drive
the edge servers. The power consumption of an edge server
j ∈ J in time slot t, denoted by decision variable pej,t, is
given by

pej,t = P idle
j · xj,t + (P peak

j − P idle
j )

mj,t

Mj
(1)

In the above equation, P idle
j and P peak

j represent the idle
power and peak power of server j respectively. Here, xj,t is a
binary decision variable to represent the ON/OFF status of the
edge server. Further, mj,t is a continuous decision variable to
represent the number of requests being executed in time slot t

by edge server j ∈ J . Similar power consumption model for
edge servers were also used in [6]1.

Fig. 1. System model

Additionally, the building operator has the option of using
the services of the parked electric vehicles in the building
to reduce the power consumption of its edge servers. The
different types of services offered by the electric vehicles
during their parking interval are: a) they can act as on-demand
energy storage, b) they can act as energy sources or c) they can
offer computing service. The building operator compensates
the electric vehicles for their service using incentives denoted
by αPt (expressed in $/kWh where α ∈ [0, 1]) and βPt

(expressed in $/kWh where β ∈ [0, 1]) for discharging and
computing service respectively.

Let I denote the set of parking lots in the building. The set
of arrival times and the set of departure times corresponding to
each parking lot i ∈ I are denoted by Si and Di respectively.
The sets Si and Di are assumed to be known from historical
data. Based on Si and Di, the set of parking times over
a day, denoted by Hi, is determined. Let Ein

i,t denotes the
energy available in parking lot i in slot t ∈ Si due to an
electric vehicle arrival. Each parking lot provides charging and
discharging with an efficiency of ηc and ηd respectively. The
maximum charging and discharging limits available in parking
lot i are denoted by Ci and Ci respectively.

Let R1
t , R2

t and R3
t denote the set of parking locations in

time slot t where parked vehicles offer on-demand storage,
energy source and computing service respectively. Let Ni,t

denote the maximum number of requests that can be computed
in parking lot i ∈ R3

t in time slot t ∈ Hi. The power spent by
an electric vehicle due to computation (denoted by pvi,t where
i ∈ R3

t ) is given by

pvi,t = P idle
i · yi,t + (P peak

i − P idle
i )

ni,t

Ni,t
(2)

In the above equation, P idle
i and P peak

i represent the idle
power and peak power corresponding to an electric vehicle in
parking lot i ∈ R3

t respectively. Here, yi,t is a binary decision
variable to represent whether the building operator activated

1Other non-linear power consumption models can also be used. In such a
case, they will be approximated using piecewise linear segments.
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the computing service in parking lot i ∈ R3
t . Further, ni,t

is a continuous decision variable to represent the number of
requests being executed in time slot t at parking lot i ∈ R3

t .
It should be noted that pvi,t = 0 for i ∈ R1

t ∪R2
t .

Suppose an electric vehicle wants to act as an on-demand
storage (i.e., i ∈ R1

t ), then the building operator can charge
and discharge the battery of that vehicle using the solar power
available during its parking interval. The amount of energy
stored in such vehicles at the time of their departure (denoted
by Eout

i,t where i ∈ R1
t and t ∈ Di) must be same as the time of

its arrival. Suppose an electric vehicle wants to act as a energy
source (i.e., i ∈ R2

t ), then the building operator is allowed
to draw a maximum of Edis

i,t (expressed in kWh) from that
vehicle during its parking interval. The value Edis

i,t , where i ∈
R2

t , is specified by the vehicle owner. It is assumed that such
electric vehicles were charged elsewhere at a price cheaper
than the incentive paid by the building operator. Note that
Edis

i,t = ∞ for parked electric vehicles acting as on-demand
storage (i.e., i ∈ R2

t ). Further, Edis
i,t = 0 if parked electric

vehicle offers computing service only (i ∈ R3
t ). Let pci,t and

pdi,t denote the power charged and power discharged in parking
lot i in time slot t. It should be noted that pci,t = 0 for i ∈
R2

t ∪ R3
t (i.e., no charging is allowed for vehicles which act

as a power source or offer computing service). Also note that
pdi,t = 0 when i ∈ R3

t (i.e., no power is discharged to the
building from a vehicle offering computing service).

The above cooperation between the building operator and
the different types of electric vehicles is formulated as a mixed
integer programming problem (explained in Section III). The
objective of the proposed cooperative model is to minimize
the cost of power consumption of the edge servers owned by
the building operator and sum incentives paid to the electric
vehicles for their service.

III. PROPOSED FORMULATION

This section presents the mathematical formulation of the
cooperative model for the building operator and the parked
electric vehicles. The proposed formulation denoted by P1 is
given below. Here, Γ represents the set all decision variables
used in the formulation. Tables I and II provide the list of
all decision variables and the data used in the formulation
respectively.

P1 : min
Γ

∑
t

Ptp
g
t + α

∑
t

∑
i

Ptp
d
i,tη

d + β
∑
t

∑
i

Ptp
v
i,t

(3)

subject to: (1), (2), (4)-(18)

The first summation term in the objective function (3) rep-
resents the cost incurred by building operator in purchas-
ing power for the edge servers from the grid. The second
summation term in (3) represents the total incentive paid by
the building operator to electric vehicles which acted as on-
demand storage or energy sources (i.e., i ∈ R1

t ∪ R2
t ) for

drawing pdi,tη
d amount of power. The third summation term

in in (3) represents the total incentive paid by the building
operator to electric vehicles which offered computing service

(i.e., i ∈ R3
t ) based on the power they spent performing

computing (i.e., pvi,t).
Next, the constraints (4)-(17) are explained as follows. The

sum of requests allocated to the edge servers (
∑

j mj,t) and the
sum of the requests allocated to the parked electric vehicles
offering computing service (i.e.,

∑
i∈R1

t
ni,t) must be equal

to the number requests generated in the slot t (i.e., At). This
condition is ensured by (4)∑

j

mj,t +
∑
i∈R1

t

ni,t = At ∀t (4)

TABLE I
LIST OF DATA AND DESCRIPTION

Notation Description
i, j, t Indexes of parking lot, edge server and time slots
I , J Set of parking lots and set of edge servers
Si Set of arrival times in parking lot i
Di Set of departure times from parking lot i
Hi Set of time slots when parking lot i is occupied
Ein

i,t Incoming energy due to vehicle arrival in parking lot i in slot
t

Eout
i,t Energy in vehicle leaving parking lot i in slot t

Bi,t Battery capacity available in parking lot i in slot t
Ci, Ci Maximum charging and discharging limits in parking lot i
R1

t Set of parking lots in t where on-demand storage is offered
R2

t Set of parking lots in t where energy source is available
R3

t Set of parking lots in t where computing service is available
Ni,t Maximum requests handled by vehicle i ∈ R3

t
At Number of requests arriving in slot t
Mj Maximum requests handled by edge server j
Wt Predicted net solar power output in slot t
Pt Price of grid power in slot t
ηc , ηd Charging and discharging efficiencies

TABLE II
LIST OF DECISION VARIABLES AND DESCRIPTION

Notation Description
pgt Power bought by building operator from grid
pdi,t Power discharged in parking lot i in slot t
pci,t Power used for charging in parking lot i in slot t
pvi,t Power spent in parking lot i in slot t for computation
pej,t Power required by edge server j in slot t
ni,t Number of request assigned to parking lot i in slot t
mj,t Number of request assigned to edge server j in slot t
qi,t Energy stored in parking lot i in slot t

Constraints (5) and (6) ensure that the number of requests
assigned to the parked vehicles which offer computing service
(i.e., ni,t) and the number of requests assigned to the edge
servers do not exceed their corresponding maximum request
processing capacities respectively.

0 ≤ ni,t ≤ Ni,txi,t ∀i ∈ R3, ∀t (5)

0 ≤ mj,t ≤ Mjyj,t ∀j ∈ J , ∀t (6)

The power requirement of the edge servers in time slot t
is satisfied based on the following: power bought from grid
(pgt ), solar power net output (Wt), power drawn from parked
vehicles acting as on-demand storage (pdi,t where i ∈ R1

t ) and
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power received from parked vehicles acting as power sources
(pdi,tη

d where i ∈ R2
t ). This power balance condition given in

(7) also includes the charging of vehicles used as on-demand
storage pci,t (where i ∈ R1

t ). However, as per (8) the charging
is carried out only when solar power net output is available.
Here, pci,t/η

c is the power supplied to the parked vehicle i ∈
R1

t to actually store pci,t in that vehicle because of energy
conversion losses.

∑
j

pej,t +
∑
i∈R1

t

pci,t = pgt +Wt +
∑

i∈R1
t∪R2

t

pdi,tηd ∀t (7)

∑
i∈R1

t

pci,t/η
c ≤ Wt ∀t (8)

The evolution of stored energy in the parked electric vehi-
cles is given by (9). Here, energy stored at the end of time
slot t (i.e., qi,t) depends on the energy stored in the time slot
t−1 (i.e., qi,t−1), the amount of energy added by charging (if
i ∈ R1

t ) and the amount of energy discharged (if i ∈ R1
t ∪R2

t )
or utilized (if i ∈ R3

t ). Note that the actual power discharged
by parked vehicle i ∈ R1

t ∪ R2
t is pdi,t, however, only pdi,tη

d

is received by the building operator due to energy conversion
losses.

qi,t = qi,t−1 + pci,t − pvi,t − pdi,t ∀i, ∀t ∈ Hi \ Si (9)

The initial and final values of the stored energy are given by
(10) and (11) corresponding to vehicle arrival and departure
events respectively.

qi,t = Ein
i,t ∀i, ∀t ∈ Si (10)

qi,t = Eout
i,t ∀i ∈ R1

t , ∀t ∈ Di (11)

The total power discharged from a parked electric vehicle
in parking lot i ∈ R2

t in time slot t ∈ Hi must be exceed
the maximum discharge allowed by that vehicle owner (i.e.,
Edis

i,t ). This condition is expressed in (12).

t∑
k=Si(l)

pdi,k ≤ Edis
i,t Si(l) + 1 ≤ t ≤ Di(l), l ∈ {0, . . . , |Si|}

(12)

In the above equation, |Si| represents the number of arrival
events that occur in parking lot i, Si(l) represents the l − th
arrival event in parking lot i and Di(l) represents the corre-
sponding l − th departure event from parking lot i. The left
side of (12) represents the cumulative power discharged by
the parked vehicle from the time slot it arrived to the time
slot t. The right side of (12) represents the maximum allowed
discharge by a parked vehicle.

The limits of charging and discharging in time slot t is given
in (13) and (14) respectively.

0 ≤ pci,t ≤ Ci ∀i, ∀t (13)

0 ≤ pdi,t ≤ Ci ∀i, ∀t (14)

The amount of energy stored in a parked vehicle should not
exceed the available battery capacity (denoted by Bi,t). This
condition is given by

0 ≤ qi,t ≤ Bi,t ∀i, ∀t (15)

The non-negativity conditions for the continuous decision
variables are expressed below.

pvi,t, p
c
i,t, p

d
i,t ≥ 0 ∀i, ∀t (16)

pej,t ≥ 0 ∀j, ∀t (17)

pgt ≥ 0 ∀t (18)

The above formulation is a mixed integer programming
problem which is solved using branch and bound solver (e.g.,
CPLEX).

IV. RESULTS AND DISCUSSION

For the purpose of simulation, a building with 5 edge servers
and 12 parking lots is considered. Each edge server can process
up to Mj = 6 requests per slot. The mean rate of arrival
of the computing requests is chosen in the range of [10, 20]
requests per slot. Here, each slot t ∈ {1, . . . , 96} is assumed
to have a duration of 15 minutes. The solar capacity was set
to 10 kW and the solar power output per slot were obtained
based on the normalized data given in [17]. The arrival and
departure times for the electric vehicles were generated using
the normal distributions N (36, 5) and N (68, 5) respectively.
The arriving vehicles were assigned parking lots randomly
and the sets associated with each parking lot i ∈ {1, . . . , 12}
were updated accordingly. The initial stored energy Einc

i,t was
randomly generated from [4, 10] kWh. The battery capacity
of all vehicles was set to 16 kWh. The maximum charging
limit Ci,t and discharging limit Ci,t were set to 1 kW . The
charging and discharging efficiencies were set to 0.9. For
parked vehicles offering computing service, the maximum
requests that can be handled per slot (Nj,t where j ∈ R3

t )
was set to 2. The maximum allowed discharge for a parked
vehicle offering power supply (i.e., Edis

i,t where j ∈ R2
t ) was

set to 2 kW . The retail price Pt was set to 5 rupees-per-kWh
whereas the incentive factors α and β were set to 0.6.

Fig.2 shows the effect of the request rate on the total cost
incurred by the building operator (i.e., cost of grid power to
run the edge servers and total incentive to the parked vehicles).
For this simulation, equal number of parked electric vehicles
of each type were chosen. It can be seen that as arrival rate
increases, the total cost increases. However, the cost incurred
due to the cooperation with the parked vehicles is lower
compared to the case without such cooperation. This is evident
from Fig. 3 which shows that the grid power bought by the
building operator is lesser in the case with cooperation than
that without cooperation.

Next, the effect of the number of parked vehicles on the total
cost incurred by the building operator will be examined. For
these simulations, vehicles offering the same type of service
are considered to be in the system. Here, the request rate λ
was set to 20.
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Fig. 2. Effect of request rate on total costs.
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Fig. 3. Effect of request rate on total power bought from the grid.

Fig. 4 shows the effect on the total cost due to the number
of parked vehicles which offer on-demand energy storage (i.e.,
i ∈ R1

t where i ∈ I). It can be observed that as the number
of such parked vehicles increases, the total cost decreases. It
should be noted that the parking intervals of these vehicles
coincided with the peak hours of solar power. It can be noted
that beyond 6 such parked vehicles, there was on improvement
in the total cost. This is because the maximum possible power
harvested with the assumed solar capacity was stored and
retrieved by just 6 vehicles. Fig. 5 shows the amount of power
stored and retrieved from the parked electric vehicles acting as
on-demand energy storage units. As the number of such parked
vehicles increased, the opportunities for reusing the harvested
power increased thereby reducing the grid power purchased
from retail.

Fig. 6 shows the effect on the total cost due to the number
of parked vehicles which act as energy sources (i.e., i ∈ R2

t

where i ∈ I). It can be observed that as the number of such
parked vehicles increases, the total cost decreases. It can also
be observed that such vehicles played a greater role especially
when the solar power generation is not present. Fig. 7 shows as
these parked electric vehicles increased, the building operator
bought lesser grid power from the retail. Further, it can be
seen that the building operator benefited as the parked vehicles
agreed to allot more power for discharging (i.e., maximum
allowed discharging over the parked interval Edis

i ).
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Fig. 4. Effect of number of energy storage vehicles on total cost of the
building operator.
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Fig. 5. Effect of number of energy storage vehicles on the power consumption
behavior.
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Fig. 6. Effect of number of power supplying vehicles on total cost of the
building operator.
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Fig. 7. Effect of number of power supplying vehicles on the power
consumption behavior.

Fig. 8 shows the effect on the total cost due to the number of
parked vehicles which offer computing service (i.e., i ∈ R3

t

where i ∈ I). It can be seen that as the number of such
vehicles increases, the total cost decreases. It is observed
that such vehicles played a greater role when there was no
solar capacity in the building. The total number of requests
processed by the vehicles (i.e.,

∑
i

∑
t ni,t) increased with

the number of vehicles. When the solar capacity was 10 kW,∑
i

∑
t ni,t increased from 16 to 69 requests as number of

vehicles increased from 1 to 12. When no solar capacity was
considered,

∑
i

∑
t ni,t increased from 82 to 710 requests as

number of vehicles increased from 2 to 12.
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Fig. 8. Effect of number of computing vehicles on total cost of the building
operator.

V. CONCLUSION

This paper proposed a new cooperative model for parked
electric vehicles and a building operator who supports delay-
tolerant computing requests using edge servers. The objec-
tive of the cooperative model was to minimize the power
consumption cost of edge servers run by the building op-
erator while duly compensating the parked electric vehicles
according to their service. Unlike the traditional vehicular
fog computing models which only considered computation
offloading to electric vehicles, the proposed model also bought
power from electric vehicles and used some vehicles as energy

storage units. The results showed that the building operator
power consumption cost associated with the edge servers
reduced significantly when the electric vehicles of different
types were involved. It was observed that the vehicles acting
as on-demand storage units enhanced the performance when
solar power capacity was pre-installed. Vehicles which offered
computing service and which offered power supply were very
useful under all circumstances (i.e., with or without pre-
installed solar power capacity). Future work will focus on
uncertainty in the data and optimal solar capacity estimation.
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Abstract—According to the Centers for Disease Control 
and Prevention, 34.2 million Americans have diabetes, which is 
10.5% of the US population. Additionally, 88 million or 34.5% 
of the US adult population have prediabetes. People with 
diabetes are required to monitor their sugar levels periodically 
to avoid hypoglycemia (low blood sugar) or hyperglycemia 
(high blood sugar). The most common method to measure 
glucose levels is invasive and involves pricking fingers. 
Although there are noninvasive methods, they are very 
expensive. This paper proposes an innovative noninvasive 
system to measure glucose levels in blood using sensors, a 
microcontroller, Cloud, and mobile technology. Mechanisms 
built into this device send alerts to caregivers if glucose levels 
are unsafe. The glucose monitoring system is also integrated 
into an Internet of Things (IoT) analytics platform that shows 
continuous and historical data. The solution is low-cost, easy to 
use, and allows continuous monitoring. The prototype was 
validated using a dextrose solution and real-time readings. The 
results show a close relationship between actual glucose levels 
and the data collected from the noninvasive glucometer. 

Keywords—Glucose, Noninvasive, Diabetes, IoT, Cloud, 
Mobile App 

I. INTRODUCTION  

According to the World Health Organization (WHO), 
more than 422 million adults have diabetes globally [1]. As 
per the report published by the Center for Disease Control 
and Prevention (CDC), in the United States alone, there are 
34.2 million diabetics, and 88 million people have 
prediabetes [2]. Worldwide, there were over 1.6 million 
deaths caused by diabetes in 2016.  Higher than optimal 
glucose levels caused an additional 2.2 million deaths due to 
an increased risk of cardiovascular and other diseases in 
2012 [1]. People with diabetes are required to monitor their 
sugar levels constantly to avoid hypoglycemia (low blood 
sugar) or hyperglycemia (high blood sugar) [3]. The most 
common solution to monitor glucose levels is an invasive 
glucometer. Current glucometers involve pricking a finger 
and dripping blood on to a test strip. They produce accurate 
results, but they are painful, risk infection, and are expensive. 
Furthermore, they are not suitable for continuous monitoring. 
Although there are some noninvasive glucometers on the 
market, they are very expensive. For example, the 
noninvasive glucometer from a certain company costs 
around $2100, and another company offers a 14 day sensor 
kit for $83.  

The goal of Ichor is to design, build, and evaluate a 
noninvasive glucometer using sensors, IoT, Cloud, and 
mobile technologies. In addition, the system should be low-
cost, scalable, accurate, reliable, and provide remote 
monitoring and maintenance capabilities.   

The summary of contributions include: 

 a noninvasive glucometer using sensors and an 
Internet of Things (IoT) device 

 a firmware that processes the data from sensors and 
provides local alerts using Red-Yellow-Green LEDs 

 an Android mobile app that shows glucose levels and 
color-coded alerts so that caregivers can monitor 
glucose levels remotely 

 integration of the glucose monitor device with IoT 
analytics platforms such as ThingSpeak for storing 
and displaying historical data  

 a mechanism to monitor and maintain glucometers 
remotely 

 The rest of the paper is organized as follows. Section II 
describes the system architecture of Ichor. Section III 
describes the mathematical model used by this solution. 
Section IV details the experiments and data collection. 
Section V provides an evaluation and analysis of Ichor. 
Section VI concludes the paper. 

II. SYSTEM ARCHITECTURE 

Ichor consists of five main components: 

 the glucometer device 

 the Cloud 

 the glucometer console 

 the alert mechanisms (Mobile App and local LEDs) 

 the IoT analytics 

 Fig. 1 shows the overall architecture of Ichor. The 
Glucometer device consists of a near-infrared (NIR) light 
[11], a NIR photodetector, a noise filter, an amplifier, and a 
microcontroller. A LED1550E from Thorlabs is used as the 
NIR light, and it emits light with a spectral output centered at 
around 1550 nm [5]. The corresponding photodiode from 
Thorlabs (FGA10) was used because of its peak responsivity 
at 1550 nm [6] [8]. A noise filter was built using a resistor 
and a capacitor [10]. An LM358 and resistors were used to 
build an amplifier. A microcontroller from Particle reads the 
data from the sensor, processes it, and turns on 
corresponding LEDs (red, yellow, and green) to indicate 
glucose levels [7]. Additionally, the microcontroller also has 
a 3G module, which helps propagate the data to the Cloud. 
Also, if 3G is not required, the microcontroller comes in a 
version that can send data via Wi-Fi. Fig. 2 shows the 
detailed flow of the firmware programmed onto each one of 
the glucometer devices. 
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Fig. 1. Overall architecture of Ichor  

 

Fig. 2. Flowchart of the firmware programmed into glucometer devices  

All of the components are assembled on a breadboard 
except the NIR LED and photodiode. After various 
experiments, it was found that connecting sensors to the 
earlobe produced more accurate results than the fingertip. 
Both the NIR LED and photodiode were installed on an ear 
clip. Fig. 3 shows the prototype of the glucometer device and 
the ear clip.   

 
 

Fig. 3. Prototype of Glucometer device  

The data read from the sensor is sent to the Cloud using 
Wi-Fi or 3G mechanisms. For the purposes of the prototype, 

the Particle Cloud service was used due to the simplicity of 
the integration; however, any other commercial cloud 
services can be used. 

The glucometer console is used to maintain all of the 
glucometers. The console provides the list of all glucometer 
devices and their current status. Also, it supports over-the-air 
firmware updates. 

The system supports local and remote dissemination 
mechanisms for alerts. The local alert mechanism uses red, 
yellow, and green LEDs. When glucose levels are at a safe 
level, the green LED on the device is turned on. When 
glucose levels are at an unsafe value (if before a meal), the 
yellow LED is turned on. Finally, the red LED is turned on 
when glucose levels are at unsafe levels (whether it is before 
or after a meal). These levels can be specifically set for each 
individual based on their physician’s recommendation. For 
the prototype, the values indicated in Table 1 are used to turn 
on different LEDs. The remote alert dissemination 
mechanism involves an Android mobile app. The high-level 
flowchart of the mobile app is shown in Fig. 4. 

TABLE I.  STATUS AND LED COLOR BASED ON GLUCOSE RANGES 

Status Glucose Range (g) LED Color 
Safe 80 ≤ g ≤ 130 Green 
Unsafe (If before a meal) 130 < g ≤ 180 Yellow 
Unsafe (At any time) g < 80 OR g > 180 Red 

 

 

Fig. 4. Flowchart of the mobile app program 
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The mobile app shows the list of glucometers that the 
user is authorized to see. When a particular glucometer is 
selected, glucose level readings along with a timestamp are 
displayed. It also shows color-coded visual indications of 
safe and unsafe levels. Fig. 5 shows screenshots of the 
Android App. 

 

Fig. 5.  Screenshots of the Android mobile App  

IoT analytics, such as ThingSpeak, provides support for 
historical data. Fig. 6 shows a screenshot of a ThingSpeak 
graph. 

 

Fig. 6. IoT analytics graph from ThingSpeak  

III. MATHEMATICAL MODEL 

The Beer-Lambert law states that there is a linear 
relationship between the absorbance and the absorption 
coefficient, the optical path length, and the concentration of 
the solution [4] [9]. 

 A = log(Io/Ii) = ℇbc 

A= Absorbance 
Ii = Intensity of light entering the solution 
Io = Intensity of the light output 
ℇ = Absorption coefficient 
b = Optical path length 

c = Concentration 

 
Fig. 7. Beer-Lambart Law  

IV. EXPERIMENTS AND DATA COLLECTIONS 

Blood glucose and dextrose monohydrate have the same 
chemical formula, as shown in the molecular diagrams in 
Fig. 8. 

  

Fig. 8. Glucose and dextrose molecular diagrams 

The experimental setup shown in Fig. 9 was used to 
collect data. 

 

Fig. 9. Experimental setup used to collect data 

Dextrose monohydrate was used to create glucose 
solutions of concentrations ranging from 20 to 400 
milligrams per deciliter. For example, to prepare a 100 
milligrams per deciliter concentration of glucose, 100 
milligrams of dextrose monohydrate was dissolved in one 
deciliter of distilled water. 2.5 mL of each concentration was 
poured into a cuvette and positioned in-between the NIR 
light and the InGaAs detector, as shown in Fig. 9. Then, for 
each of the concentrations, the analog value reported in the 
console is collected. The analog value is divided by 4095 and 
multiplied by 3.3 to get the corresponding voltage value. The 
reason the analog value is divided by 4095 is that the analog 
input of the microcontroller that the author used can provide 
0 to 4095 digital values. All the data collected was put into a 
spreadsheet, the points were graphed, and a regression 
analysis was performed. Fig. 10 to Fig. 13 shows four 
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randomly selected trails out of the dozens that were 
performed using the experimental setup and dextrose 
solution. 

 

Fig. 10.  Regression analysis – trial 1 

 

Fig. 11. Regression analysis – trial 2 

 

Fig. 12. Regression analysis – trial 3 

 

Fig. 13. Regression analysis – trial 4 

The voltage values in millivolts read from the photodiode 
were graphed for different glucose concentrations in 
milligrams per deciliter. The regression analysis in Fig. 10 
shows that 90.59% of the data fit the regression model. Fig. 
11 shows over 94.71% of the data follow the regression. In 
Fig. 12 and Fig. 13, 95.97% and 96.45% of the data, 
respectively, follow the regression model. Overall, the 
randomly selected data sets indicate that the data of the 
measured voltage for the corresponding glucose 
concentration is between 90% and 96% of the regression 
model. This indicates that there is a strong correlation 
between glucose concentration and voltage. 

V. EVALUATION AND ANALYSIS 

The Ichor device was built using a microcontroller from 
Particle, a NIR LED from Thorlabs (LED1550E), and an 
InGaAs Photodiode from Thorlabs (FGA10).  An ear clip 
that houses NIR LED and photodiode was 3D printed. 
Firmware for the microcontroller was developed using the 
Particle Integrated Development Environment (IDE). The 
device sends the glucose readings to the Particle Cloud. The 
Android mobile app was developed to pull glucose readings 
from the Cloud and display glucose levels and alerts. The 
Ichor system is integrated into the ThingSpeak IoT analytics 
platform to show historical data. 

Once a strong correlation between glucose concentration 
and voltage was established, an Android mobile app was 
developed to display glucose levels. The Ichor mobile app 
was used to further evaluate the system with a common 
commercial glucometer. The author collected ten random 
samples a day over dozens of different days of his own blood 
using the commercial glucometer and compared it with the 
data collected from Ichor. Based on this data, a bar graph 
was created to show the relation between the data reported 
by the Ichor mobile app and a commercial glucometer. Four 
random samples from the data that were collected are shown 
in Fig. 14 to Fig. 17. 
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Fig. 14. Ichor versus commercial glucometer – trial 1 

 
Fig. 15. Ichor versus commercial glucometer – trial 2 

 

Fig. 16. Ichor versus commercial glucometer – trial 3 

 

Fig. 17. Ichor versus commercial glucometer – trial 4 

The error percentage of Ichor with respect to the 
commercial glucometer for each sample was calculated. In 
Fig. 14, the error percentage ranges from 0.00% to 6.67%. 
The error percentage of each sample in Fig. 15 is between 
1.00% and 5.56%. Similarly, Fig. 16 shows a trial that has an 
error percentage ranging from 2.19% to 7.29%. Finally, trial 
4, shown in Fig. 17, has an error percentage of 0.86% to 
9.87%. Although there are outliers in the data, all four of the 

randomly selected iterations show that Ichor’s readings 
closely follow those of the commercial glucometer. 

After the accuracy of Ichor was proven, Ichor was 
integrated with ThingSpeak IoT analytics. The data reported 
by IoT analytics was validated by collecting glucose readings 
at regular intervals and comparing the data with the data 
reported by the analytics platform. 

VI. CONCLUSION 

Based on exhaustive testing, Ichor is a reasonably 
accurate and low-cost solution. Although further testing is 
required with a larger sample size, results show a strong 
relationship between actual glucose levels and data collected 
using the noninvasive glucose monitoring system.  It costs 
less than $100 to build a prototype. Sending alerts is free 
with Wi-Fi and less than three dollars per device per month 
using 3G. It integrates with Cloud services enabling the 
development of mobile apps to send alerts to caregivers. It 
also integrates with IoT Cloud analytics platforms that show 
real-time and historical data. Alerting mechanisms built into 
the device will alert caregivers when glucose levels reach 
unsafe levels. This system can also be used in Artificial 
Pancreas Device Systems. Ichor will allow people with 
diabetes to manage their sugar levels easily and avoid 
hypoglycemia and hyperglycemia. 
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Abstract—In this paper, we consider non-time slotted 
cognitive radio ad-hoc networks in order to propose a routing 
protocol without a common control channel, thereby adhering 
to practicality. This is performed using multicast and unicast 
transmission of the control packets. The performance of this 
protocol is studied and compared with a quite relevant and 
recent protocol, called Probabilistic and Deterministic Path 
Selection (PDPS), using a special simulator, which is built in 
Java language and developed upon PDPS’s simulator. The 
PDPS protocol creates two paths between the source and 
destination while using all the channels in the network. 
Interestingly, their results are promising in terms of 
throughput. On the other hand, our protocol builds as many 
paths as possible between the source and destination. Besides, in 
our protocol, we use all the channels in the network. The 
performance metric considered is the throughput whereas our 
results are even better than those of PDPS protocol. 

Keywords— Cognitive Radio Ad-Hoc Networks (CRAHN), no 
Common Control Channel (CCC), non-time slotted CRAHNs, 
and CRNs’ Routing Protocol. 

I. INTRODUCTION  

Internet of Things (IoT) is defined as the connection of 
diverse items over the internet, operating  with various 
communication technologies [1]. From which, there are wired 
and wireless technologies, the latter is more flexible, thus, 
more popular [1].  Nevertheless, major concerns arise in this 
case, for example there is the existence of massive data, and 
the shortage in spectrum availability. Interestingly, 
researchers have a desire  to solve these challenges using 
cognitive radio networks (CRNs) [2]. CRNs search the 
spectrum for available bands, then dynamically change the 
transmitting parameters of the devices to opportunistically 
access the spectrum [1], [3]. There are many potential 
applications for CR-based IoT devices, such as healthcare 
applications, social activities (e.g., smart traffic lights), 
environmental related applications, in-home applications, 
smart grids, smart cities, and internet of vehicles [1]. 

Half-Duplex multi-channel non-time-slotted CR Ad-Hoc 
Networks (HD-CRAHNs) are considered a practical 
spectrum-efficient communication model. In this model 
primary and secondary networks are asynchronous. 
Specifically, Ad-hoc networks consist of wireless nodes 
communicating via multi-hop paths, without an infrastructure. 
Moreover, cognitive radio technology allows the nodes in the 
network to use the empty frequency bands without having 
bands of their own. In CRAHNs, a source node communicates 
with a destination by building a multi-hop path between the 
two nodes. All the nodes can communicate without a fusion 
center. This guarantees high coverage of the network, low 
cost, and easy maintenance. 

At this point, it is apparent that having CR-based devices 
in IoT applications is very promising. Thus, we were 
motivated to work on an Ad-Hoc CRN that can be used in IoT 

applications, such as smart cities. In our work, we propose a 
routing protocol for multi-channel non-time slotted CRAHNs. 

To create a routing protocol that is aware of the channel’s 
availability and the Primary Users’ (PUs) activity (i.e. 
spectrum-aware), one should think of the sensing and the 
spectrum allocation processes along with the routing process. 
This means creating cross-layer routing protocols is essential 
to enhance the performance of CRNs, especially for meeting 
the demands of multi-media applications [4]. The text below 
highlights two of the most relevant cross-layer routing 
protocols for CRNs. 

A cross-layer routing protocol named CLRP is proposed 
in [5], which considered all available channels at every SU 
node. This protocol formed a full path before deciding which 
channels should be sensed by the PHY-layer of each node. 
Similarly, a protocol named Probabilistic and Deterministic 
Path Selection (PDPS), that extremely enhances the 
performance CLRP, is proposed in [6]. In which, the authors 
built two paths between the source and the destination and 
they let the source decide which path has better throughput.  

The proposed protocol introduces new concepts and make 
modifications to CLRP. It also considers the existing CLRP 
modifications, such as PDPS. We name our protocol Multi-
Cast-based Half Duplex Routing Protocol (MC-HDRP). 
Remarkably, for page length constraints and because PDPS 
outperforms CLRP, we compare our work only with PDPS. 

The rest of the article is organized as follows: Section II 
illustrates the proposed protocol. The system and protocol’s 
assumptions are detailed in Section III and VI, respectively. 
Mathematical model is presented in Section V.  Extensive 
details of the proposed protocol are provided in Section VI. 
Section VII presents the simulation results. The article is 
concluded in Section VIII.   

II. THE PROPOSED PROTOCOL  

 Interestingly, both CLRP and PDPS consider the 
probabilistically and the deterministically available channels. 
Where the probabilistically available channels have specific 
idle probability, assumed to be found after conducting long 
term monitoring processes. However, the deterministically 
available channels represent a small set of channels that is 
assigned to each node based on the geographical area and is 
sensed periodically by the node. This is in order to mimic the 
process of serving other paths than the one in question and 
gaining the advantage of having channels ready to use 
whenever needed. In our protocol we do not assign this set of 
channels to every node, rather we consider all the channels 
only before the transmission starts. As we think that sensing 
this set of channels periodically wastes a portion of the slot 
time and negatively affects the transmission period, i.e., it 
reduces the throughput. Besides, we consider other paths to be 
served in the initial load inside each time slot. Hence, only the 
used channel is going to be sensed periodically using Listen 
Before Talk (LBT) protocol. Moreover, we study the 
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probabilistically available channels too, in order to represent 
the activity of other Secondary Users (SUs) in the network. 
SUs are assumed to be arriving according to a Poisson 
distribution. This is deferent from CLRP and PDPS where 
they used the probabilistically available channels to mimic the 
behavior of PUs. Remarkably, to be fair, we removed the 
assignment of deterministic channels to the nodes in PDPS 
that we compared our work with. 
 

We add timing to our protocol and simulate the existence 
of PUs. We use a delay variable and a set of files with PUs 
existences. However, for testing purposes, we represent the 
activity of PUs as various periods of time taken randomly 
from every channel. Besides, each channel can be used by 
various PUs, each one at a time 

III. SYSTEM MODEL 
Each selected path in our protocol consists of a source node, 
intermediate SU nodes, and a destination node. Only one 
channel is used between each two nodes, i.e., each SU node 
has only one transceiver. Specifically, the used channel in 
each hop is chosen from all the channels in the network after 
the sensing process is conducted. Given that the availability 
of each channel has a specific probability, which is called idle 
probability. In our study, there exist three types of channels: 
“Available” (idle probability = 1) such that there is no PU nor 
SU, “Not available” (idle probability = 0) which only means 
a PU exists, and “Probabilistically available” (0 < idle 
probability < 1) such that SUs exist in the channel with the 
given idle probability. The last type of channels was named 
“unknown to be available” in  [5], [6] but for PUs activities 
not SUs. Interestingly, the SU nodes should be contending, 
therefore, SUs activity will only be considered in the 
“probabilistically available” channels not in any other type. 
Obviously, the state of each channel is found after the first 
sensing process is conducted. 
 

The first sensing process is conducted to all the channels 
before the network settles down. Then, there is a sensing 
process for the “probabilistically available” and the 
“available” channels at each node’s position before message 
transmission. This is followed by a periodic sensing process 
for the channel used in transmission.  Additionally, if the 
channel gets busy while the SU is transmitting (i.e., a 
collision) the transmitted packet will be dropped, and it will 
not be transmitted to the neighbor.  This is because we do not 
have acknowledgments. Therefore, the node will look for 
another channel to transmit its packets over, only after the 
sensing period comes (using the LBT protocol). This is how 
we avoided the use of a CCC. 

IV. PROTOCOL’S ASSUMPTIONS 

• We assume that there exist various PUs in the network, 
each one can occupy any channel. Every channel can be 
occupied by one user at a time.  

• Given that a PU can tolerate interference for a specific 
interval, called the Tolerable Interference Delay (TID). 
We assume that TID is 1 second long. An SU is preferred 
to stop transmitting and monitor the PU activity every 
TID. This is done using LBT protocol for the sensing 
/transmitting tradeoff with overlay dynamic spectrum 
access model.  

• We use energy-based and waveform-based detection. The 
first technique is used to detect whether there is a user or 
not. Only if there is a user, the second technique would be 

used; in order to check if that user is an SU. If it was 
another SU, then the SU in question will try to access the 
channel anyway but with throughput multiplied by the idle 
probability. Moreover, if the given SU was already 
transmitting on the channel and another SU appears, it will 
keep occupying the channel until the next sensing period 
in HD mode. This idea is inspired by [7], [8], where the 
authors handled many problems facing CRAHNs like 
SU’s frequent handoffs. 

• We simulate the activity of SUs only as if they are arriving 
according to a Poisson distribution with known birth and 
death rates. Intriguingly, we simulate the PUs as actual 
nodes occupying the channels randomly.  

• We assume that all the channels have the same bandwidth 
(BW). Additionally, we adopt a bandwidth model that has 
1 bit per Hz per second if the received Signal-to-
Interference-plus-Noise-Ratio is higher than a predefined 
threshold, i.e., ܴ =  .[ܿ݁ݏ/ݐܾ݅]	ܹܤ

• No Common Control Channel (CCC) is required. This is 
an advantage, because we avoid reserving a channel for 
sending control packets (i.e., spectrum efficiency). 
Besides, this way we follow the diffenetion of a CRN, as 
it is designed to operate over the empty channels. 

• Some requirements are assumed to be known, such as the 
location of our SU nodes, the set of all channels in the 
CRN, the expected available time of the channel and the 
birth and death rates of contending SUs. Besides, the keep-
out distance of channels which indicates the locations of 
contending SUs is also known. Note that, in PDPS, the 
information that should be known is about PUs’ network. 
Thus, we have a more practical system because the 
cooperation between SUs and PUs is not required.  

• We have the maximum power constraint of idle and 
probabilistically available channels. In this constraint, the 
channel is considered available only when its required 
power is less than the node’s maximum transmission 
power.  

V. MATHEMATICAL MODEL 

In our protocol we adopt equations used by [5], [6], thus 
there will be no need to re-write the equations in this work. 
However, the most important equations are mentioned, such 
as the transmsission time, which is given by 

1 2 1 2  
xT max w Ch ChT TID L ST ST f fα− −= − − −  (1) 

where (TID) is the periodic time slot, it is actually the PU’s 
tolerable interference delay and it is assumed to be 1 sec.  The 
initial load is (ܮ௪) which is the time to serve other paths. The 
sensing time is (ܵܶ). The frequency step or switching time 
constant (α ) is in seconds per Mega Hertz. Finally,(	 ଵ݂) and 
( ଶ݂) are the central frequencies of the two channels (ܥℎଵ) and 
 .respectevly ,(ℎଶܥ)

To get the throughput in bits per second we multiply the 
transmission time ( ்ܶೣ ௫) by the bandwidth of the channel 
(BW) then divide it by the number of time shares, such as the 
following equation.  

 
time shares

xT max
max

T BW
TH

×
=   (2) 

A time share means the time slot where we have 
simultaneously active nodes in a path. But another definition 
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states that it is the existence of a split in time between the 
activities of the nodes in the path. Based on both definitions, 
in HD we have the number of time shares equals to the 
number of hops in the path.  

VI. DETAILS OF THE MC-HDRP PROTOCOL 

A. Route Request Packets in MC-HDRP 

A setteling time was added to every node to guarantee that 
the node senses all the channels and knows its neighbors.This 
delay is added before the start of any transmission. 

At the beginning of any transmission, the source senses a 
channel from its surroundings to detect the PUs and the 
secondary neighbors. The detection relies on the transmission 
of PUs and on the leaked oscillator signals that accompany 
the sensing process of SUs [7], [9], [10]. Hence, each leaked 
signal must have a unique ID. This idea is an optimistic 
thinking in the light of  [11]–[14]. The oscilator power 
leakage of any reciever (or sensing device) is discussed in 
[15] and [16]. 

The source sends a multicast Route Request Packet 
(RRQP) over the channels that have SUs sensing them. The 
transmission happens without repetition, i.e., the neighbors 
who received the RRQP will be eliminated from other 
transmissions throughout the channels. This can happen 
because the SUs can be detected based on an ID of their 
signals, thus, multicast or unicast is used. The idea of multi-
casting was mentioned in [17]. Remarkably, an SU neighbor 
can be detected over various channels because the nodes 
sense the channels and transmit over them in diferent orders.  

The source adds its neighbors to a queue and each 
neighbor will add its neighbors to the queue without 
repetition. Most importantly, this queue is sent in the RRQP. 
This queue is devided into “next in queue” and “transmitters” 
lists as seen in Table I and as will be explained in the 
following scenario. 

TABLE I.  THE RRQP CONTENTS FOR MULTI-CASTING IN MC-HDRP 
AND MC-HDRP-CA. 

Channel 
ID 

Node 
ID 

Upstrea
m 
channel 

Upstrea
m node 

Downstrea
m quality 

Entity 
length 

The 
downstre
am 
channel 

This 
node 
ID 

Previous 
channel 

Previous 
node 

The time for 
transmitting 
from the slot 

In bits 

. 

. 
. 
. 

. 

. 
. 
. 

. 

. 
. 
. 

The Queue: … 
The transmitters’ list: … 

 
1) Scenario for RRQP delivery 

 
Figure 1 shows a scenario for RRQP delivery in our proposed 
protocol. In particualer, a queue and a transmitters’ list are 
two entries added in the RRQP along with an entry for every 
downstream channel to carry the channel’s downstream 
quality, upstream node ID, corresponding upstream channel 
ID, entry’s length (indication of the message length), and this 
node’s ID. 

Its noteworthy to mention, before explaining the example, 
that the neighbors were found in the settling time, however, 
before transmitting the RRQP the node must sense every 
channel to recognize the existing neighbors in that channel. 

Therefore, the queue depends on which node was discovered 
first and on which channel. Additionally, only in the example, 
the nodes are discovered from the west of the node and 
clockwise. Besides, we assume in the example that each node 
is found on a separate channel at every transmission process.  

The following text explains the example given in Figure 1. 

 
Figure 1. RRQP Delivery in the Route Discovery Stage 

• In the settling time, the source (1) discovers nodes “A and 
B” each on a separate channel. Then, (2) the source senses 
the first channel and adds node “A” to the queue, right 
before (3) transmitting over the first channel. This is 
followed by (4) sensing the next channel, finding node 
“B”, then adding it to the queue (after “A”). At this point, 
node “B” will receive the RRQP with the new queue over 
the second channel. the transmitters’ list has only the 
source in it. 

• The first node in the queue has the priority to send its 
version of the RRQP to its pre-defined neighbors. In this 
case the first node is “A” and (recall) it sees itself as the 
only one in the queue. Consequently, node “A” has “B 
and D” as neighbors known right before transmission 
starts (i.e., node “A” will sense the channels separately to 
find the neighbors). Then, (assuming the west-clockwise 
discovery in the example) “A” will send the RRQP to 
node “D” then node “B” because they are not in the 
transmitters’ list received from the source. Additionally, 
node “A” will be moved from the queue to the 
transmitters. 

• Node “B” will keep waiting until it receives the new 
RRQP from node “A” (the first in queue). In the same 
manner node “B” discovers that it has “A, E and C” as 
neighbors on separate channels. Node “A” is in the 
transmitters’ list (from the updated RRQP). Therefore, 
node B will send the RRQP only to nodes “E” then “C” 
each with a queue, (D and E) then (D, E and C), 
respectively. It is important to note that node “B” will 
consider both RRQPs received from the “source” and 
node “A”. As for the quality, “B” will get the best quality 
for every downstream channel. However, for the queue 
and the transmitters’ list node “B" will get the latest 
received ones (from A). Interestingly, the transmitters list 
at “B” has: “Source, A and B”. 

This process keeps going in the same manner. Thus, for space 
constraints we will jump to node “I” without considering the 
details. 
• Node “I” handles the updates of the transmitters and the 

queue lists received from node “H” not “G” because “H” 
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is the latest to transmit. Node “I” has “H, G, and 
Destination” as neighbors. Thus, it will send only to the 
destination; because “H” and “G” are in the transmitters 
list. The queue has no entries and the transmitters’ list has: 
“Source, A, B, D, E, C, F, G, H and I”. 

B. Route reply packets in MC-HDRP 

The destination processes the received RRQPs and 
creates its Route Reply Packet (RREP) with the best received 
RRQP for every channel. Then it will send the RREP (one 
message item per node) to its neighbors. Only the ones who 
sent the RRQP to the destination.  As for transmission, the 
“destination” uses the best channels in terms of throughput. 
This is done to create multiple paths. 

The reverse paths have consequent nodes working 
simultaneously (i.e., the paths are multi threaded). 
Additionally, each node in the reverse path will take the best 
channel to transmit the RREP to the upstream node. The 
throughput of the path is the minimum of all the hops in that 
path (i.e., bottleneck throughput). At the end of path 
discovery stage, the source decides which path has the 
maximum throughput. 

VII. SIMULATION RESULTS 

This section begins by introducing the simulation 
parameters and the performance metric used in the 
comparisons between protocols.  

 
The simulations were conducted using a special simulator 

built in Java language that was heavily edited over CLRP and 
PDPS’s simulators. The computer used was Apple MacBook 
with 1.8 GHz Intel Core i5 processor and 8 GB 1600 MHz 
DDR3 RAM.  

The simulator was built with various classes, such as 
network, node, channel, basic message, basic message item, 
control message, message item, data message, packet, path, 
and primary user. The thread used in the simulator was the 
RREP delivery thread. 

 
The default values of some parameters are listed in Table 

II, however, any change in the parameters is mentioned 
before every figure. Each point in the figures is an average of 
100 trials. The random values follow uniform distributions 
except the arrival of SUs, which is Poisson. However, in 
PDPS the arrival of PUs is considered. 

 

We use the throughput as our performance metric. The 
throughput in our study can be described as the transmission 
time in each time slot multiplied by the channel bandwidth 
and divided by number of time shares in the path. We can 
express the throughput in terms of bit/sec/Hz if we did not 
multiply by the bandwidth; as we have the same channel 
bandwidth in our simulations. More to the point, the 
theoretical description of the throughput is the average rate of 
successfully delivered packets per second. 

 
This section provides performance evaluation of the 

proposed protocol in the route discovery phase. 

Figures 2-a, 2-b and 2-c show the effect of increasing the 
number of channels on the behavior of our proposed protocol 
compared with PDPS in low idle probability conditions, 
moderate and high, respectively. Both protocols have fixed 
throughput after the number of channels is enough; because 
the extra channels will not be used to increase the throughput.

TABLE II.  TABLE 1. DEFAULT SIMULATION PARAMETERS. 

Parameter Value 

Number of SU Nodes 50 nodes 
PU TID 1 second 
Number of Channels  12 channels 
Transmission Range of SUs 50m 
Transmission Range of 
Contending SUs, or PUs in 
PDPS 

500m 

SUs Network Dimensions 200m×200m 
Contending SUs Network 
Dimensions, or PUs Network 
in PDPS 

1000m×1000m 

Idle Probability ( )
0r

P H  
As given in each graph 
(low 0.1, moderate 0.5, 
and high 0.9) 

SU source position At (0, 0) 
SU destination position At (200, 200) 
Number of PU nodes 5 nodes 

Initial load [5] 
Random between 0.1 and 
0.7 seconds 

Switching Constant α .  1 milli sec / MHz 

Sensing time of a channel [5] 

Random between 1 milli 
sec and 100 milli sec 
Max 1/10 of the TID for 
the channel 

Channel Bandwidth 6 MHz 

MC-HDRP has higher throughput compared to PDPS, with 
increment ratio equal to 2.84% (with idle probability = 0.1). 
This can be explained as MC-HDRP uses all the possible 
paths between the source and the destination. Thus, the 
chances of gaining better throughput are higher. 

As for the second experiment, default values are used and 
number of SU nodes is variable. In Figures 3-a, 3-b and 3-c, 
as the number of nodes increases then the connectivity 
increases, which results an increment in the throughput in 
both protocols. The throughput will not increase 
significantly, because of the interference effect on the 
throughput when number of SUs increase.  

VIII. CONCLUSIONS 

     The use of CR technology in Ad-Hoc networks guarantees 
using the spectrum efficiently to handle the increasing 
demands on wireless communications, especially IoT 
applications. In this paper, a practical HD-based CRN routing 
protocol is introduced. The proposed protocol does not use a 
CCC, rather it uses multi- and uni-cast for sending the 
RRQPs. Our protocol (MC-HDRP) outperforms the PDPS 
protocol introduced by [6] in terms of throughput. This is 
because our protocol uses all the possible paths and avoids 
having frequent handoffs by the SUs.  
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Figure 2 Discovery Throughput vs Number of Channels: (a) Idle 

Probability 0.1, (b) Idle Probability 0.5, and (c) Idle Probability 0.9 

 

 
Figure 3 Discovery Throughput vs Number of Nodes: (a) Idle Probability 

0.1, (b) Idle Probability 0.5, and (c) Idle Probability 0.9 
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Abstract—A key component of the UN Sustainable 

Development Goals (SDG) is goal 3, Good Health, and 

Well-Being. Fundamental to the accomplishment of this 

goal is women’s health. Pregnant women and women 

raising infants would benefit from early screening. In 

socially disadvantaged areas, patients may not have ready 

and frequent access to formal healthcare or screening 

solutions. In such instances, simple solutions that allow for 

self-monitoring can help. Additionally, when provided with 

devices that promote positive behavior modification such as 

sensor-enabled wearable devices, other advantages may 

accrue. Data collection from multiple subjects for screening 

and contact-tracing may have potential use in the ongoing 

COVID-19 pandemic and beyond. A low-cost, contact 

thermometer solution based on a silicon bandgap 

temperature sensor that allows for personal screening is 

described using a Proof-of-Concept solution.  

Keywords—UN Sustainable Development Goals, 

Temperature Measurement, Wearables, Health Trends, 

Pregnancy, Neonatal Care, Contact Thermometer 

I. INTRODUCTION  

Within the UN Sustainable Development Goals 
(SDG), Goal 3, Good Health and Well-Being, several 
areas of human health have been recognized as having 
been part of progress, but still requiring acceleration [1]. 
Maternal Health and Child Health are among the stated 
areas [2]. Research indicates that maternal health and 
child health may be linked, with maternal health issues, 
consequently affecting fetal and child health [3] [4] [5]. 
The urgency for improvements in maternal health and 
reduction in mortality has been demonstrated [6]. While 
the specific effects of COVID-19 on pregnant women are 
not well understood currently, cautious approaches are 
recommended in preventive and post-diagnostic care [7].  

The focus of the current work is in the demonstration 
of the feasibility of a low-cost open-source solution for 
self-care and monitoring for a specific cohort. The 
solution may be expanded to, include other cohorts and 
additionally allow for the design of population health 
intervention using machine learning techniques.  

Medically underserved populations [8] would be 
better served by the availability of innovative, cost-
effective diagnostic and monitoring devices [9] with at 
least an acceptable level of performance enhanced by 
technological advances in sensing. Maternal temperature 
measurement and monitoring have been studied and 

reported in clinical studies [10]. Temperature, a basic 
vital sign recommended for monitoring during pregnancy 
[11] is also indicated for pregnant women diagnosed with 
COVID-19 infection [7]. 

II. BACKGROUND 

A. Project Objectives 

The team had the following key objectives while 
considering the project planning and execution: 

1) The solution should serve an underrepresented 

demographic that requires customizable, cost-

effective solutions. 

2) In keeping with the general principles of the 

Maker Movement [12], the design should be 

open, and open hardware and software should be 

used whenever possible. Components should be 

readily available to allow for mass production and 

distribution.   

3) For processing and testing capabilities, an 

affordable Single Board Computer (SBC) or 

microcontroller, or preferably, an open-

architecture device will be used.  

4) The devices should render the highest acceptable 

screening performance at the lowest optimal cost 

for widespread adoption. 

5) The design should be flexible to be adapted for 

different implementation styles, such as a 

handheld versus a wall-mounted device, or a 

wearable device, and allow for use under varying 

social distancing protocols. 

6) Proof-of-Concept (PoC) solutions that are 

proposed, demonstrated, and published will aid 

any team worldwide to seek funding, and make 

efforts to realize the project’s completion, 

maximizing the chances for success and 

implementation.  

7) The primary objective for the project to be a 

response to the COVID-19 pandemic, but the 

solution should be extensible to non-pandemic 

situations as well.  

8) The solution should serve individual end-users, 

but also lend itself to artificial intelligence 

techniques for pattern recognition in larger 
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populations for incidence and contact tracing, as 

well as other trends analyses.  

9) The primary objective of the device is to function 

as a screening device, and not as a clinical device. 

Regulatory approvals and commercialization are 

currently outside the purview of this work.   

B. Temperature Measurement 

Body Temperature Measurement has been identified 
among the vital monitoring and diagnosis parameters for 
COVID-19. Fever is a key symptom, which, when it 
manifests, appears 2 – 14 days after infection [13]. Body 
Temperature Measurement is the basis for the design of a 
phone application along with analysis and dashboarding 
tools that use AI to identify infection trends [14].  

Fever monitoring recommendations vary largely 
based on national, regional, and local governments. 
Notably, frequent temperature measurement is a 
component of most such recommendations and 
guidelines [15], [16], [17], [18].  

C. Target Population 

Non-contact and contact thermometry solutions work 
on different sets of principles and in the COVID-19 
pandemic, both have distinct applications. For instance, 
non-contact thermometers are used to abide by  
workplace screening guidelines for which the team has 
demonstrated a distinct, proof-of-concept solution 
through [19], guidelines are available for temperature 
screening for pregnant women diagnosed with COVID-
19 [7] and for screening during maternity in general [11], 
for which contact thermometry might offer pertinent 
solutions.  

D. Types of Temperature Measurement 

Body Temperature Measurement can be through non-
contact or contact techniques.  

1) The two non-contact thermometry device types 

are   

a) Thermal Imaging Systems 

b) Infrared Thermometers [20]. 

2) Contact thermometers use the conduction mode of 

heat transfer. They are of four types: 

a) Thermocouple 

b) Resistance Temperature Detector 

c) Thermistor [21] 

d) Silicon Bandgap Temperature Detector [22] 

The various types of thermometers have applications 
for specific measurement necessities. Their application in 
human body temperature are discussed in scientific 
literature [23], [24], [25], [26]. For this paper, in 
accordance to maximize performance while minimizing 
cost, the Max30205 [27] was selected for the PoC phase.  

E. Non-Contact Vs. Contact Temperature 

Measurement 

Both non-contact and contact body temperature 
measurement techniques have their applications. To 
ensure social distancing during the COVID-19 pandemic, 
non-contact thermometers have been widely 
recommended [20]. The team has previously designed a 
PoC solution for low-cost non-contact thermometry [19]. 
Contact thermometers similarly have specific 
applications, both in response to COVID-19 and beyond. 
The key differences are as follows: 

1. Non-contact thermometers measure surface 
temperature, while contact-thermometers may 
measure internal body temperature, based on the 
location of measurement [28].  The Max30205 
measures surface temperature through contact. 

2. When screening multiple humans, such as in 
retail establishments, schools, factories, and 
similar locations where human density and 
interaction is high, non-contact thermometers are 
preferable to avoid undesirable contact or sharing 
of thermometers.  

3. For pregnant women, the effects of COVID-19 
are poorly understood. Having a personal, 
wearable, or portable contact thermometer will 
allow pregnant women, and other potential at-
risk cohorts to self-screen through non-invasive, 
skin surface temperature measurements. Non-
contact thermometers measure skin surface 
temperature and accounting for factors affecting 
contact thermometer-based skin surface 
temperature measurements [30], for screening 
purposes, the two modalities are comparable.  

4. The contact-thermometer can be continued to use 
post-pregnancy to monitor the health of the 
mother and the infant [31]. Skin temperature 
measurement for infants can be an indicative and 
screening tool in infant care.  

5. Personal thermometers, when not shared with 
other adults, and only used on self or infants after 
childbirth can minimize the risk of infection 
spread.  

6. When data collection and sharing options are 
provided with the device and shared voluntarily 
by the subjects, it can add to the body of 
knowledge regarding screening with skin 
temperature during pregnancy and after 
childbirth and can be useful during the pandemic 
and beyond.  

F. Device Form, Fit and Function 

The contact thermometer can be designed to take 
different forms, a desktop device, or a wearable device. 
Both devices have advantages and disadvantages. A 
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wearable device has potential advantages that render it 
suitable for the current application: 

1. In one survey, pregnant women expressed 
willingness to use wearables during pregnancy 
for prenatal care [32]. In one study, the use of a 
wearable for self-care was demonstrated to be 
feasible during pregnancy [33].  

2. A wearable device is portable and allows the 
subject to perform self-checks regardless of 
location. A wearable device has a physical 
footprint that allows for it to be worn and/or 
carried along by the user. The contact 
thermometer is intended to be used periodically, 
and not as a continuous monitoring device.  

3. Engagement [34] in self-care and long-term 
behavior change [35] are potentially possible 
with wearable use. Women’s Health, especially 
in disadvantaged, underserved, and vulnerable 
communities is a challenge and wearables can aid 
in alleviating the quality of life for women in 
such communities.  

4. Wearables can be combined with smartphones to 
accomplish multiple objectives. Temperature 
screening data from the contact thermometer can 
be uploaded to a cloud application with the user’s 
permission to provide data for analysis and 
further research. The data may be utilized in 
pregnancy monitoring beyond the COVID-19 
mandate to assist in future efforts to alleviate 
morbidity and mortality during pregnancy. 
Smartphone applications in general may be 
indicative of alleviation of other conditions such 
as gestational diabetes mellitus [36]. Providing 
low-cost smartphones with multiple applications 
in conjunction with the wearable may accrue 
other pregnancy-related health benefits.  

5. The team is currently progressing with research 
on using the wearable as an additional tool for 
contact tracing [37], independent of a 
smartphone. It may be used as a supplement to 
smartphone applications in contact tracing.    

III. DESIGN AND CONSTRUCTION 

In this section, we describe the first-generation Proof-
Of-Concept (PoC) demonstration. All elements of the 
design, as well as future updates, are available for 
adoption and modification through an online repository 
to the scientific community through an MIT License [38].  

A. Silicon Bandgap Temperature Sensor  

In alignment with the design goals, the Max30205 
sensor [27] is relatively inexpensive [39], has a footprint 
suitable for integration into a wearable form factor, 
usable with Printed Circuit Board (PCB) designs and is 
suited for fitness and clinical applications, meeting 
ASTM E1112 specification in the soldered version [40].  

B. Microcontroller 

The Xiao Microcontroller [41] based on the Arduino 
architecture, an open hardware architecture [42], with a 
list price of $4.90, has a footprint suited for prototyping 
low-cost designs. The ultimate solution would require a 
CPU with a smaller footprint, suited for wearable 
products. The team is currently examining alternatives for 
replacement.   

C. Printed Circuit Board Assembly 

Following the selection of key components, a 
minimal PCBA was designed. OSH Park [43], a low-cost, 
quick turnaround vendor with whom the team has 
experience creating other low-cost design iterations was 
used to manufacture the boards. Three boards were 
ordered and obtained for $7.55 USD each, and the 
components were soldered by the team. The design for 
the PCBA is available for adoption [38], [44]. The PCBA 
is defined and displayed in Fig. 1 - 4. Table 1 lists key 
items for the PCBA in a Bill of Materials.  

 

Fig. 1. Fabricated Prototype PCBA for low-cost contact thermometer 

(bottom view).  

 

Fig. 2. Fabricated Prototype PCBA for low-cost contact thermometer 

(top view).  

The PCBA was designed to have a small footprint, 
sufficient for prototyping. The current design has a square 
footprint, 31.75mm (1.25in) x 31.75mm (1.25in), and a 
thickness of 28.58mm (1.125in). The design has slots to 
allow straps to be inserted, and the team has recognized 
the slot placement, width, and strap selection will be 
required to be optimized in future designs. This design 
requires further optimization if a watch profile is 
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preferred when other components and measurement 
modalities will be added in future designs. 

 

Fig. 3. PCBA schematic for low-cost contact thermometer prototype.   

 

Fig. 4. PCBA Layout Diagram for low-cost contact thermometer 

TABLE I.  BILL OF MATERIALS - PCBA 

Description 

Name Part Number Location 

MAX30205 

Temperature Sensor 
MAX30205MTA+ U1 

Xiao Micrcontroller 102010328 J5, J6 

0.1uF capacitor C0603C104Z3VACTU C1 

4.7k Resistor RR0816P-472-D R1, R2, R3 

 

D. Other Details 

The Xiao Microcontroller has a Universal Serial Bus 
(USB) port which was interfaced with a Personal 
Computer (PC) to examine the results. In future designs, 
this will be replaced with Bluetooth connectivity and the 
wearable will be paired with a smartphone application. 
The goal is to use coin cells, such as the CR 2032. The 
Max30205 sensor consumes 600uA during measurement 
and thus will be required to be switched off and turned on 
only while making measurements.  

IV. DISCUSSION 

A. Results 

Processing [45], the standard open-source tool that 
can be interfaced with Arduino was used to examine the 
results of the prototype. The small footprint of the 
Max30205 produces a challenge when measuring 
temperature. The goal for the low-cost design is to 
provide screening, with the aid of surface temperatures.  

Oral temperatures tend to be more accurate, however, 
equipment used orally requires disinfection and cleaning 
after every use, or the use of single-use, disposable 
thermometers. Armpit (axillary) and forehead (temporal) 
temperature measurements are expected to be 0.3°C – 
0.6°C below oral temperature measurements, in value 
[46]. With the Max30205, axillary measurements were 
seen approximately 1°C below what was observed with 
digital thermometer measurements in a healthy subject, 
and approximately 2.5°C below, when measured 
temporally. Temporal measurements are expected to be 
the lowest [47]. The results observed by the team were 
also in line with observations made through a non-contact 
thermometer designed by the team, where the 
measurements were consistent, but below body 
temperature, by approximately the same range [19].  

 

 

Fig. 5. Axillary Temperature Measurements using low-cost contact 

thermometer prototype 
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Fig. 6. Temporal Temperature Measurements using low-cost contact 

thermometer prototype 

The measurements are not expected to be clinical, and 
for screening purposes in a low-cost design setting, the 
prototype was found to produce acceptable results. The 
raw data result streams are displayed in Fig. 5 and Fig. 6 
for axillary and temporal measurements, respectively. 

B. Future Work 

The following work is planned for the next phases 

of the product design: 

1) Minimize the overall footprint of the device, and 

design the product to have a consistent profile, 

such as that of a wearable and complete housing 

designs to prototype and test use among volunteer 

to iterate the design.  

2) Through auditory cues such as tones, and visual 

cues such as light, location, and pressure as well 

as time to complete measurement. Temperature 

values or screening results must be displayed in 

an actionable manner.  

3) Identify the appropriate chipset for processing, 

complete Bluetooth connections and smartphone 

integration. Explore contact tracing and machine 

learning capabilities in future application design.  

V. CONCLUSION 

The proof-of-concept demonstrates that a low-cost 
contact thermometer solution for screening is feasible. It 
may be applicable to aid pre-natal and post-natal care. 
The open design allows for multiple teams to collaborate 
and scale solutions as desired to combat COVID-19 and 
routine care during pregnancy and for other cohorts as 
may become necessary.  
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Abstract—Nowadays huge amount of crowd data captured
by surveillance cameras gets shared publicly in the form of
images or videos through television or the internet. Although
many of these videos are meant to provide public security, they
also lead to a widespread concern towards privacy protection,
since a lot of personal information about subjects gets revealed
through this video/image data. Hence, “de-identifying” people
(i.e., obscuring identity information) captured by the surveillance
cameras is of utmost importance for providing privacy along
with security. Traditional identity obfuscation techniques such
as blurring, warping, and filtering lead to the loss of vital
non-biometric information. More recent k-same-based as well
as generative model-based de-identification techniques eliminate
the above problem to a certain extent. Still, the visual quality of
the generated images produced by these methods is not realistic.
Also, these approaches are unable to maintain structural integrity
and cannot preserve the required non-biometric information at
a high resolution. As an improvement, in this paper, we propose
a new network termed as EPD-Net and train it with suitable loss
functions to maximize the emotion similarity and minimize the
identity similarity. Experimental results verify the effectiveness
of our approach and its superiority over other popular face de-
identification techniques.

Index Terms—De-identification, Identity Obfuscation, Emotion
Preservation, Generative Adversarial Networks, Privacy Preser-
vation

I. INTRODUCTION

In the present days, a large volume of data gets shared over

the internet across different parts of the world. In this process

of transfer and share of visual data, leak of privacy becomes

the primary concern, since these data reveal the biometric

traits of the subjects without their consent. Most real-life

applications working on crowd data focus on providing public

security, where knowledge of the identity of individuals has

978-1-7281-9615-2/20/$31.00 ©2020 IEEE

Fig. 1: Sample images from RafD (Radboud Faces Dataset)

consisting of 67 subjects belonging to different classes,

namely, Caucasian male, Caucasian female, Moroccan male,

Kids male, Kids female, etc.

lower significance, and capturing other non-biometric infor-

mation such as race, gender, facial expression/emotion have

a higher significance. For example, consider a public hospital

scenario where the number of patients is large, in comparison

to the number of hospital staff, and monitoring the condition

of every patient constantly becomes very difficult. The facial

expression of patients captured by the surveillance cameras

installed in the hospital corridors and/or patient cabins provide

vital clues about the physical and mental conditions of the pa-

tients. By observing this data the hospital authorities can take

appropriate measures and/or provide necessary treatments, if

required. However, these videos often reveal the identity of the

patients captured in the videos. From the above discussion,

it is clear that there is a need for de-identifying patients’

identity, while simultaneously preserving their emotions. To

the best of our knowledge, there exists no work in the literature

that solves this problem effectively except the work in [1].
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Although the objective of this work is similar to that of ours,

the images generated by this method lack in quality, and the

identifiable characteristics of a face are not eliminated well.

The de-identified faces can be easily identified visually and

this makes it unsuitable for application in real-life.

In this paper, we aim to improve the existing solutions to

the problem of face de-identification, while simultaneously

preserving emotion (or, facial expression) information. GANs

[2] have been extensively used in recent years for several

image generation or translation tasks such as image de-fencing

[3], colorization [4], etc. The present work is an application of

image to image translation, where a facial image is provided

as input, and a de-identified version of the same face is

obtained as the output. Motivated by the recent success of

conditional GANs (in short, cGANs) in image translation tasks

[5], we also use this category of the network in the present

work. Specifically, we propose a new network architecture

termed as EPD-Net (Emotion Preserving De-identification

Network), that consists of a pix2pix GAN [5] along with

two additional auxiliary deep networks, namely the identity

and emotion verificators. When a face image is input to the

EPD-Net, the network does certain computations in its layers

to generate a realistic de-identified face image that preserves

the emotional characteristics of the input face and eliminates

identity characteristics to the extent possible.

The rest of the paper is organized as follows. A thorough

survey of related literature is discussed in Section II. Section

III introduces the proposed EPD-Net network along the loss

functions used in training the model. Extensive experimental

evaluation and comparison with some competing approaches

are presented in Section IV. Section V finally concludes the

paper and points out possible future scopes for research.

II. RELATED WORK

Privacy protection in images/videos is very important since

most online images and surveillance videos inadvertently

disclose the identities of subjects captured. In the past, research

work on de-identification has been mostly focused on devel-

oping algorithms for facial identity obfuscation such as [6]–

[12], and only a few gait/silhouette de-identification techniques

have been proposed, such as [13], [14]. The gait/silhouette de-

identification algorithms commonly use only blurring operator

to de-identify a subject silhouette, which cannot always guar-

antee anonymity. Since the theme of the paper is developing

algorithms on face de-identification by preserving emotional

characteristics, here we focus on describing the research

trend on face de-identification, and skip discussions related

to gait/silhouette de-identification.

Previous techniques used for de-identification were sim-

plistic in nature. They were mostly aimed at concealing

detailed texture information present on the face by the means

of blurring [6], warping [7], [8], pixelation [15], and other

image processing-based techniques. This category of these

approaches is termed as non-formal, since these do not provide

any formal proof of anonymity. As an improvement, k-same

family of approaches was developed later, which has been

used for de-identification tasks in various studies such as [9]–

[11]. These approaches, on the surface, work by finding cluster

centers of k-clusters from the data set and replacing the cluster

instances with the cluster centers. Although the drawback

of uncertain anonymity can be successfully handled by the

means of the k-same family of approaches, the resulting de-

identified images look highly non-realistic, and bear ghostly

appearances, due to the averaging operation used in computing

the cluster centers. With the introduction of Generative Neural

Networks (GNNs), learning based techniques were developed

to generate better quality de-identified faces, for example, [1],

[12].

In [12], Meden et. al. proposed a generative neural network

(GNN) based approach in which proxy clusters are generated

using the k-same algorithm and the de-identified faces are

generated by the GNN. The complete de-identification network

has been termed as the k-same-net, and although it improves

over the above-mentioned non-formal techniques, the gener-

ated images still look non-realistic. Moreover, each of the

k-same family of de-identification approaches, including k-

same-net, suffer from the following two shortcomings: (i) The

k-same approach assume that each subject is only represented

once in the data set, but this may not be true in practice.

The presence of multiple images from the same subject, or

images sharing similar biometric characteristics can lead to

lower levels of privacy protection, (ii) k-same operates on a

closed set of facial images and produces a corresponding de-

identified set, which is not applicable in situations that involve

the processing of individual images, or sequence of images

outside the domain of data set.

More recent approaches employ the generalization power

of Generative Adversarial Networks (GANs) [2] to de-identify

faces. The basic architecture of a GAN consists of a generator

network that generates an output based on the input data’s

probability distribution function and a discriminator that dis-

tinguishes the generated output from the input data. Typically,

a GAN is trained in multiple iterations using Minimax algo-

rithm, and this imparts an ability to the generator network

to accurately fit the input probability distribution function.

In recent years, researchers have aided the generation and

discrimination process of GANs with slightly different but

similar concepts. For example, the work in [1] employs a

GAN along with a verificator network to obtain a similarity

measure between the features of the generated image and

the desired features, as well as a regularizer network to

compute the structural similarity between the two images.

The objective function for training the GAN accounts for the

combined loss given by the verificator and the discriminator

networks. However, the objective function in [1] does not take

into account emotion preservation. Hence, the de-identified

images generated by this approach cannot guarantee emotion

preservation effectively. Our observation is that the images

generated by [1] also do not look significantly realistic (results

are shown in Section IV).

In this paper, we propose an improvement to the work in

[1], by adding an additional verificator network to preserve
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the emotion information at a higher resolution compared to

[1]. Also, we propose to use a deep classification network as

an identity verificator network instead of the Siamese network

as in [1]. This is since the function of the identity verificator

is to predict if the generated face corresponds to a particular

identity. This can be effectively done if the network is trained

to learn a mapping from an input face to its corresponding

identity. The Siamese network, on the other hand, does not take

into account the ground truth label information, and predicts

the similarity of the generated face with the original face

based on the similarity in their appearances. The use of the

classification network as an identity verificator also helps in

obfuscating identity information better than that [1].

The main contributions of the work are as follows:

• Developing an improved network termed as EPD-Net for

face de-identification that preserves emotion characteris-

tics of a face effectively while simultaneously obfuscating

the facial identity information.

• Improving the identity verificator network used in a

previous study [1] by employing a deep convolution

classification network instead of Siamese network.

• Extensive experimental evaluation and comparison with

competing approaches.

III. PROPOSED APPROACH

The face de-identification process can be viewed as a

mapping from an input face image x to its corresponding

de-identified image x̂ using a mapping function f such that

f(x) = x̂. In an ideal situation, the mapping function f must

be non-invertible, i.e., it should not be possible to recover

the original face from the de-identified face. But as discussed

in Section I, obfuscation of identity features is not the only

goal of this work. Along with identity obfuscation, emotion

loss should be minimized to the extent possible. Generative

Adversarial Networks (GANs) are a popular choice for re-

searchers to generate images following a specific distribution

pattern. Since the objective of the present work is generating

face images by satisfying a given set of conditions, it appears

that a suitable GAN-based architecture can be employed to

learn the mapping function f . The basic version of GAN

consists of two networks: (a) a generator network which tries

to learn the input data distribution, and (b) a discriminator

network which predicts whether an input image belongs to the

input distribution (i.e., real data) or the distribution learned by

the generator network (i.e., fake data). However, using this

basic structure of GAN, it is not possible to achieve the dual

objective of identity obfuscation and emotion preservation. If

a set of auxiliary features needs to be employed while simul-

taneously learning the input data distribution, then conditional

GANs (in short cGANs) [16] seem to be the best choice. In

a cGAN, separate loss functions are designed corresponding

to each auxiliary information using either standard metrics

or neural networks, and the combined loss from all the

auxiliary networks/metrics are jointly minimized along with

the discriminator loss function.

To construct the EPD-Net, we consider two separate deep

networks along with a pix-2-pix GAN and design loss func-

tions to satisfy the following conditions: (a) the generated

image must be free from identifiable features present in the

input face, and (b) the generated image must preserve the

emotion of the input face. We term these auxiliary networks

as identity verificator and emotion verificator networks, and

these produce scores depicting the identity similarity and

emotion dissimilarity between the input and the generated de-

identified faces, respectively. The architecture of the proposed

network can be schematically represented using Figure 2.

With reference to the figure, the network has the following

Fig. 2: An Overview of the proposed network architecture

modules: (a) a cGAN that is based on pix-2-pix network

as described in [5], and (b) identity and emotion verificator

networks, as described later. The module (a) consists of a

generator and a discriminator. The generator generates an

image and the discriminator outputs a score (shown as GAN

Loss) depicting whether the generated image belongs to the

probability distribution of the gallery set or not. The verificator

networks compute two loss metrics, shown as Contrastive Loss

and Cross-Entropy Loss, that respectively indicate the extent

of identity similarity and emotion dissimilarity between the

input and the generated images. A weighted combination of

these loss values at a particular epoch is fed back to the

generator, which then generates an improved face image in

the subsequent epoch. The combination tallies more accurately

with the different conditions or constraints. In the figure,

λ1, λ2, and λ3 represent the weighting factors corresponding

to GAN Loss, Contrastive Loss, and Cross-Entropy Loss,

respectively.

A. Structure Preserving GAN

The GAN architecture and the training algorithm used for

face de-identification are described in detail next. Unlike the

previous work on face de-identification, we focus on gener-

ating more realistic face images with distinct facial features

(i.e., eye, nose, mouth, etc.) and clear face boundaries. For

this, a structural similarity loss term is also optimized along

with the standard discriminator loss functions in the objective

function. The pix-2-pix GAN consists of an U-Net generator
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[17] and a variant of the PatchGAN discriminator, which is a

fully convolutional network formed by the Conv-BatchNorm-

ReLU blocks as described in [5]. The loss function for training

the model is computed at the final layer of this discriminator.

The generator is fed with a random noise vector (say z),

derived from noise distribution given by Pz . Let us also

assume that the input data distribution is given by Pdata,

and the distribution learned by the generator at a particular

epoch by Pgen. For each input image x in the training set, the

generator performs a mapping of the form G : (x, z) 7→ x̂,

where x ∈ Pdata and x̂ ∈ Pgen. The GAN is trained in

multiple epochs and the training process stops when the two

distributions Pgen and Pdata become similar.

As the generator continues to learn the input distribution

in a better way at each epoch, the discriminator network

also keeps on improving its prediction power so that it can

correctly classify a given image into the appropriate class:

i.e., real or fake. As already explained before, this is a binary

classification task where the two classes correspond to samples

from the distributions Pdata and Pgen. Let us assume that

the ground truth label corresponding to Pdata is [0,1] while

for Pgen it is [1,0]. The mutual conflict between the two

networks helps in gradual improvement of the distribution

function learned by the generator, as well as the prediction

capability of the discriminator. On completion of the training

phase, the generator learns the distribution Pdata accurately

and it attains the capability of generating images that look

similar to the original data.

Suppose, at a particular epoch, the discriminator is trained

with N training patterns, and let the ith pattern be denoted by

yi, where yi is the input image. The discriminator distinguishes

the probability distribution in which yi belongs, such that

yi ∈ Pdata or yi ∈ Pgen. The mini-max loss function to

be optimized for the generator-discriminator network can be

represented by (1):

LPatchGAN ({y1, y2, ...yN}, D(x, y)) =

Ex,x̂∈Pdata(x,x̂)[log(D(x, x̂))]+

Ex∈Pdata(x,x̂),z∈Pz(z)[log(1−D(x,G(x, z)))], (1)

where E denotes the expectation operator. We observe

that training the cGAN with the loss function of (1) alone

fails to preserve the emotion and facial structure effectively.

The rendered image often looks unrealistic and ghostly. To

preserve the above non-biometric features at a high resolution,

and generate an aesthetically pleasing de-identified face, we

add a structural similarity loss term (denoted by Lssim(x, x̂)
[18]) between the input face (x) and the generated face

(x̂) along with the loss function of (1). This loss term is

computed by taking into consideration the similarities in the

contrast, luminance and structure between x and x̂, and is a

combined measure of these three. If the luminance, contrast

and structure similarities are respectively denoted by l(x, x̂),
c(x, x̂), and l(s, x̂), then the structural similarity index (SSIM)

[19] between two input images x and x̂ is mathematically

defined as

SSIM(x, x̂) = l(x, x̂)α.c(x, x̂)β .s(x, x̂)γ , (2)

where,

l(x, x̂) =
2µxµx̂ + c1
µ2
x + µ2

x̂ + c1
, (3)

c(x, x̂) =
2σxσx̂ + c2
σ2
x + σ2

x̂ + c2
, (4)

and s(x, x̂) =
σxx̂ + c3
σxσx̂ + c3

. (5)

In the above expressions, µx and µx̂ denote the average

intensities of the inputs x, x̂, σ2
x and σ2

x̂ refer to the variances

in the intensities of x and x̂, and σxσx̂ denotes the covariance

of x and x̂. Constants c1, c2 and c3 are defined as follows:

c1=(k1L)
2, c2=(k2L)

2, c3=c2/2, k1=0.01, k2 = 0.03 where

L is the dynamic range of the pixel values. For example,

the value of L is 255 for 8 bit gray-level images. The

structural similarity loss metric Lssim(x, x̂) is computed from

(2) according to the following expression:

Lssim(x, x̂) =
1

2
(1− SSIM(x, x̂)). (6)

If LcGAN denotes the loss function to be minimized for the

generator and the discriminator networks without enforcing

any condition, then LcGAN can be mathematically represented

as follows:

LcGAN (x, x̂,D(x, x̂)) = LPatchGAN (x, x̂) + ΦLssim(x, x̂).
(7)

where, Φ is a positive constant in the range [0,1]. Since

there is a trade-off between effective de-identification and

structural similarity preservation, the value of Φ must be

chosen carefully to maintain a proper balance between the

two. We observe that a value of Φ equal to 0.25 can help in

achieving the desired balance.

B. Verificator Networks

As shown in Figure 2, we employ two different verificator

networks to minimize identity similarity and maximize emo-

tion similarity. These networks are discussed next.

1) Identity Verificator: VGG-16 Convolutional Neural Net-

work [20] is employed as an identity verificator which takes

as input the original image x and the generated image x̂ and

computes the similarity in the identity features between these

images. Let us consider that there are M faces in the gallery

set and the VGG-16 identity verificator network has M output

nodes corresponding to each identity. If Ix denotes the ground-

truth identity label for person x, (where x = 1, 2, 3, ..., M ),

then Ix is a feature vector of dimension M , where

Ix(i) =

{
1 if i = x

0 otherwise
(8)

The network is initially trained on the gallery set to learn

the mapping function: V : x 7→ Ix. Once this verificator is

trained accurately, its weights are freezed, and next this trained
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network is used in conjunction with the cGAN (discussed in

Section III-A) to train the generator to produce de-identified

faces.

Let us consider that at a particular iteration, the generator

outputs image x̂ for a certain input x. With reference to Figure

2, x̂ is given as input to the identity verificator network along

with the ground truth identity label Ix. As a response to input

x̂, the identity verificator outputs Vx̂, (where, Vx̂ = V (x̂), i.e., it

is the vector formed by concatenating the values at the output

nodes on presentation of input x̂). In any de-identification

task, the objective is to maximize the distance between Ix
and predicted identity features Vx̂. To do this, a loss function

(denoted as Lcontrastive) is computed at the output layer of

the identity verificator. Lcontrastive is mathematically defined

as follows:

Lcontrastive(Vx̂, Ix) = max(0, α− ||Ix − Vx̂||2)
2, (9)

where α is a regulatory parameter. The expression (9) ensures

that the value of Lcontrastive lies between 0 and α.
2) Emotion Verificator: Similar to the identity verificator

network (described in Section III-B1), we employ Xception

Convolutional Neural Network [21] model to find the sim-

ilarity of the emotion features between the input and the

generated face images. Let S denote the mapping function

learned by this network for mapping an image x to its

corresponding emotion class represented by Ex. When the

generated image x̂ corresponding to input x is fed to the same

Xception network, it generates an output vector S(x̂). Now, if

Lcrossentropy(S(x̂), Ex) denotes the loss function associated

with the emotion verificator, then a measure of dissimilarity

between the two emotions is obtained by applying a cross-

entropy loss function as shown in (10):

Lcrossentropy(S(x̂), Ex) = −(Exlog(S(x̂))+

(1− Ex)log(1− S(x̂)). (10)

C. De-identification with Emotion and Facial Structure

Preservation

Combining all the losses with weighted-sum, we get our

final objective function

Lface(x,G(x, z), D(x,G(x, z))) =

λ1LcGAN (x,G(x, z), D(x,G(x, z)))+

λ2Lcontrastive(V (G(x, z)), Ix)+

λ3Lcrossentropy(S(G(x, z)), Ex), (11)

where λ1, λ2, λ3 are pre-defined constants (0≤λ1,λ2,λ1≤ 1),

and the optimal generator output G∗ is found using the

minimax function as follows:

G∗ = argmin
G

max
D

Lface(x,G,D). (12)

IV. EXPERIMENTS AND RESULTS

A. Data Set and System Description

Our algorithm has been implemented on a system with 64

GB RAM, one i9-18 core processor, and three GPUs, out of

which one is Titan Xp with 12 GB RAM, 12 GB frame-buffer

memory and 256 MB BAR1 memory, and the other two are

GeForce GTX 1080 Ti with 11 GB RAM, 11 GB frame-buffer

memory and 256 MB of BAR1 memory.

We evaluate our algorithm on two popularly used data

sets, namely the Radboud Faces Database (RaFD) [22] and

Kaggle emotion detection data set. The RaFD data consists of

8040 facial images corresponding to 67 subjects belonging to

five categories: Caucasian male, Caucasian female, Caucasian

kid male, Caucasian kid female, and Moroccan Dutch male.

For each subject, the RaFD data preserves different emotions

including anger, disgust, fear, happiness, sadness, neutral, etc.

Each emotion is accompanied by three gaze directions and all

the snapshots are taken from five different angles. The emotion

verificator model described in Section III-B is trained with the

RaFD data set to detect the following emotions: anger, disgust,

fear, happiness, sadness, surprise, and neutral. The learning

rates used for training the Identity and Emotion verificator

networks are set to 1e-6 and 1e-4, respectively.

To evaluate the effectiveness of our approach, we make

a thorough experimental analysis and also perform a com-

parative evaluation with two popular state-of-the-art face de-

identification methods (namely, PPGAN [1] and K-SameNet

[12]). In Figure 3, we show some results obtained by applying

the proposed de-identification algorithm on sample face im-

ages from the RaFD data. The first row in the figure represents

the original face images, while the second row shows the

corresponding de-identified faces.

It can be visually observed from the figure that in addition

to obfuscation identity by a considerable extent, the EPD-Net

also successfully preserves the emotion characteristics on the

faces.

Before presenting further quantitative results, we define two

metrics that have been used to evaluate the effectiveness of

de-identification algorithms, namely, the de-identification rate

and the switching de-identification rate. De-identification rate

refers to the percentage of subjects for which identity obfus-

cation in the generated image is successful, whereas switching

de-identification rate refers to the percentage of subjects for

which the generated face’s identity fails to match the identity

of any subject in the gallery set. For effective de-identification,

both de-identification and switching de-identification rates

must be high. These metrics can be computed from the VGG-

16 output score by considering a threshold parameter (say,

µ), such that a verification score greater than µ implies de-

identification (or, switching de-identification) is successful.

We observe that a value of µ=0.35 results in a self de-

identification rate of 69.90%, and a switching de-identification

rate of 86.08%, which can be regarded as significantly good

de-identification performance.

Next, we perform a comparative performance analysis of

our approach with PPGAN [1] and K-SameNet [12] in terms

of face recognition misclassification rate. To study the effect of

using the SSIM loss term during training the de-identification

model, in the same experiment we have also evaluated the

performance of our approach without considering the SSIM
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Fig. 3: (a) Sample Face Images from RaFD data, (b) corresponding de-identification results obtained by applying our approach

loss term. Results are shown in Figure 4 for ranks 1 to 5, by

means of Cumulative Match Characteristic (CMC) curves. The

prediction of the VGG-16 network is employed to plot these

curves, i.e., if the class predicted by the VGG-16 network is

different from the actual class, then misclassification occurs. It

is imperative that the algorithm with higher misclassification

rate should be regarded as a better de-identification algorithm.

It is observed from the figure that the proposed method sur-

Fig. 4: Rank based mis-classification rate for our approach

(with and without SSIM), PPGAN and K-Same Net

passes all the other approaches used in the comparative study

in terms of misclassification rate for the different rank values.

Although Rank 1 misclassification rate for each approach is

similar, our approach outperforms the other methods as well

as the approach without employing the SSIM loss function for

each of the higher rank values. This proves that the identity

obfuscation potential of the proposed approach is superior to

the competing approaches.

Next, we compare the performances of the different methods

used in the previous experiment in terms of emotion preser-

vation capability. Results are shown in Table I by means of

averaged mean-squared error metric. For each test face image,

we find the emotion features by passing the image through the

Xception network, and next compute the squared difference

between the two feature vectors. Finally, the mean of the

square-differences from all the faces is presented in Table

I. As expected, it is observed that due to the inclusion of

Method Mean-Squared Error

Our Approach 0.0099
Our Approach
(without SSIM)

0.0241

PPGAN 0.0257
K-same 0.0238

TABLE I: Emotion mean-squared error

the emotion verificator network in the complete architecture

(refer to Figure 2), the generated image is able to preserve the

emotion of the input image at a higher resolution compared to

other state-of-the-art approaches, thereby resulting in a lower

mean-squared error-rate. It can also be seen from the table that

the mean-squared error of our approach increases by a factor

of 0.0142 when SSIM loss is not included while training the

GAN (refer to Equation 7). Thus, it can be concluded that apart

from generating faces with proper facial features, the SSIM

loss term also significantly helps in preserving the emotion

present in the input face.

In the next experiment, we study the extent to which struc-

tural similarity is preserved in case of the different approaches.

Results are shown in Figure 5, by means of bar diagrams in

which each bar represents the average SSIM index obtained

after comparing the generated image with the original image

for all the faces. It can be seen from the figure that, PPGAN

[1] has marginally better performance (by a factor 0.001)

compared to our approach. This is since while minimizing

the identity similarity, the proposed network also obscures

the color and contrast information present in the input face

to a certain extent, which accounts for a slightly low SSIM

score. Despite the marginally better performance of [1] over

our approach in terms of SSIM score, its emotion preserva-

tion capability, as well as misclassification rates are inferior

compared to our approach as already observed from Figure 4

and Table I. Thus, in terms of effective de-identification with

emotion preservation, our method performs the best among
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Fig. 5: Average SSIM rate given by the different face de-

identification approaches

other existing learning-based approaches.

From the thorough experimental analysis, it can be con-

cluded that the proposed approach performs de-identification

effectively and has superior performance compared to other

state-of-the-art face de-identification techniques. The present

work can be easily extended to perform de-identification with

the preservation of other non-biometric features like gender,

skin-tone, race, etc., by adding separate verificator networks.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we propose a new architecture for face de-

identification using conditional Generative Adversarial Net-

work. The network successfully preserves emotion, but ob-

scures the identifiable characteristics in a given face image.

Extensive experimental evaluation show that our approach

outperforms other state-of-the-art face de-identification algo-

rithms in terms of identity obfuscation and emotion preser-

vation capabilities. Although we have worked with emotion

preservation only, our approach can be conveniently extended

to retain any required non-biometric information along with

simultaneous removal of biometric features. In future, the work

can be extended to perform face de-identification in videos.

The proposed de-identification technique will have significant

use in commercial applications, e.g., study of customer emo-

tional feedback for products, whereby, maintaining privacy,

behavioral-based insider threat detection, and several others.
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