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About the Conference  

 

IEMTRONICS 2021 

 

Continuing with the outstanding success of IEEE IEMCON, IEEE CCWC, IEEE 

UEMCON, IEMANTENNA  we are proud to present  IEMTRONICS 2021 

(International IOT, Electronics and Mechatronics Conference)  which will be held 

during 21st- 24th April, 2021 at Toronto, Canada, in online mode. Keeping in 

mind the pandemic situation prevalent globally due to Covid 19 and following the 

legacy of organizing highly successful conferences, we have planned for the online 

conference. The conference aims to bring together scholars from different 

backgrounds to emphasize dissemination of ongoing research broadly in the fields 

of IOT, Electronics and Mechatronics.  Research papers are  invited describing 

original works in above mentioned fields and related technologies. The conference 

will include a peer-reviewed program of technical sessions, special sessions, 

tutorials and demonstration sessions. 

 

All accepted papers which will be presented during the parallel sessions of the 

Conference will be submitted for publication in IEEE Xplore Digital Library 

(Scopus, DBLP, Ei Compendex, Web of Science and Google Scholar). 

This conference will also promote an intense dialogue between academia and 

industry to bridge the gap between academic research, industry initiatives, and 

governmental policies. This is fostered through panel discussions, keynotes, invited 

talks and industry exhibits where academia is exposed to state-of-practice and results 

from trials and interoperability experiments. The industry in turn benefits by 

exposure to leading-edge research in networking as well as the opportunity to 

communicate with academic researchers regarding practical problems that require 

further research. 
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Our Reviewers  

 

IEMTRONICS 2021 followed a rigorous triple-blind review process in order to 

identify suitable papers for both presentation and publication. This process helped 

the organizers to shortlist good quality papers from diverse regional areas and across 

various domains. A detailed review process was possible due to the excellent and 

enthusiastic support extended by the strong technical review team of IEMTRONICS 

2021. For every stage of submission, IEMTRONICS had a specific template review 

procedure to analyze the submissions and provide suitable comments for the authors 

to incorporate. The review team which formed the technical backbone for the 

selection of submissions for the edited book and the conference presentation was 

supervised by: 

NAME AFFILIATION 

Ranjay Hazra NIT, Silchar 

Arighna Deb KIIT University 

Sukomal Dey Indian Istitute of Technology, Delhi 

Rohit Singh University of Colorado Denver 

Mainak Adak WBUT 

Riya Agarwal Manipal Institute of Technology 

Navid Bin Ahmed Independent University Bangladesh (IUB) 

Ritesh Ajoodha The University of the Witwatersrand, Johannesburg 

Md L Ali Rider University 

Mohammad Anees Xilinx 

Mohamed Imran Mohamed Ariff Universiti Teknologi MARA Perak Branch 

Haissam Badih Oakland University 

Anindya Bal BRAC University 

Ke-Lin Du Concordia University 

Patricia Enrique University of Waterloo 

Vilas H Gaidhane Birla Institute of Technology and Science Pilani, 

Dubai Campus 

Sasirekha Gvk Electronics City 

William P. Haggerty Georgia Southern University 

Qaiser Ijaz University of Burgundy 

Gustavo Jamanca-Lino Colorado School of Mines 

Haruo Kobayashi Gunma University 

Anna Kuwana Gunma University 

Moises Levy West Texas A&M University 

Regina Lionnie Universitas Indonesia 
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Soliman Mahmoud University of Sharjah 

John Joshua F. Montañez Bicol State College of Applied Sciences and 

Technology 

Kumar Rahul XILINX 

Sowmya Sanagavarapu Anna University 

Jiacheng Shang Montclair State University 

Mario E. B. G. N. Silva University of Campinas 

Shahab Tayeb California State University, Fresno 

Ashleigh Townsend North-West University, Potchefstroom 

Tri Minh Tran Gunma University 

Doina Bein California State University, Fullerton 

Aleksandr V. Belov National Research University Higher School of 

Economics 

Jason Brown University of Southern Queensland 

Bhabendu Kumar Mohanta International Institute of Information Technology, 

Bhubaneswar 

Gopal Venkata Tadepalli College of Engineering, Guindy Campus 

Soham Ghosh University of Kansas 

Kamran Hameed Imam AbdulRahman Bin Faisal UNiversity 

Maryam Heidari George Mason University 

Banage Kumara Sabaragamuwa University of Sri Lanka 

Sashank Sridhar Anna University 

Olusiji O Medaiyese University of Louisville 

Kanika Sood California State University, Fullerton 

Md Imtiaz Ahmed Daffodil Institute of IT 

Ahmed Ammari INSAT - Carthage University Tunisia 

Pratik Chattopadhyay Indian Institute of Technology (BHU), Varanasi 

Sangay Chedup Jigme Namgyel Engineering College 

Monica Isabel Costa Polytechnic Institute of Castelo Branco 

Ashiq Sakib Florida Polytechnic University 

Gameel Saleh Imam Abdulrahman Bin Faisal University 

Nikhilkumar Shardoor MIT School of Engineering, MIT-ADT University 

José Cornejo Bioastronautics and Space Mechatronics Research 

Group 

S Dhivya VIT University 

Rajib Kumar Halder Jagannath Universuty 

Rasha Kashef Ryerson University 

Banujan Kuhaneswaran Sabaragamuwa University of Sri Lanka 

Pravir Malik Deep Order Technologies 

Moses O. Onibonoje Afe Babalola University, Ado Ekiti 

Deep Roy WBUT 

Mrinal Sen Indian Institute of Technology(ISM), Dhanbad 

Qasem Abu Al-Haija University of Petra (UoP) 
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Kehinde Adeniji Afe Babalola University, Ado Ekiti 

Vaibhav Anu Montclair State University 

Mouna Gassara Sfax University 

Dawei Li Montclair State University 

Nasar Aldian Shashoa The Libyan Academy 

Fadi Abusafat University of Minho 

Naheem Adesina Louisiana State University 

Sushree Bibhuprada B. 

Priyadarshini 

SOA University Bhubaneswar 

Harikrishna Bommala KG Reddy College of Engineering and Technology 

Moinabad Hyderabad 

Kevin Matthe Caramancion University at Albany 

John Hurley Defense Intelligence Agency 

Rania Majdoubi Mohammed V University in Rabat 

Arup Mohanty SOA University Bhubaneswar 

Asterios Mpatziakas Centre for Research and Technology Hellas 

Gedalia Nabe Razafindrobelina ITS 

Debabrata Singh ITER, SOA University, Bhubaneswar 

Mudrik Alaydrus Universitas Mercu Buana 

Enrico Angeles Abu Dhabi Polytechnic 

Narayana Darapaneni Great Learning 

Debashreet Das GIET University Gunupur 

Amin A. M. Fadlalla King Fahd University of Petroleum & Minerals 

Joaquin Gonzalez Pontificia Universidad Catolica del Peru 

Binayak Kar National Taiwan University of Science and 

Technology 

Asif Uddin Khan Sillicon Institute of Technology, Bhubaneswar 

Shahriar Khan Independent University 

Mohan K N KLEF Deemed to be University 

Sivaselvan N Manipal Institute of Technology 

Vikul Pawar Government Engineering College Aurangabad (An 

Autonomous) M. S. INDIA 

Mohammed Rajhi University of California Santa Cruz 

Santosh Kumar Sahoo Trident Academy of Technology Bhubaneswar 

Ahmed Shafkat Fareast International University 

Charles Shibu Abu Dhabi Polytechnic 

Sodessa Soma Shonkora Arba Minch University 

Bevek Subba Jigme Namgyel Engineering College 

Mohammad Nayeem Teli University of Maryland 

Sudarshan Kumar Babu Valluru Delhi Technological University 

Marvin S Verdadero Bicol State College of Applied Sciences and 

Technology 

Wael M.S Yafooz Taibah University 
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COPYRIGHT  

 

2021 IEEE International IOT, Electronics and Mechatronics Conference 

(IEMTRONICS). 

 

Copyright and Reprint Permission: Abstracting is permitted with credit to the source. 

Libraries are permitted to photocopy beyond the limit of U.S. copyright law for 

private use of patrons those articles in this volume that carry a code at the bottom of 

the first page, provided the per-copy fee indicated in the code is paid through 

Copyright Clearance Center, 222 Rosewood Drive, Danvers, MA 01923. For reprint 

or republication permission, email to IEEE Copyrights Manager at pubs-

permissions@ieee.org. All rights reserved. Copyright ©2021 by IEEE. 

 

 

CATALOG NUMBERS: CFP21Y72-ART 

ISBN: 978-1-6654-4067-7 
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ORGANIZING COMMITTEE 
 

General Chair: 

Rajashree Paul 

University of Engineering & Management, Kolkata, India 

 

Technical Co-Chair: 

Bob Gill 

British Columbia Institute of Technology, Burnaby, Canada 

 

Malay Gangopadhyay 

Institute of Engineering & Management, Kolkata, India 

 

Finance Chair: 

Sanghamitra Poddar 

Institute of Engineering & Management, Kolkata, India 

 

Publicity Chair: 

Fatima Hussain 

Professor, Ryerson university, Canada, Editor IEEE Newsletter, IEEE 
Toronto section 
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ADVISORY COMMITTEE 
 

Name University 

Dr. Chuck Easttom University of Dallas, USA & Georgetown University, USA 

Dr. Phillip Bradford University of-Connecticut-Stamford, USA 

Dr. Ronald F. DeMara University of Central Florida, USA 

Dr. Fatima Hussain Professor, Ryerson university, Canada, Editor IEEE Newsletter, 

IEEE Toronto section 

Dr. Ashutosh Datta Johns Hopkins University, USA 

Dr. Yang Hao Queen Mary University, London 

Dr. Vien Van University of Alberta, Canada 

Dr. Omar Ramahi University of Waterloo, Canada 

Dr. Yahia Antar Royal Military College, Canada 

Dr. Zhizhang (David) 

Chen 

Dalhousie University, Canada 

Dr. Detlef Streitferdt Technische Universitat Ilmenau, Germany 

Prof. Shahab Tayeb California State University, Fresno. 
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TECHNICAL COMMITTEE 
 

Name University 

Dr. Nabeeh Kandalaft Grand Valley State University, USA 

Dr. Alex "Sandy" Antunes Capitol Technology University, USA 

Dr. Izzat Alsmadi Texas A&M, San Antonio, USA 

Dr. Lo’ai Tawalbeh Texas A&M University-San Antonio, USA 

Dr. Pratik Chattopadhyay Indian Institute of Technology (BHU), Varanasi 

Dr. Doina Bein California State University, Fullerton, USA 

Dr. Hasan Yasar Carnegie Mellon University, USA 

Dr. Moises Levy West Texas A&M University, USA 

Dr. Christian Trefftz Grand Valley State University, USA 

Dr. Mrinal Sen Indian Institute of Technology(ISM), Dhanbad 

Dr. Petros Spachos University of Guelph, Canada 

Dr. Kanika Sood California State University, Fullerton 

Dr. Ke-Lin Du Concordia University, Canada 

Dr. Wenlin Han California State University, Fullerton 

Dr. Ashiq Adnan Sakib Florida polytechnic University, USA 

Dr. Morteza Modarresi Asem Islamic Azad University, Iran 

Dr. Md. Liakat Ali Rider University, USA 

Dr. Tarek El Salti Sheridan College, Canada 

Dr. Sukomal Dey Indian Institute of Technology, Palakkad 

Dr. Maysam Chamanzar Carnegie Mellon University, USA 

Dr. Kean Boon Lee Sheffield University, UK 
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Track Topics: 

 
IoT & Data Science: 
 IoT and blockchain 

 IoT and big data 

 Next-generation infrastructure for IoT 

 Cloud computing and IoT 

 Edge computing and IoT 

 IoT platforms, tools, and applications 

 IoT systems development methodologies 

 IoT applications 

 

Electronics: 
 Antenna and wireless communication 

 Microwave Engineering 

 Photonics 

 Nano science & Quantum Technology 

 VLSI and Microelectronic Circuit Embedded Systems 

 System on Chip (SoC) Design 

 FPGA (Field Programmable Gate Array) Design and Applications 

 Electronic Instrumentations 

 Sensors & Systems 

 NEMS & MEMS 

 Integrated circuits & power electronics 

 Electronic Power Converters and Inverters 

 Electric Vehicle Technologies 

 Control Theory, Optimization and Applications 

 Robotics and Autonomous Systems 

 Intelligent,Optimal,Robust,Adaptive Control 

 Linear and Nonlinear Control Systems 

 Complex Adaptive Systems 

 Industrial Automation and Control Systems Technology 

 Modern Electronic Devices 

 Biomedical devices & Imaging 

 Energy Harvesting & Conversions 

 Energy Efficient Hardware systems 

 

Mechatronics: 
 Sensing and Control Systems 

 Mechatronics Systems 

 Mechanical Systems 

 Artificial Intelligence 

 Applications of Robotics  

 

Information Technology: 
 Business Intelligence and Applications 

 Computer Network 

 Evolutionary Computation and Algorithms 

 Intelligent Information Processing 

 Information System Integration and Decision Support 



xi 
 

 Image Processing and Multimedia Technology 

 Signal Detection and Processing 

 Technique and Application of Database 

 Software Engineering 

 Mobile Computing 

 Distributed Systems 

 Artificial Intelligence 

 Visualization and Computer Graphic 

 Natural Language Processing 

 Deep Learning 

 Machine Learning 

 Internet of Things, Data Mining 

 Data Science 

 Cloud Computing in E-Commerce Scenarios 

 E-Business Systems Integration and Standardization, E-government 

 Electronic Business Model and Method 

 E-Commerce Risk Management 

 Recommender system 

 Semantic Web Service Architecture for E-Commerce 

 Service Oriented E-Commerce and Business Processes 

 Data Analytics and Big Data 

 Software defined networking 

 Secured distributed systems 

 

Mobile Communication: 
 Ad hoc networks 

 Body and personal area networks 

 Cloud and virtual networks 

 Cognitive radio networks 

 Cyber security 

 Cooperative communications 

 Delay tolerant networks 

 Future wireless Internet 

 Local dependent networks 

 Location management 

 Mobile and wireless IP, Mobile computing 

 Multi-hop networks 

 Network architectures 

 Network Security, Information Security, Encoding Technology 

 Routing, QoS and scheduling 

 Satellite communications 

 Self-organising networks 

 Telecommunication Systems 

 Vehicular networks 

 Wireless multicasting, Wireless sensor networks 
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Keynote speakers 
 

Prof. Mark Arthur Reed 

Professor, Department of Electrical Engineering, Yale 

University, USA 
 

Bio: Mark Arthur Reed is an American physicist and 

professor at Yale University. He coined the term quantum 

dots, for demonstrating the first zero-dimensional electronic 

device that had fully quantized energy states. Reed does 

research in electronic transport in nanoscale and mesoscopic 

systems, artificially structured materials and devices, 

molecular electronics, biosensors and bioelectronic 

systems, and nanofluidics. He is the author of more than 200 publications, has given over 75 

plenary and over 400 invited talks, and holds 33 U.S. and foreign patents on quantum effect, 

heterojunction, and molecular devices. He was the Editor in Chief of the journal Nanotechnology 

(2009-2019), is the present Editor in Chief of the journal Nano Futures, and holds numerous other 

editorial and advisory board positions. 

 

Reed received his Ph.D. from Syracuse University in 1983. He worked at Texas Instruments from 

1983 to 1990, where he demonstrated the first quantum dot device. He has been at Yale School of 

Engineering and Applied Science since 1990, where he holds the Harold Hodgkinson Chair of 

Engineering and Applied Science. Notable work there includes the first conductance measurement 

of a single molecule, the first single molecule transistor and the development of CMOS nanowire 

biosensors. 

Reed has been elected to the Connecticut Academy of Science and Engineering and Who’s Who 

in the World. His awards include; Fortune Magazine “Most Promising Young Scientist” (1990), 

the Kilby Young Innovator Award (1994), the Fujitsu ISCS Quantum Device Award (2001), the 

Yale Science and Engineering Association Award for Advancement of Basic and Applied Science 

(2002), Fellow of the American Physical Society (2003), the IEEE Pioneer Award in 

Nanotechnology (2007), Fellow of the Institute of Electrical and Electronics Engineers (2009), 

and a Finalist for the World Technology Award (2010). 
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Prof. Nicholas Bambos 

Professor, Department of Electrical Engineering and 

Management Science, Stanford University, USA 
 

Bio : Nick Bambos is a Professor at Stanford University, 

having a joint appointment in the Department of Electrical 

Engineering and the Department of Management Science 

& Engineering. He heads the Network Architecture and 

Performance Engineering research group at Stanford, 

conducting research in wireless network architectures, the 

Internet infrastructure, packet switching, network 

management and information service engineering, engaged in various projects of his Network 

Architecture Laboratory (NetLab). His current technology research interests include high-

performance networking, autonomic computing, and service engineering. His methodological 

interests are in network control, online task scheduling, queueing systems and stochastic 

processing networks. 

 

He has graduated over 20 Ph.D. students, who are now at leadership positions in academia 

(Stanford, CalTech, Michigan, GaTech, NYU, UBC, etc.) and the information technology industry 

(Cisco, Broadcom, IBM Labs, Qualcomm, Nokia, MITRE, Sun Labs, ST Micro, Intel, Samsung, 

TI, etc.) or have become successful entrepreneurs. From 1999 to 2005 he served as the director of 

the Stanford Networking Research Center, a major partnership/consortium between Stanford and 

information technology industries, involving tens of corporate members, faculty and doctoral 

students. He is now heading a new research initiative at Stanford on Networked Information 

Service Engineering. 

He is on the Editorial Boards of several research journals and serves on various international 

technical committees and review panels for networking research and information technologies. He 

has been serving on the boards of various start-up companies in the Silicon Valley, consults on 

high technology development and management matters, and has served as lead expert witness in 

high-profile patent litigation cases in networking and computing. 
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Prof. Sanjay Lall 

Professor,  Department of Electrical Engineering, 

Stanford University, USA 
 

Bio: Sanjay Lall is Professor of Electrical Engineering in 

the Information Systems Laboratory and Professor of 

Aeronautics and Astronautics at Stanford University. He 

received a B.A. degree in Mathematics with first-class 

honors in 1990 and a Ph.D. degree in Engineering in 1995, 

both from the University of Cambridge, England. His 

research group focuses on algorithms for control, 

optimization, and machine learning. From 2018 to 2019 he was Director in the Autonomous 

Systems Group at Apple. Before joining Stanford he was a Research Fellow at the California 

Institute of Technology in the Department of Control and Dynamical Systems, and prior to that he 

was a NATO Research Fellow at Massachusetts Institute of Technology, in the Laboratory for 

Information and Decision Systems. He was also a visiting scholar at Lund Institute of Technology 

in the Department of Automatic Control. He has significant industrial experience applying 

advanced algorithms to problems including satellite systems, advanced audio systems, Formula 1 

racing, the America’s cup, cloud services monitoring, and integrated circuit diagnostic systems, in 

addition to several startup companies. Professor Lall has served as Associate Editor for the journal 

Automatica, on the steering and program committees of several international conferences, and as 

a reviewer for the National Science Foundation, DARPA, and the Air Force Office of Scientific 

Research. He is the author of over 130 peer-refereed publications. 
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Prof. Krishna Saraswat 

Rickey/Nielsen Chair Professor, Stanford University, 

USA 

Bio : Saraswat is working on a variety of problems related 

to new and innovative materials, structures, and process 

technology of silicon, germanium and III-V devices and 

interconnects for VLSI and nanoelectronics. Areas of his 

current interest are: new device structures to continue 

scaling MOS transistors, DRAMs and flash memories to 

nanometer regime, 3-dimentional ICs with multiple layers 

of heterogeneous devices, metal and optical interconnections and high efficiency and low cost 

solar cells. 
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Prof. Fakhri Karray 

Professor, Department of Electrical and Computer 

Engineering, University of Waterloo, Canada 
 

Bio: Prof. Fakhri Karray is the Loblaws Research Chair Professor 

in Artificial Intelligence in the department of electrical and 

computer engineering and is the founding co-director of the 

Waterloo AI Institute. He is the co-author of a textbook on applied 

artificial intelligence: Soft Computing and Intelligent Systems 

Design, Addison Wesley Publishing, 2004. He has authored 

extensively in his field of research (whether applied or theoretical), 

and has been issued 20 patents (US registered). He is the Associate Editor (AE) of the IEEE 

Transactions on Cybernetics, the IEEE Transactions on Neural Networks and Learning, and served 

as AE for the IEEE Transactions on Mechatronics, the IEEE Computational Intelligence 

Magazine. He also serves on the editorial board of the Elsevier Journal of Information Fusion, 

International Journal of Robotics and Automation, the Journal of Control and Intelligent Systems, 

and the Journal of Advances in Artificial Intelligence. Recent work of Fakhri and his research 

team’s work on deep learning-based driver behaviour recognition and prediction has been featured 

on The Washington Post, Wired Magazine, Globe and Mail, CBC radio and Canada’s Discovery 

Channel. He is a Fellow of the IEEE, a Fellow of the Canadian Academy of Engineering, a Fellow 

of the Engineering Institute of Canada and the President of the Association for Image and Machine 

Intelligence. He served as a Distinguished Lecturer for the IEEE and is a Fellow of the Kavli 

Frontiers of Science (a major research and symposium program of the US National Academy of 

Sciences) 

Recent areas of research include: 

Operational artificial intelligence and machine learning 

Predictive analytics with application to virtual care 

Multi-sensor data fusion 

Cognitive robotics and autonomous machines 

Smart mobility and big data analytics 

Concept extraction and natural speech understanding 
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Prof. Raafat R. Mansour 

Professor, Canada Research Chair, Electrical and Computer 

Engineering Department, University of Waterloo, Canada 
 

Bio: Dr. Mansour is a Professor of Electrical and Computer 

Engineering at the University of Waterloo and holds Tier 1 – 

Canada Research Chair (CRC) in Micro-Nano Integrated RF 

Systems. He held an NSERC Industrial Research Chair (IRC) for 

two terms (2001-2005) and (2006-2010). Prior to joining the 

University of Waterloo in January 2000, Dr. Mansour was with 

COM DEV Cambridge, Ontario, over the period 1986-1999, where 

he held various technical and management positions in COM 

DEV’s Corporate R&D Department. Professor Mansour holds 37 

US and Canadian patents and more than 380 refereed publications to his credit. He is a co-author 

of a 23-chapter Book published by Wiley and has contributed 6 chapters to four other books. 

Since joining the University of Waterloo in 2000, Professor Mansour has graduated 37 Ph.D, 32 

M.Sc students and trained 14 Postdoctoral Fellows. His students hold key positions in academia 

and industry, including 5 holding faculty positions. Professor Mansour founded the Centre for 

Integrated RF Engineering (CIRFE) at the University of Waterloo https://uwaterloo.ca/centre-

integrated-rf-engineering/. It houses a clean room and a state-of-the-art RF test and 

characterization laboratory. Professor Mansour has acted as a catalyst for ideas inspiring the next 

generation of Waterloo entrepreneurs to bring their work to market. Out of research carried out in 

his research Lab at the University of Waterloo, Professor Mansour and his graduate students co-

founded two companies: AdHawk Microsystem http://www.adhawkmicrosystems.com/ and 

Integrated Circuit Scanning Probe Instruments (ICSPI-Corp) https://www.icspicorp.com/. 

Professor Mansour is a Fellow of IEEE, a Fellow of the Canadian Academy of Engineering (CAE), 

a Fellow of the Engineering Institute of Canada (EIC). He was the recipient of the 2014 

Professional Engineers Ontario (PEO) Engineering Medal for Research and Development and the 

2019 IEEE Canada A.G.L. McNaughton Gold Medal Award. 
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Prof. David Campbell 

Professor, Department of Electrical and Computer 

Engineering, Boston University, USA 
 

Bio: Professor David K. Campbell received his bachelor’s 

degree in physics and chemistry from Harvard College in 1966, 

Part III Mathematics Tripos, with distinction, from Cambridge 

University in 1967, and his Ph.D. in theoretical physics and 

applied mathematics from Cambridge in 1970. He has 

pioneered the systematic study of inherently nonlinear 

phenomena throughout physics. The central theme of his work 

is the role of nonlinear excitations—solitons—in novel states of 

matter. His contributions span many distinct subfields of physics from high-energy field theory to 

condensed matter. Professor Campbell is a leader in the emerging field of nonlinear science. His 

influential overview articles and his direction of the flagship journal Chaos, of which he was the 

founding editor, have established key interdisciplinary organizing principles—the paradigms of 

solitons, chaos, and patterns—and have played a seminal role in defining the research agenda in 

nonlinear science. 
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Steven J. Davis 

Founder, Golem Labs, USA 

Bio : Steve Davis received his Bachelor of Electrical 

Engineering at the City College of New York, and a 

master’s degree of Electrical Engineering from Drexel 

University in 1968, specializing in information theory and 

signal processing. His started his career doing research and 

development of highly compressed speech communication 

systems used in aircraft and later in deep space voice 

communications. He then was recruited by General 

DataComm Industries in 1978 to convert the original Bell modems and line interface devices, from 

mechanical logic devices to miniaturized solid state modems. This was achieved using custom 

integrated circuits with analog and digital elements on the same substrate. 

 

Steve then in 1983, moved on to Warner Communications to be the chief technologist in 

implementing the first two-way interactive cable network for Warner Cable. After the completion 

of the system, Steve headed west to be director of the Atari Advanced Research Lab , located on 

the Burbank Studio lot. Here the first LAN network was developed for home computers using the 

Atari 800 device. An interactive video disk system was presented in Paris showing how the 

combination of video and a consumer computer could be used to create unique experiences. This 

work was part of the many projects Mr. Alan Kay directed. 

Steven then started his own venture, Golem Labs . At Golem Labs a wireless games and data 

systems were developed using FM Sub Carrier technology. Steve has since moved on to bring 

several conceptual systems to reality. Navigation devices used in tunnels, hand held IED jamming, 

focused energy beams , wireless watering controllers, miniature ferrite antenna systems, planar 

antennas, and stealth communication under a DARPA contract. Presently Steve is consulting on 

secure cloud computing systems, and on secure handheld financial devices that are Quantum proof. 

He holds 14 patents. 
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Dr. Bonita Bhaskaran 

Principal Engineer, NVIDIA, USA 

Bio : With 13+ years of VLSI Design industry experience, Dr. 

Bonita Bhaskaran have worked cross-functionally on a few 

high-visibility projects @NVIDIA. A strong believer of 

“Where there is a will, there is way”, she has not let 

impediments stop her in solving tough engineering problems. 

During her career span, a diverse background in 

Asynchronous Design, Design for Test, Signal Integrity, 

Power Integrity and Low Power VLSI has honed her skills as a Domain Expert in Low Power 

DFT. 

  

Specialties – DFT, ATPG Tools, Verification, Silicon Power Measurements, Die-Pkg Co-

Simulation, On-Chip Power Integrity 
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Prof. Sean Follmer 

Department of  Mechanical Engineering and 

Computer Science, Stanford University, USA 

Bio : Sean Follmer is an Assistant Professor of 

Mechanical Engineering and Computer Science (by 

courtesy) at Stanford University. His Research in Human 

Computer Interaction, Haptics, and Human Robot 

Interaction explores the design of novel tactile physical 

interfaces and novel robotic devices. Dr. Follmer directs 

the Stanford Shape Lab and is a faculty member of the 

Stanford HCI Group. He is a core faculty member of the 

Design Impact masters program focusing on innovation and human centered design at Stanford. 

 

Dr. Follmer received a PhD and a Masters from the MIT Media Lab in 2015 and 2011 

(respectively) for his work in human-computer interaction, and a BS in Engineering with a focus 

on Product Design from Stanford University. His talk featured on TED.com was named one of the 

best science and tech TED talks of 2015 and has been viewed more than 1.4 million times. He has 

received numerous awards for his research and design work such as Best Paper Awards and 

nominations from premier conferences in human-computer interaction (ACM UIST and CHI 

conferences), Fast Company Innovation By Design Award, Red Dot Design Award, and a Laval 

Virtual Award. His work has been shown at the Smithsonian Cooper Hewitt Design Museum, Ars 

Electronica Center, and the Milan Design Week. Dr. Follmer also leads workshops and executive 

education around design thinking and innovation. 
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Content:  

SL 

NO. 
PAPER NAME AUTHORS WITH AFFILIATION 

PAGE 

NO. 

1 Algorithmic Method of Security of 
the Internet of Things Based on 
Steganographic Coding 

Islambek Mirzabaevich Saymanov (National 
University of Uzbekistan, Uzbekistan) 

1 

2 A Hybrid Blockchain Consensus 
Algorithm Using Locational 
Marginal Pricing for Energy 
Applications 

Soham Ghosh (University of Kansas & Black 
& Veatch, USA); Raj S Dutta (Illinois Institute 
of Technology, USA) 

6 

3 Design of an Accurate, Cost-
Effective Radix-4 Booth Multiplier 

Riya Agarwal, Sanjana Jayakrishna and 
Sivaselvan N (Manipal Institute of 
Technology, India) 

14 

4 Security Procedures for User-
Centric Ultra-Dense 5G Networks 

Mohammed Rajhi (Jazan University) 20 

5 An Ultra Low Power MoS2 TFET-
Based PLL Design for IoT 
Application 

Naheem Adesina (Louisiana State University, 
USA) 

25 

6 The Development of a Routing 
Protocol Based on Reverse-AODV 
by Considering an Energy 
Threshold in VANET 

Gedalia Nabe Razafindrobelina (ITS, 
Indonesia); Radityo Anggoro (Institut 
Teknologi Sepuluh Nopember, Indonesia); 
Ary Mazharuddin Shiddiqi (Sepuluh 
Nopember Institute of Technology, 
Indonesia) 

31 

7 Design and Implementation of 
ZigBee Based Low-Power 
Wireless Sensor and Actuator 
Network (WSAN) for Automation 
of Urban Garden Irrigation 
Systems 

Asrorbek Eraliev and Giovanni Bracco 
(Politecnico di Torino University, Italy) 

38 

8 LoRa Cloud-Based Platform for 
Internet of Things Applications 

Mouna Gassara (Sfax University, Tunisia); 
Elleuchi Manel (ENIS, Tunisia); Mohamed 
Abid (CES-ENIS, Tunisia) 

45 

9 COVID-19 Identification in CLAHE 
Enhanced CT Scans with Class 
Imbalance Using Ensembled 
ResNets 

Sowmya Sanagavarapu and Sashank Sridhar 
(Anna University, India); Gopal Venkata 
Tadepalli (College of Engineering, Guindy 
Campus & Anna University, Chennai, India) 

51 
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10 Dynamic Analysis of Quadcopter 
with Novel Controller 

Manas Kumar Sahoo and Jayanta Dutt (IIT 
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Abstract—In the Internet of Things, it is more important than
ever to effectively address the problem of secure transmission
based on steganographic substitution by synthesizing digital
sensor data. In this case, the degree to which the grayscale
message is obscured is a necessary issue. To ensure information
security in IoT systems, various methods are used and informa-
tion security problems are solved to one degree or another. The
article proposes a method and algorithm for a computer image
in grayscale, in which the value of each pixel is one sample,
representing the amount of light, carrying only information
about the intensity. The proposed method in grayscale using
steganographic coding provides a secure implementation of data
transmission in the IoT system. Study results were analyzed using
PSNR (Peak Signal to Noise Ratio).

Index Terms—IoT, steganography, LSB, information security,
grayscale metod, PSNR, stego image, histogram, RGB.

I. INTRODUCTION

Internet of Things (IoT) incorporate Smart devices, sensor
networks and wearable devices with the reason of trading
data and administrations while sensor networks are the key
for making smart environments. IoT systems are developing
quickly due to the quick increase of remote networks and
improved range of sensing devices. IoT technology deals with
millions and billions of sensing objects, machines and virtual
entities that interact with each other [1]. A new forecast from
International Data Corporation (IDC) estimates that there will
be 41.6 billion connected IoT devices, or ”things”, generating
79.4 zettabytes (ZB) of data in 2025 [2]. The Internet has
become the most convenient and effective means of communi-
cation. Over the Internet, messages can be transmitted quickly
and cheaply in various areas, such as government agencies,
the private sector, the military, and medical fields. In many
cases, the confidentiality of the transmitted message must be
preserved [3]. To guarantee that the message is exchanged
safely and securely over the network, an appropriate method
is required. Steganography demonstrates as a trust able method
for accomplishing this aim. In steganography, the information

are covered up within the cover media. The cover medium can
be within the form of image file, text record, video record,
or sound file. Steganography is characterized as a science
or craftsmanship of covering up the message interior a few
covers medium (Figure 1). The word stenography is built up of
two words of ancient Greek origin steganos meaning covered,
concealed, or protected and ”graphie” meaning ”writing” [4].
The concept of steganography isn’t unused; its utilization can
be seen within the past moreover. Chronicled records delineate
that around 440 BC, Herodotus sent secret messages utilizing
the concept of steganography.

IoT is the technology of the decade which moreover in
turn has parts of potential focuses for a breach of data. This
article explores the security issue and proposes an improved
steganography scheme for IoT devices. The advancement of
the IoT and inescapable computing makes a significant affect
within the data and communication. The development rate of
the gadgets appeared to be climbed in exponential way. In the
general objective appears to be giving superior administrations
for the conclusion client with the development of the new
age gadgets. Steganography exists the total of conceal a file,
message, image, or video interior another file. The benefit of
steganography in overload of cryptography alone be to the
planned secret communication doing not attract attention to
itself as an object of security [5]. Doubtlessly able to be lively
see encrypted messages, no matter how unbreakable they are,
stimulate intrigued and may in themselves be there implicating
in countries in which encryption is illicit. This investigates
proposes a method, which can cover up the secret information
in image layers, and steganography for IoT. The proposed
technique is LSB substitution ciphers for the IoT. Experiments
are conducted with different aspect ratio images, which show
that proposed algorithms seem to work better. The proposed
method performs well in specifically in RGB color model. The
simple LSB method seems to have a lack which is rectified
with the proposed method Vacillating LSB in terms of the
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Fig. 1. Original pictures in BMP and JPEG format

MSE and PSNR. 3-3-2 LSB image steganography is analyzed
using Grayscale methods.

II. SCHEMATIC OF THE RGB COLOR MODEL

Typically, a graphics palette consists of three color compo-
nents such as red, green and blue. Each of the components has
256 shades. In total, all three components form a palette of
16,777,216 colors, which is a 24-bit color. Let’s consider one
of the color components. The shades of the color change lin-
early in accordance with the growth of the value itself, hence
the close colors differ in the values of the least significant
bits. The human eye as a whole does not distinguish between
minimal differences in color shades. Based on these facts, if, to
manipulate the values of the least significant bits of the three
color palettes, then the whole picture will not change. It is
suggested to use the three low-order bits of the red and green
component and the two low-order bits of the blue component
to write one message byte.

TABLE I
8 BITS REPRESENTING COLOR

Bit 7 6 5 4 3 2 1 0
Data R R R G G G B B

Fig. 2. 8-bit color, with 3 bits of red, 3 bits of green, and 2 bits of blue

A 24-bit color image is taken into account the most effective
in accordance with the definition of RGB color model during
which every color shows as in its primary spectral component
of red, green and blue. This model is based on Cartesian
coordinate system as shown in Figure 3. In this way, the RGB

essential values are laid in three corners. The secondary colors
acknowledge as cyan, magenta, and yellow, they’re targeted at
3 alternative corners. Black color is at the origin and white is
at the farthest corner from the origin. Equal values embrace
red, green, blue are consisted the line that links 2 corners.
Therefore, this produces various shades of grey.

Fig. 3. Schematic of the RGB color model

The locus of these points is called the gray line. In fact,
every pixel within the RGB model composes of RGB values.
So, every of those colors needs 8-bit for its illustration.
Consequently, every pixel signifies by twenty four bits in total.
So the sum of possible colors with 24-bit RGB image reaches
(28)

3
= 16, 777, 216 [6].

III. GRAY SCALE METHODS

The use of three-component RGB colors in BMP image
format for graphics is not rational. More preferable to use
JPEG format. The JPEG format has two key features. The
first is the use of color subsampling, the second is the discrete
cosine transform. At the same time, if we go to a single-
component color, for example, a shade of gray, then in the
background of the peculiarities of the JPEG format, further
operations with the picture take place at the brightness level
as shown in Figure 2 [7]. For example, the picture below with
dimensions of 256x256 pixels in BMP format has a volume
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of 192 kB, and the same picture in grayscale JPEG format has
a volume of 16.2 KB.

Fig. 4. Original pictures in BMP and JPEG format

To write a message to a grayscale picture, a similar method
is used as for color. Three image pixels are used to write one
byte of the message, in the ratio of 3 least significant bits
+ 3 least significant bits + 2 least significant bits. With this
approach, a 10 kB message of English text can be placed in
the specified picture.

IV. PROPOSED ALGORITHM

Let N be the image consist of H ∗W elements, C be the
M -bite safes note, y be the elements value of N and C be the
bite of safes note, then the picture set of values can be show
on (1) and C can be show on (2) [8]

N = {yij |1 ≤ i ≤ H, 1 ≤ j ≤W, yij ∈ {0, 1, ..., 255}} (1)

C = {CM |1 ≤M ≤ m, CM ∈ {0, 1, ..., 255}} (2)

L = {255 ∗ lw + lr|0 ≤ lw ≤ 255, 0 ≤ lr ≤ 255} (3)

Let C is the note to be covert, Y is the picture, L is
the length of notes (3), E and O are the encoding and
decoding algorithms, accordingly and Y ′ is the steganographic
document (4). Perhaps the encoding event is given by the
resulting equation:

Y ′ = E(C, Y, L) (4)

The encoding algorithm is show in Block scheme 1. At
the other end, the inverse event is executed and the note is
extracted applying the algorithm in Block scheme 2. The note
is extract from the picture by (5). Perhaps the decoding event
is given by the resulting equation:

X = O(Y ′, L) (5)

Fig. 5. Embedding algorithm

Fig. 6. Extracting algorithm

V. EXPERIMENTAL RESULTS

The performance is tested on the base of two parameters,
that is, PSNR and MSE [8]. The most effective grayscale
method should be identified:

MSE = 1
H×W

H∑
i=1

W∑
j=1

(yij − y′ij)
2 (6)

Where H and W show the measurements of the picture set
of values yij , shows the original picture and y′ij shows the
steganographic picture.

PSNR = 10 log[ 2552

MSE ] (7)
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TABLE II
ANALYSIS OF THE EFFECTIVENESS OF METHODS USING PICTURES. SIZE

OF THE INFORMATION: 2KB

Picture PSNR PSNR PSNR PSNR The most
name (GM1) (GM2) (GM3) PSNR

number
1 2 3 4

Eagle 59.328 59.438 59.410 59.547 4
Cameraman 59.251 59.286 59.275 59.315 4

Climbing 59.500 59.528 59.356 59.388 2
Couple 59.129 59.422 59.395 59.458 4

Girl 59.383 59.588 59.266 59.471 2
Mountain 59.460 59.531 59.396 59.411 2
Average 59.342 59.466 59.350 59.432

TABLE III
ANALYSIS OF THE EFFECTIVENESS OF METHODS USING PICTURES. SIZE

OF THE INFORMATION: 4KB

Picture PSNR PSNR PSNR PSNR The most
name (GM1) (GM2) (GM3) PSNR

number
1 2 3 4

Eagle 56.349 56.409 56.284 56.493 4
Cameraman 56.319 56.327 56.299 56.345 4

Climbing 56.300 56.432 56.431 56.302 2
Couple 56.264 56.406 56.360 56.422 4

Girl 56.273 56.430 56.212 56.385 2
Mountain 56.329 56.331 56.352 56.337 3
Average 56.306 56.389 56.323 56.381

TABLE IV
ANALYSIS OF THE EFFECTIVENESS OF METHODS USING PICTURES. SIZE

OF THE INFORMATION: 8KB

Picture PSNR PSNR PSNR PSNR The most
name (GM1) (GM2) (GM3) PSNR

number
1 2 3 4

Eagle 53.328 53.388 53.313 53.383 1
Cameraman 53.225 53.306 53.374 53.304 3

Climbing 53.331 53.414 53.336 53.282 2
Couple 53.258 53.456 53.331 53.361 2

Girl 53.271 53.459 53.175 53.274 2
Mountain 53.332 53.318 53.395 53.354 3
Average 53.310 53.390 53.321 53.326

TABLE V
ANALYSIS OF THE EFFECTIVENESS OF METHODS USING PICTURES. SIZE

OF THE INFORMATION: 10KB

Picture PSNR PSNR PSNR PSNR The most
name (GM1) (GM2) (GM3) PSNR

number
1 2 3 4

Eagle 52.480 52.423 52.367 52.420 1
Cameraman 52.365 52.340 52.408 52.358 3

Climbing 52.393 52.455 52.377 52.311 2
Couple 52.292 52.452 52.369 52.408 2

Girl 52.305 52.480 52.243 52.271 2
Mountain 52.326 52.361 52.400 52.367 3
Average 52.360 52.419 52.361 52.356

VI. HISTOGRAM RESULTS FOR THE IMAGES

Multi-image histogram results are displayed using the sug-
gested grayscale methods using an 8KB note. The original
picture and steganographic picture together with their appro-
priate histograms are shown in Figures 7-14.

Fig. 7. Original picture and histogram of eagle

Fig. 8. Steganographic picture and histogram of eagle

Fig. 9. Original (Grayscale Method1) picture and histogram of eagle

Fig. 10. Steganographic (Grayscale Method1) picture and histogram of eagle

Fig. 11. Original (Grayscale Method2) picture and histogram of eagle
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Fig. 12. Steganographic (Grayscale Method2) picture and histogram of eagle

Fig. 13. Original (Grayscale Method3) picture and histogram of eagle

Fig. 14. Steganographic (Grayscale Method3) picture and histogram of eagle

VII. CONCLUSION

This article explores the security issue and proposes an
improved steganography scheme for IoT devices. The paper
proposes a steganography method using an improved LSB
(least significant bit) replacement algorithm for a 24-bit color
image capable of creating a hidden embedded image that is
completely indistinguishable from the original image by the
human eye. The steganographic grayscale technique allows
data to be hidden within the grayscale medium. Moreover,
each pixel stores eight message bits inside a pixel, while other
methods, such as LSB, allow only two message bits inside a
pixel. A fairly simple mathematical bit comparison function
is used, which meets the basic requirement of steganography,
which consists in sending a secret message inside the carrier of
the image without creating much difference from the original
image. Finally, the proposed steganography method provides
a good PSNR.
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Abstract—Blockchain technology has recently witnessed a 

rapid proliferation across multiple industries and has the potential 

to evolve as a popular energy transaction platform for grid 

operators and general users. The current proof-of-work consensus 

algorithm used by many blockchain protocols suffer from 

vulnerabilities such as the majority attacks problem and strip 

mining. The algorithm often requires specialized application-

specific hardware and involves energy-intensive computation, 

making it an unlikely candidate for power grid applications. On 

the other hand, the proof-of-stake consensus algorithm is 

susceptible to the well-known nothing-at-stake vulnerability issue, 

making it equally unlikely to be used in large-scale secured energy 

transactions. An energy-efficient locational marginal pricing-

based hybrid proof-of-work, proof-of-stake consensus algorithm 

is proposed to mitigate such risks. The hybrid consensus algorithm 

uses an optimized market-based energy pricing model to select the 

mining and forging nodes. A detailed framework of the hybrid 

consensus algorithm is provided, along with an overview of its 

potential application to record large volumes of energy 

transactions and execute obligatory smart-contract agreements.   

Keywords—Energy blockchains, proof of work, proof of stake, 

hybrid consensus, locational marginal price, smart-contract, initial 

coin offering. 

I. NOMENCLATURE  

Sets, indices, and parameters:  
g set of generators 
n, m set of nodes 
k set of branches (lines and/or transformers) 
k(←n) set of branches with n as the incoming node 
k(n→) set of branches with n as the outgoing node 

P����
 maximum thermal rating of the branch k 

P����
 maximum thermal rating of the generator g 

C� the variable production cost of generator g 

P� real power load at node n 

Im(Y) the imaginary part of admittance 
 

Variables:  

	
 real power supply ∀ g 

	�  real power-flow through branch ∀ k 

�, �  the voltage at node m, n 

�, �,� �,� �,� �⏞ 
dual variables corresponding to the primal 
constraints 

II. INTRODUCTION  

Blockchain technology has rapidly evolved ever since it was 
first introduced in 2008, with protocols as Bitcoin and Ethereum 

gaining significant popularity. In the original whitepaper [1], the 
author/working group demonstrated the concept of an 
immutable blockchain ledger that can be used to record 
timestamped network transactions using the hash-based proof-
of-work (PoW) algorithm. The PoW algorithm searches for a 
unique nonce value in a block that will produce a definite 
number of leading zeros as defined by the protocol's difficulty 
level when hashed. The difficulty level of the cryptographic 
problem is periodically increased to compensate for the effects 
of new hardware being introduced with increasing hashing 
power. Increasing the level of difficulty over the years has 
caused the establishment of colossal blockchain mining pools, 
consuming enormous energy, significant enough to congest 
electrical flow-gates and affect energy prices at specific 
electrical nodes. As reported in [2], Bitcoin's energy 
consumption's upper bounds are estimated to be 125 TWh. 
Current 2020 projections indicate the Bitcoin network operating 
on the PoW algorithm at its core consumes energy at an amount 
comparable to the yearly consumption of the Netherlands [3]. In 
addition to the outrageous energy consumption issue, the PoW 
algorithm suffers from well-known vulnerabilities such as the 
51% attack and strip mining [4, 5].  

The proof-of-stake (PoS) consensus algorithm relies on 
validators staking their cryptocurrency token or voting tickets to 
improve their chances of being selected as the forger of the next 
block using a pseudo-random process. Chances of selection as 
the next forger in the pseudo-random selection process is 
linearly proportional to the amount each validator puts up as a 
stake. This linear relationship prevents large stakeholders from 
gaining competitive advantage through economies of scale, as 
often witnessed in the PoW consensus algorithm [6].  

Though the PoS consensus algorithm has its merit, it still 
suffers from the nothing-at-stake problem, which exists 
whenever there is an accidental or malicious fork in the 
blockchain. Given that forging a block doesn't incur any 
significant cost, and a fork creates an equivalent amount of stake 
on the new blockchain, the block creators often have the 
incentive to create blocks on both the forks. The nothing-at-
stake vulnerability could potentially result in a double-spend 
attack. The solution offered in most cases for the nothing-at-
stake problem centers around an identity-based [7] or a slashing-
based [8] staking mechanism.  

There is a clear gap in the availability of a blockchain 
consensus algorithm for energy application that is efficient, 
relatively secured, and optimized based on the electric grid's 
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topology. In response to the limitations of both the PoW and PoS 
consensus algorithms and accounting for the network topology 
in terms of the generation, load, and the thermal limits of the 
transmission grid, a hybrid PoW-PoS consensus algorithm 
framework is proposed. This hybrid consensus algorithm selects 
mining and forging nodes based on the locational marginal 
pricing (LMP) of electricity and overcomes individual 
consensus algorithms' limitations. The proposed hybrid 
framework's energy efficiency and security features can be 
implemented for wide-scale energy applications, including 
mandatory smart-contract agreements.  

The remainder of the paper is organized as follows: Section 
III provides a comprehensive discussion of the two most popular 
consensus mechanisms and their relative merits; section IV 
highlights the hybrid PoW-PoS consensus algorithm in 
conjunction with the LMP based nodes selection. This section 
also highlights necessary design considerations to be made in 
the blockchain protocol layer in terms of reward and difficulty 
adjustments, application-specific integrated circuit (ASIC) 
resistance, and selection of hashing algorithm, among other 
issues. The application of the proposed hybrid consensus in 
energy blockchain transactions and smart contract applications 
are discussed in section V. Finally, concluding remarks are 
provided in section VI.  

III. POPULAR CONSENSUS ALGORITHMS IN USE 

There are several consensus algorithms documented in the 
blockchain technology literature [9, 10, 11], mostly serving two 
primary functions: guaranteeing that the proposed new block is 
the only valid version of the chain and preventing users with 
malicious intent from manipulating the records in the blockchain 
or introducing an unintentional chain fork.  

Besides PoW and PoS, the two most popular consensus 
algorithm, some of the other less known algorithms include 
proof-of-burn (PoB), proof-of-capacity (PoC), delegated proof-
of-stake (dPoS), and Cardano Ouroboros. Given the current 
trends and the relative merits, future consensus algorithms 
would likely be a hybrid or standalone derivative of either the 
PoW or PoS algorithm, and hence they require further 
discussion.  

A. Proof-of-Work Algorithm 

The PoW algorithm relies on proof that an adequate amount 
of resources in terms of computing power and energy has been 
spent to propose a value acceptable by the distributed network. 
This algorithm is popular with blockchain protocols as Bitcoin, 
Bitcoin Cash, Litecoin, and Monero. Most of these blockchain 
protocols implement a periodic difficulty adjustment algorithm 
(DAA) of the hashing target (ℎ���), effectively readjusting the 
feasible solution-space proportional to the total hashing power 
across the network. For a message (�) to be incorporated in a 
block, a nonce (�) is computed such that the hashed output 
(ℎ�� !� ) is below the target difficulty and (1) holds. Most of the 

cryptographically secured hashing functions commonly used are 
variants of the secured hash algorithm (SHA) [12]. The popular 
SHA-256 hashing algorithm yields a 64 character hexadecimal 
output, and the addition of every single leading zero as a target 
constraint effectively reduces the feasible solution space by 
sixteen times. 

 ℎ"#ℎ(�, �)  =  ℎ�� !�  ; ℎ�� !�  < ℎ���   (1) 

1) Advantages of the Proof-of-Work Algorithm 
One of the great strengths of the PoW consensus algorithm 

is that the smallest change in the input results in a massive 
uncorrelated change in the hash output, giving all attempts equal 
probability. Also, the PoW consensus algorithm is a Poisson 
process [13], given the probability of the next block generated 
within a specific timeframe can be statistically predicted using 
the Poisson distribution function. A nonnegative random integer 
value ()), with an intensity parameter (*), is said to follow a 
Poisson distribution if (2) holds.  

 	() = +|*) = -./ 01
�! ;  + =  0,1, …  (2) 

To demonstrate the nature of the discrete-event distribution, 
consider, on average, a single Bitcoin block is mined every ten 
minutes (* = 0.1). Under a Poisson process, one can estimate 
using the generalization from (2) other outcomes, such as the 
probability of at least two blocks being mined in the next minute. 
As shown in (3), the event has a probability of 0.00468.  

 	(at least two blocks in the next minute) = 	() ≥ 2) 

 = 1 − 	() < 2)  

 = 1 − -. I
 IJ K I

IJLJ

M!  −  -. I
 IJ K I

IJLI

N!   

 = 0.00468 (3) 

Another strength of the PoW consensus algorithm is its 
resistance to Sybil attacks [14], a type of attack where a single 
malicious user creates several fake identities on the system to 
gain influence.  As long as the malicious user is not in control 
of more than 50% of the network's hashing power, any attempts 
to add a fake block will be rejected due to an insufficient 
amount of work. 

2) Vulnerabilities of the Proof-of-Work Algorithm 
The most well-documented vulnerability of the PoW 

consensus algorithm is the 51% attack, where a single malicious 
miner or mining group controls more than 50% of the network's 
hashing power. Having this dominant hashing power will allow 
the malicious party to mine and verify fraudulent transaction 
blocks at a rate faster than the regular miner, potentially leading 
to a gamed double-spend transaction scenario. This issue can be 
further aggravated, given that most mining pools for popular 
blockchain protocols are centralized in regions where there is 
access to cheap electric power. At present, no regulations 
prevent the biggest mining pools from merging to trigger a 51% 
attack.  

As documented in [4, 15], another vulnerability of the PoW 
consensus algorithm is the issue of strip mining. Big mining 
pools can effectively game the blockchain protocol's current 
difficulty level to their advantage by timing their network 
participation close to the difficulty adjustment timeframe. For 
instance, a mining pool with significant hash power may quit 
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from the network soon after a difficulty target readjustment, 
resulting in a significant increase in the mining time for the next 
blocks, and leading to a backlog of unconfirmed transactions, 
effectively chocking out the system.   

B. Proof-of-Stake Algorithm 

First introduced by Peercoin, the proof-of-stake consensus 
algorithm relies on the fact that well-invested users have a 
sufficient degree of vested interest in the network to prevent 
them from any malicious attempt. Under a PoS consensus, the 
probability of selecting a node as the next forger is linearly 
proportional to its staked cryptocurrency tokens (as in NXT) or 
voting tickets (as in Decred).  

1) Advantages of the Proof-of-Stake Algorithm 
The PoS algorithm is not computationally intensive and is 

thus resistant to centralization in regions where electric and 
hardware resources are cheaply available. Further, as block 
verification under a PoS algorithm doesn't follow a Poisson 
process, the algorithm can be scaled up to support much larger 
transaction volumes. Ethereum, which currently uses the PoW 
consensus algorithm, has proposed an iterative upgrade to 
Serenity by 2022.  Serenity is a modified version of PoS [16] to 
support the platform's scalability. 

2) Vulnerabilities of the Proof-of-Stake Algorithm 
In PoW, the miners have an incentive to mine on the longest 

chain because of the higher likelihood of adding the next block 
to the longest chain. However, in the PoS consensus algorithm, 
under a theoretical gaming scenario, forgers will have the 
incentive to vote on all forks, to maximize their chances of 
receiving the transaction fee. This issue is referred to as nothing-
at-stake vulnerability. Two of the well-known mitigation 
strategies implemented are:  

• Peercoin [17]: Introduced the concept of coinage, 
which is consumed upon minting a block.  Successful 
block validators need to wait for thirty days before 
their coins in the wallet requalify. 

• Ethereum Slasher 2.0 [18]: Introduced a voter penalty 
concept for voting on the wrong fork.  

IV. HYBRID CONSENSUS ALGORITHM 

The drawbacks of both the popular PoW and PoS consensus 
algorithm for energy application demands the development of 
an alternative consensus mechanism that is more energy-
efficient and provides better security against majority attacks 
and systematic gaming. The PoW and PoS consensus 
algorithm's strengths can be combined to create a hybrid model 
where the PoW mining nodes are responsible for mining a new 
block for validation, and the PoS validators vote on each 
candidate block to be incorporated into the chain.  

A crucial consideration in selecting the mining and 
validating nodes is the locational marginal price (LMP) of 
electricity at the grid's major electrical nodes. In a deregulated 
energy market, electric prices at different nodes often experience 
a price separation due to congestion in the grid. Economic 
benefits can be realized if nodes with lower real-time LMP are 
selected for mining the blocks using PoW consensus, while the 
high the higher-priced nodes may act as PoS validators.  The 

following section presents a mathematical derivation of LMP 
from an optimal power-flow (OPF) formulation.  

A. Locational Marginal Price Based Nodes Selection 

The concept of LMP (also referred to as spot pricing) was 
originally introduced in [19], and is usually derived from either 
the AC or DC model of the OPF formulation. However, the 
existence of strong NP-hardness of the AC-OPF problem [20] 
and its divergence propensity [21] makes the DC-OPF model a 
better choice and is widely used in commercial power market 
software. Many variations of the DC-OPF are available in the 
literature [21, 22, 23, 24, 25], and the dual interpretation changes 
are subjected to the primal problem formulation. The below DC-
OPF formulation draws its inspiration from [21, 22, 26], 
intending to develop the various components of LMP. 

1) Locational Marginal Price Computation 
A DC approximation of the AC-OPF problem typically 

involves removing the reactive power-flow component from 
problem formulation and assuming a small voltage angle 
difference sufficient for linear approximation [21]. These 
approximations yield the following DC-OPF formulation (4)-
(9). 

Objective function: �S� ∑ (U
	
)∀ 
  (4) 

Subject to the following constraints: 

∑ 	�∀ �(←W)  −  ∑ 	�∀ �(W→)  + ∑ 	
∀ 
  =  	� ∀�      (�)  (5) 

−	� ≥ −	����  ∀Z                        (�[)  (6) 

−	� ≥ 	����  ∀Z                           (�\) (7) 

]�(^) (� − �)  −  	�  = 0    (�̿)  (8) 

−	
 ≥ −	
���                               (�⏞)  (9) 

The objective function and optimization constraints of the 
DC-OPF formulation are explained as below:   

Equation 4: Objective function: The objective function is to 
minimize generation cost while being subjected to the 
constraints (5) – (9).  

Equation 5: Node's real power balance constraint: The 
constraint balances the real power consumption of node n with 
the incoming and outgoing real power-flow through the node's 
associated branches and the generation associated with the node. 
The dual variable for this constraint is �. 

Equations 6 and 7: Branch power-flow constraint: The 
power-flow through a branch is constrained to its maximum 
thermal limit. Given that power-flow is a direction vector, two 
sets of equations are derived. The dual variables for these two 
constraints are �[ "�` �\. 

Equation 8: Power-flow constraint: With sufficient small 
voltage angles between two nodes, real power-flow can be 
approximated, as shown in (8). The dual variable for this 

constraint is �̿. 
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Equation 9: Generator constraint: This equation denotes 
the generator's upper power limit, assuming that the generator 
can be ramped down to a minimum power level of zero. The 

dual variable associated with this constraint is �⏞. 
The objective function of the dual formulation based on the 

primal problem formulation (4)-(9) can be expressed as (10). 

�"+ (∑ �� 	�  −  ∑ 	�����[  + � ∑ 	�����\�  − ∑ 	
��� �⏞
 ) (10) 

Assuming no duality gap exists, optimality (11) will hold. 
As can be seen, the cumulative load payment of the system 
( ∑ �� 	� ) is the cumulative sum of all the generation cost 
(∑ (U
	
))∀ � , congestion rent (∑ 	�����[  − � ∑ 	�����\� ) and 

generation rent (∑ 	
��� �⏞
 ). 

 ∑ �� 	� = ∑ (U
	
)∀ 
 + ∑ 	����(�[  − �\� )  + ∑ 	
��� �⏞
  (11) 

The cumulative load payment of the system (∑ �� 	�) is of 
particular interest, given this term is composed of the real power 
load at node (�) , and the LMP ( � ) at the node. As such, 
assuming strong duality holds, the LMP of each node accounts 
for generation cost, congestion cost, and generation rent and can 
be used as a suitable representation of the grid to select the 
mining and forging nodes.  

2) Characteristics of Locational Marginal Price 
LMP is the incremental cost to withdraw 1 MW of energy 

from an electrical node and reflects a price proportional to the 
power system's constraints [21]. An interesting property of LMP 
is its dynamic nature, in the sense that real-time LMP of 
electrical nodes varies over time based on the generation and 
load levels at individual nodes and ongoing outages of electrical 
flow gates. The dynamic nature of LMP  proves to be valuable 
in preventing systematic gaming of the electric grid, as there are 
no probabilistic methods to predict node prices without solving 
the DC-OPF problem in real-time. The dynamic nature of LMP 
is demonstrated through an example case study.  

Example Case: Using a three-node example, as shown in 
Fig. 1, while simulating a DC-OPF using AMPL, results in an 
LMP(a) at $80/MWh,  LMP(b) at $45/MWh, and LMP(c) at 
$115/MWh. Under the present network scenario, node B is ideal 
to be selected as a mining node, given the low nodal energy 
price, while node C may serve as a validator node.  

Fig. 1. LMP calculation through simulation for a three-node network 

Fig. 2. LMP redistribution following a system transmission capacity increase 

A mere transmission capacity upgrades on this three-node 
network for branch A-C and B-C will drastically change the 
nodal pricing, as shown in Fig. 2. With new thermal ratings of 
30 MW for branch A-C and 35 MW for branch B-C, the LMP(b) 

changes to $97.5/MWh. Under the modified network 
topography, node A turns out to be the cheapest node and best 
suited to serve as a mining node, with node C still qualifying as 
a validator node. For simulation purposes in both cases, the 
maximum generator real power output was constrained at 250 
MW for nodes A and C, and 55 MW for node B. 

3) Selection of Miner and Validator Nodes from Locational 

Marginal Price 
A pricing distribution can be derived based on the LMPs of 

all the system nodes. Extreme value nodes beyond certain 
thresholds (both higher and lower values) may then be selected 
as forging and mining nodes, respectively. Fig. 3 shows the 
hourly day-ahead LMP distribution plot of all the system nodes 
of the US energy region ISO New England (ISO-NE) [27] for 
August 1st, 2020. The right-skewed frequency distribution 
represents a higher number of mining nodes than forging nodes, 
thus favorably providing sufficient hashing power. Distribution 
density plot analysis for all remaining months of the year reveals 
sufficient separation between the extreme values for distinct 
node segregation. 

Fig. 3. Distribution density plot of the hourly day-ahead LMP for node 
segregation 
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4) Validity Assessment of Miners by Proof-of-Stake Voters 
The nature of the LMP distribution plot will inherently 

enforce node segregation between miners and forgers, 
effectively preventing collusion. On the other hand, the forger 
(validator) needs to perform several checks on the newly minted 
block, such as validation of the last block hash, validation of the 
signature of the transactions, validation of the block count, and 
validation of the transactions against the publicly broadcasted 
set of transactions.  

A potential form of network attack vector exists and has been 
reported in [28] where a malicious network node using the same 
public key and the broadcasting node may broadcast similar set 
transactions and the issue requires further discussion.  

Given PoW mining follows a Poisson process, the fraudulent 
node may be successful in guessing the next mined block's 
timing and can time the broadcast of these fraudulent 
transactions.  The PoS validators validating the PoW block 
transaction might notice these transactions as contradicting 
entries resulting in a majority vote to reject the mined block. A 
sustained network attack of this form could essentially create a 
backlog of transactions and freeze the network. To prevent this 
attack vector from gaining an advantage, the validators node 
needs a timing function. A timing function of this nature 
essentially segregates real transactions arriving from a node 
address (while some transactions from this node address are 
already present in the PoW block) versus fake transactions 
originating from this node aimed to prevent a block validation. 
The timing function essentially takes advantage of the fact that 
even with the network's broadcasting latency, real transactions 
from a node address are likely to be broadcasted with a smaller 
time difference than a set of malicious attack transactions, where 
the attack node guesses the time of the next mined block. A 
Gudermannian function (12) is thus proposed to act as a timing 
filter, with ∆b as the time difference between the present time 
and the discovery time of the transaction. If the timing filter's 
output score is more than a certain threshold, the validator 
blocks are made aware of an attack attempt and may choose to 
scrutinize the transactions' validation against the publicly 
broadcasted set of transactions before validation.  

 c`(∆b)  =  2d"�eN fd"�ℎ K�
g ∆bLh   iℎjkj ∆b ≥ 0   (12) 

Table I shows two scenarios and the Gudermannian output 
score being used to distinguish potential transactions from 
fraudulent ones originating from the same node under the 
scenario described above. Scenario 1 involves several 
transactions with the minimal time difference between the 
present network time and the transaction's discovery time and 
possibly indicates network latency. These transactions are most 
likely valid and should be added to the memory-pool to be 
picked up for mining by the next block. Gudermannian output 
score from scenario 2 involves a much larger time difference 
beyond possible network lags and is beyond the cumulative 
cutoff threshold. The transactions in this scenario indicate a 
possible network attack attempt. The blockchain validators 
much ignore these transactions, given these require further 
scrutiny. Network addresses with fraudulent, duplicate 
transactions detected by the Gudermannian function's output 
score may be blocked and flagged for further investigation. 

TABLE I.  GUDERMANNIAN OUTPUT SCORE FOR TRANSACTION 

CLASSIFICATION 

Scenario 1a Scenario 2a 

Time difference 

(∆l) 

Gudermannian 

output score 

Time difference 

(∆l) 

Gudermannian 

output score 

0.001 0.00399 0.039 0.11673 

0.014 0.04198 0.055 0.16425 

0.0162 0.04858 0.162 0.46792 

0.052 0.15537 1.320 1.53267 

m ∆T 0.24893 m ∆T 2.28159 

a.
 Assuming an 'a' value of 3 and an output cutoff score as 0.3  

B. Design Considerations in the Blockchain Protocol Layer 

A blockchain protocol layer running a hybrid consensus 
algorithm and aimed to serve energy applications need to 
account for a few design considerations, as discussed in this 
section. 

1) Difficulty and Reward Adjustments  
The proposed hybrid consensus is expected to serve as a 

transaction and smart-contract platform in major energy regions 
with commercial and private energy users participating in the 
network. Further, given the dynamic nature of the LMP spread, 
appropriate cutoff values can always be selected to only include 
a certain number of nodes as qualified mining nodes. Under 
these conditions, the blockchain's initial difficulty may be set 
such the average time for mining a block, under a Poisson 
process, is an integral multiple of the LMP refresh rate (o). As 
such, most independent system operators (ISOs) in the US 
updates their LMP every five minutes [29].  

If large electrical areas are integrated into the current 
operating region's electrical footprint, a difficulty adjustment 
might be necessary and can be accomplished using a process 
similar to (13a,b).  

 pSqqSrstdu =  vwx(y��e �z
- )
vwx({�zz-� e �z
- )  (13a) 

 #. d.  	|S#(*)  =  �o, ∀ � ∈ ]  |k N
~    (13b) 

Reward adjustment, on the other hand, should reflect a factor 
to include an average time required to set up new greenfield 
electrical transmission and distribution nodes ()). Assuming a 
new block under a hybrid consensus is mined every five minutes 
on average, two hundred and eighty-eight blocks are expected 
per calendar day. The current block reward (�n) can then be 
computed using the initial block reward at genesis (�i) and a 
decrement factor (�), as shown in (14). 

 �� = ��(1 − �)K����� ������
���� L, ∀ � << 1   (14) 

2) ASIC Resistance and Hashing Algorithm 
Though it is implausible for any hashing algorithm to be 

utterly resistant against an ASIC implementation, a large 
memory utilization requirement capable of preventing 
parallelization or pipeline [30] is usually a strong deterrent. Two 
other approaches [31] in the construction of the ASIC-resistant 
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PoW algorithm consist of either using several hash functions to 
calculate the valid state of the block (multi-hash PoW) or 
selection of mathematic functions from a large pool for hashing, 
thereby rending specialized hardware useless (programmatic 
PoW).  

A hashing algorithm for the given hybrid consensus needs to 
demonstrate some form of ASIC resistance to ensure no mining 
node enjoys an unfair advantage compared to CPU/GPU users. 
At present, Equihash, Ethash, SHA3, and its variants SHAKE 
128 and SHAKE256 are among the popular algorithms that are 
reported to be reasonably ASIC-resistant [4, 32].  

3) Transaction Block Weight 
To prevent a denial-of-service attack (DoS attack), the 

legacy Bitcoin nodes required a block size to be less than 1 Mb. 
However, the block size specification severely restricted 
transaction volumes going into a single block. To accommodate 
larger transaction volumes and mitigate transaction malleability 
issues, Bitcoin introduces a soft fork in its transaction format, 
named Segregated Witness. A similar block architecture may be 
implemented for the hybrid consensus, where the block size is 
limited to 4 Mb, with 1 Mb of space given to store transactions 
and 3 Mb to hold the witness data. However, two separate size 
limitations would make the miner's transaction fee estimation 
extremely difficult.  To solve this problem, block weight [33], 
as in (15), may be used as a selection factor. 

  �t|rZ ijScℎd =   3 × (Base TX size) + full TX size (15)  

4) Turing Completeness and Gas 
To implement a blockchain transaction environment, as 

shown in Fig. 4, with the capability of executing obligatory 
smart-contract agreements, a Turning complete programming 
language (able to process conditional loops) is required. A 
Turing complete machine such as the Ethereum Virtual Machine 
(EVM) also implements a taxation mechanism called 'Gas' to 
disincentivize programmers writing codes with a heavy looping 
algorithm. 

Modern blockchain transaction platform featuring smart 
contract should implement some version of the EVM's taxation 
mechanism to provide incentives for developers to write 
efficient codes, resulting in faster execution time.  

5) Exponentially Weighted Moving Average of LMP to 

Account for Extreme Volatility 
Though relatively rare, real-time LMP may experience 

market volatility [34] triggered by factors such as fluctuations in 
fuel cost, short-term increase in peak load, and transmission line 
switching. Extreme volatility within a short time may interfere 
with the mining nodes' capacity to solve the hash puzzle. To 
prevent such interference, the node selection algorithm may 
choose to switch to an exponentially weighted moving average 
(EWMA) model of real-time LMP, as shown in (16), if high 
volatility is detected using typical statistical standard deviation 
tests.  

 ��	 w�y� = � ��	N, ∀ d = 1
���	 + (1 − �)��	 eNw�y� , ∀ d > 1    

  (16) 

 

Fig. 4. Initial coin offering and the tokenization of energy 

The first step of the hybrid consensus mechanism begins 
with the selection of mining and forging nodes. The proposed 
LMP based node selection method is outlined in Algorithm 1. 
LMP nodal pricing at a node (n) for a give time instance (t), 

��	� , are updated every five to ten minutes across all the major 
US ISOs. The upper and lower LMP cutoff values, Cmin and 
Cmax, may be established using the standard deviation of the 

distribution from its mean value.  

Algorithm 1. LMP node selection from the real-time DC-OPF market solution 

V. APPLICATION OF HYBRID CONSENSUS IN ENERGY 

BLOCKCHAIN AND SMART CONTRACT APPLICATIONS  

The tokenization of energy can accomplish energy exchange 
in a blockchain ecosystem. As demonstrated in Fig. 4, an 
independent system operator of the electric grid may generate a 
certain number of tokens, 50,000 tokens in this case, as a part of 
an initial coin offering (similar to an initial public offering for 
stock markets). Some token may be reserved for research and 
development, while the remaining might be exchanged in a 
primary cryptocurrency-exchange market. These tokens' 
primary holders may use them for smart contract-based 
obligatory transactions or exchange them in a secondary 
cryptocurrency-exchange market, very similar to how stocks are 
trader in the primary and secondary market.  

 

Input: LMP nodal price at node n at time t (��	� ), market-timer (d�), 
upper LMP cutoff (Cmax), lower LMP cutoff (Cmin) 
Output: Set of mining nodes (t�), set of forging nodes (s�) 
LMP node selection: 

1  Set d� to zero  
2  Track market-timer for next set of nodal pricing output 
3  while TRUE 

4 if ��	�  != ��	� eN 
5  c = 0 

6  t� = [] 
7  s� = [] 
8  if hist(sum of nodes(��	� )) ≤ Cmin 

9   c = c+1 

10   t�[r] = ��	�  
11  else if hist(sum of nodes(��	� )) ≥ Cmax 

12   c = c+1 

13   s�[r] = ��	�  
14 return t�[r], s�[r] 
15 end 
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Other energy-specific applications are highlighted in this 
section in addition to energy tokenization. The most impressive 
of these applications involve smart contract executions in day-
ahead, real-time, and financial transmission rights (FTR) based 
energy markets.  

A. Microgrids for Local Energy Trading 

  Microgrids' importance has recently received much attention 
in the US due to the growing number of transmission grid 
induces wildfires in states like California, Oregon, and 
Washington [25]. In a local community, the exchange of power, 
backed by roof-top solar energy with a slim backbone 
transmission grid, is gaining traction. Microgrid users may 
record their transactions and execute obligatory smart contracts 
using a blockchain platform with the secured and energy-
efficient hybrid PoW-PoS consensus algorithm. 

B. Tracking of Carbon Credits 

Carbon credits have been used for a long time to limit 
pollution by companies producing energy from conventional 
energy resources. Companies not using enough of their carbon 
credits often sell them to companies in need of those credits. A 
blockchain platform can provide a secured immutable platform 
between the regulatory authority and the utilities, enabling the 
regulatory body to enforce emission limits using smart contracts 
and allowing utilities to exchange carbon credits on a secured 
platform.  

C. Energy Trade Executions Using Smart-Contracts 

Significant portions of the US energy grid are operated by 
independent system operators (ISOs) to check systematic 
gaming and monopoly and ensure competitive energy pricing. 
To reduce price volatility, market participants often commit to 
buy or sell energy in a day-ahead market, whereas the 
differences are fulfilled in the real-time energy market. All 
market transactions and contract agreements of this nature can 
be transitioned to a safe and secured blockchain platform, 
allowing the grid operators to transact with commercial or 
private users using a standard token system. 

US-based ISOs also have a market around FTRs, where 
market participants transact financial instruments to hedge 
congestion cost or arbitrage the price difference. Like stock 
exchanges, these transactions records are stored in centralized 
databases, posing a security vulnerability. Blockchain 
technology can provide a secured decentralization platform for 
the  FTR markets while reducing overhead fees and helping with 
regulatory reporting requirements.   

VI. CONCLUSION 

Currently, existing popular consensus algorithms have 
several limitations preventing the widescale implementation of 
blockchain technology for energy applications. A secured and 
energy-efficient consensus algorithm such as the one proposed 
in this paper has tremendous potential to help the proliferation 
of blockchain technology specific to energy grid applications. 
Locational marginal price is an integral part of many 
restructured power markets and can be used to select a set of 
qualifying nodes for blockchain mining and validation.  From an 
implementation standpoint, design considerations such as 
reward and difficulty adjustments, the choice of a suitable 

hashing algorithm, and nodal pricing volatility must be made to 
provide a stable and scalable platform.  

Among its many potential applications, the blockchain 
technology may be used in day-ahead and real-time market-
based transactions, microgrid contract obligations, and escrow 
payments from electric vehicle users. An underlying hybrid 
consensus algorithm that is secured, energy-efficient, and 
capable of handling high volumes of transactions can play a 
crucial role in modern electric smart grids.  
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Abstract—Multiplication is a key process in various appli-
cations. Consequently, the multiplier is a principal component
in several hardware platforms. For multiplication of signed
integers, radix-4 booth multipliers are widely used as they reduce
the number of partial products to half. Several approximate
multipliers for radix-4 booth multiplication have been presented
in recent times to achieve energy efficiency. However, the errors
displayed by these multipliers make them unsuitable for lossless
applications. For these applications, accurate radix-4 booth
multiplication is much needed. In this paper, we introduce an
optimized algorithm and multiplier for accurate radix-4 booth
multiplication. The algorithm reduces the number of bits that
participate in the addition process during multiplication. At the
same time, the algorithm has sufficient storage area for reduced
design complexity in its multiplier. The multiplier gives promising
results of 100% when tested for accuracy for a wide spectrum
and all possible cases of multiplicand-multiplier pairs. Besides,
the multiplier is shown to be cost-effective. Lastly, we compare
our multiplier with the current radix-4 booth multipliers in terms
of key error parameters to highlight its accuracy.

Index Terms—Accurate, Cost-effective, Radix-4, Booth multi-
plier, Lossless applications.

I. INTRODUCTION

Several machine learning and digital signal processing ap-
plications are highly influenced by the multiplication process.
For instance, multiply-accumulate operations account for more
than 90% of the computations in convolutional neural net-
works. Hence, the multiplier is a key component in various
hardware platforms. Radix-4 booth multiplication is widely
used for the multiplication of signed binary integers since it
reduces the number of partial products by half compared to
the conventional multiplication process.

Research in radix-4 booth multiplication made a shift from
accurate to approximate computing design paradigm which
constructs energy-efficient circuits at the cost of a little ac-
curacy. Researchers have devised several radix-4 booth multi-
pliers based on this emerging paradigm [1]–[10]. However,
the errors featured by these multipliers are not tolerable
by lossless applications. Besides, cost is another important
parameter in the context of multiplier design. Therefore, there
is a need for a cost-effective multiplier for accurate radix-4
booth multiplication.

In an attempt to address the above requirement, we intro-
duce an accurate, cost-effective radix-4 booth multiplier in this
paper. Initially, we devise an optimized algorithm for accurate

radix-4 booth multiplication by reducing the number of bits
that participate in the addition process during radix-4 booth
multiplication while having sufficient storage area for reduced
hardware design complexity. The accuracy of the multiplier is
tested for a wide range and all possible cases of multiplicand-
multiplier pairs. The cost of the multiplier circuit and its opera-
tions are critically analyzed. Besides, the proposed multiplier’s
accuracy is compared with the current radix-4 multipliers
in key error parameters viz., Mean Relative Error Distance
(MRE/MRED), Normalized Mean Error Distance (NMED),
and Probability Relative Error Distance (PRED).

The remainder of the paper is organized in the following
manner: The current radix-4 booth multipliers are discussed in
Section II. The proposed algorithm and multiplier for accurate
radix-4 booth multiplication are presented in Section III. Sec-
tion IV critically analyzes the accuracy and cost-effectiveness
of the multiplier. Besides, the proposed multiplier’s accuracy
is compared with the current radix-4 booth multipliers. Section
V summarizes this work.

II. LITERATURE REVIEW

This section presents the summary of the current research
work regarding radix-4 booth multiplication.

Liu et al. [1] presented ”two approximate radix-4 booth
encoding algorithms” viz., ”R4ABE1 and R4ABE2”. They
also designed ”two approximate booth multipliers: R4ABM1
and R4ABM2”, based on the algorithms with an approximate
wallace tree structure in place. In this work, the energy effi-
ciency of the multipliers is decided by a parameter called the
approximation factor. Among the two multipliers, R4ABM2
produces relatively more error. For the approximation factor
2, it produces MRED, NMED, and PRED of 0.344×10−2,
0.2543×10−5, and 99.79% respectively. Whereas, for the
approximation factor 32, it produces the highest error with
MRED, NMED, and PRED of 2.52×107, 17879×10−5, and
0.123% respectively.

In [2], the authors devised ”an approximate hybrid high
radix encoding” to generate the partial products for signed
multiplication. In this technique, ”accurate radix-4 encoding”
is used to encode the Most Significant Bits (MSBs), and
”approximate higher radix encoding” is used to encode the
Least Significant Bits (LSBs). ”Three approximate multipliers:
RAD64, RAD256 and RAD1024”, are presented. Of the three
multipliers, RAD1024 produces the highest error with an MRE978-1-6654-4067-7/21/$31.00 ©2021 IEEE
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of 0.93% and PRED of 93.26%. The authors did not consider
evaluating NMED in this work.

Ansari et al. [3] presented ”an improved, approximate
4:2 compressor”, in which generate and propagate signals
are used for encoding the inputs. This has resulted in the
reduced number of flawed rows in the truth table of the
compressor. Based on this compressor, the authors designed
”an approximate multiplier called CABM”. CABM produces
MRED and NMED of 0.014 and 0.18 respectively.

”Three approximate radix-4 booth multipliers: ABM-M1,
ABM-M2, and ABM-M3”, are proposed in [4]. In each of
the multipliers, a unique approximation technique is employed
which encompasses reduction in the logic complexity of
”booth partial product generator” and ”partial product accu-
mulation”. Among the three multipliers, ABM-M2 generates
the highest error with MRED and NMED of 2.689×10−2 and
1087.270×10−6 respectively.

The authors of [5] designed ”two approximate multipliers:
LOBO10 and LOBO12”, using ”radix-4 booth encoding” and
”logarithmic product approximation”. The multipliers encode
the MSBs using accurate radix-4 booth encoding and ap-
proximate the higher radix partial products arising from the
LSBs using logarithmic approximation. Of the two multipliers,
LOBO12 generates the highest error with MRE, NMED, and
PRED of 0.44-96.09%, 18.45×10−4, and 90.99% respectively.

[6] introduces ”two approximate multipliers: HLR-BM1
and HLR-BM2”, based on hybrid low radix encoding. In this
work, the odd multiples of radix-8 are approximated to their
nearest powers of two to fix the low-performance issue of
radix-8 booth encoding. Among the two multipliers, HLR-
BM1 produces the highest error with MRE, NMED, and PRED
of 0.03%, 0.79×10−5, and 98.35% respectively.

The aforementioned approaches are inclined to approximate
computing design paradigm which aims to construct energy-
efficient circuits at the cost of a little accuracy. Not all appli-
cations are inherently resilient to accuracy loss. For instance,
lossless applications such as medical image compression have
zero tolerance to accuracy loss. Besides, the approximate en-
coding techniques discussed in the aforementioned approaches
are based on accurate radix-4 encoding. This signifies the im-
portance of accurate radix-4 encoding in the context of signed
multiplication. We present a novel algorithm and cost-effective
hardware design for accurate radix-4 booth multiplication in
the next section.

III. PROPOSED ALGORITHM AND MULTIPLIER

In this section, we introduce our algorithm and multiplier
for accurate radix-4 booth multiplication.

A. Algorithm

The proposed algorithm is illustrated in Algorithm 1. We
have the input variables ′m′ and ′q′, two decimal integers
converted into two’s complement binary integers of length
′n′ bits each, where ′n′ is calculated as the maximum of the
number of bits used to represent ′m′ and ′q′ as binary numbers.

Algorithm 1 Optimized radix-4 booth multiplication.
Input: Two integers ′m′ and ′q′ in decimal form.
Output: Product of ′m′ and ′q′.
1. Convert ′m′ and ′q′ into binary numbers of ′n′ bits
2. if (n%2 = 0), then

qlen← n+ 1
else

qlen← n+ 2
end if

3. Declare arrays M [n], C[1], A[n], Q[qlen]
4. A← 0
5. M ← binary equivalent of ′m′

6. L← ceil(n/2)
7. C ← 0
8. Q[0 : qlen− 2]← binary equivalent of ′q′

9. Q[qlen− 1]← 0
10. Check whether, in Q, groups of 3 bits are being

formed or not. If not, do sign extension
11. Compute the values of +2M , −2M , −M and store them

in arrays Plus2M [n+ 1], Minus2M [n+ 1], and
MinusM [n]

12. while L > 0, do
if Q[qlen− 3 : qlen− 1] = 000 or 111, then

c← 0
a← A[0]

else if Q[qlen− 3 : qlen− 1] = 001 or 010, then
c←M [0]
a← A[0]
A← A+M

else if Q[qlen− 3 : qlen− 1] = 011, then
c← Plus2M [0]
a← A[0]
A← A+ Plus2M

else if Q[qlen− 3 : qlen− 1] = 100, then
c←Minus2M [0]
a← A[0]
A← A+Minus2M

else if Q[qlen− 3 : qlen− 1] = 101 or 110, then
c←MinusM [0]
a← A[0]
A← A+MinusM

end if
Cout← carry out after binary addition
C ← Cout⊕ a⊕ c
if C = 0, then

LRS(A$Q) by 2 times
else

ARS(C$A$Q) by 2 times
end if
L← L− 1

end while
13. res← (A$Q[0 : qlen− 2])
14. prod← decimal form of res
15. return prod

The following arrays are used: M (′n′ bits) to hold the
binary representation of ′m′, C (1 bit) to hold the carry, and
A (′n′ bits) to hold the intermediate summation results of the
partial products in binary representation. The array Q to hold
the binary representation of multiplier ′q′ has some additional
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components. After converting ′q′ to a binary number, an
implicit zero is added to the right of the LSB.

The crux of radix-4 booth multiplication is to convert the
multiplier in its binary form into a recoded multiplier by
checking whether successive triplets (groups of 3 bits) are
being formed or not, starting from LSB. Therefore, after
adding the implicit zero, the aforesaid condition is checked,
and if it’s not satisfied, sign extension is done to complete the
triplet. The process of forming the triplets is shown in Fig. 1.

Fig. 1: Triplets formation.

Sign extension will be needed only when ′n′ is odd. Thus,
Q is n+ 1 bits long if ′n′ is even, and n+ 2 bits long if ′n′

is odd.
To save repeated computations, the values of +2M , −2M ,
−M are computed beforehand as follows:
• −M is the 2’s complement of multiplicand ′m′ and is

stored as a binary number in array MinusM (′n′ bits)
• +2M is the binary representation of multiplicand ′m′,

with an added zero at the LSB, and is stored in array
Plus2M (n+ 1 bits)

• −2M is the binary representation of the 2’s complement
of multiplicand ′m′, with an added zero at the LSB, and
is stored in the array Minus2M (n+ 1 bits)

In each iteration, the last 3 digits of Q determine
which operation will take place. The variable Cout will
have the carry-out value after the addition of A and
M/MinusM/Plus2M/Minus2M . The variable C takes
three intermediate variables and performs eXclusive-OR
(XOR) operation on them, denoted by ⊕ operator in the
algorithm. C determines whether to carry out Logical Right
Shift (LRS) or Arithmetic Right Shift (ARS). The final product
is the concatenation (denoted by $ operator) of the values in
arrays A and Q, where the higher-order half is stored in A
and the lower-order half in Q, except for the last bit of Q.

B. Multiplier

Fig. 2 introduces the multiplier for the proposed radix-
4 booth multiplication algorithm, for multiplication of two
signed integers, both having ′n′ bits in their binary represen-
tation.

The hardware mainly consists of an 8 × 1 Multiplexer
(Mux), an n-bit adder, a carry logic, a control sequencer and

registers C (1 bit), A (′n′ bits), M (′n′ bits), Plus2M (n+1
bits), Minus2M (n+1 bits), MinusM (′n′ bits), qn+1 (1 bit)
and Q (n+ 1 bits). A and Q are shift registers, concatenated
as shown in Fig. 2. These registers are analogous to the arrays
declared in the algorithm.

The register Q holds the binary representation of the multi-
plier, including the implicit zero to the right of LSB. If ′n′ is
odd, then the input and output lines to and from the register
qn+1 are enabled, and the shift line from a0 to qn is disabled.
In this case, qn+1 holds the sign extension bit for Q. If ′n′

is even, then the input and output lines to and from qn+1 are
disabled, and the shift line from a0 to qn is enabled.

The register M holds the binary representation of the multi-
plicand, register MinusM the 2’s complement representation
of M , register Plus2M the binary representation of M after
logical left shift by one-bit position, and register Minus2M
the binary representation of MinusM after logical left shift
by one-bit position.

At the start, the multiplier and the implicit zero are loaded
into register Q, the multiplicand into register M , and registers
C and A are cleared to 0. The carry logic is essentially an XOR
gate whose output is directed to C and the control sequencer.

The product is computed in L cycles (whose value is
ceil(n/2)), for which the underlying logic is present in the
control sequencer. At the beginning of each cycle, the last 3
bits (starting from q0) of Q are sent to the control sequencer
to determine which operation will take place.

A signal from the control sequencer to determine whether
the addition of M , Plus2M , MinusM , Minus2M or no
addition takes place, is sent to the 8 × 1 Mux and accordingly
M , Plus2M , MinusM , Minus2M or 0 is sent as the output
of the 8 × 1 Mux to the n-bit adder, and its MSB is sent to the
carry logic. The MSB of the current value in register A is sent
to the carry logic, and A is sent as input to the n-bit adder.
The sum from the n-bit adder is sent to A, and the carry-out
is sent to the carry logic. The output of the carry logic is sent
to C.

Depending on the output of the carry logic, a signal is sent
from the control sequencer to C, A, and Q. If the output of
carry logic is “0”, and if ′n′ is even, then the logical right shift
of A and Q takes place. If ′n′ is odd, then the logical right
shift of A, qn+1, and Q by two-bit positions takes place. If
the output is “1”, and if ′n′ is even, then the arithmetic right
shift of C, A, and Q takes place. If ′n′ is odd in this case,
then the arithmetic right shift of C, A, qn+1, and Q by two-bit
positions takes place.

Together, registers A and Q hold the intermediate partial
product while the last 3 bits of Q (starting from LSB) generate
the add/no-add signal, which determines the next operation
that will take place.

After L cycles, the higher-order half of the product is held
in register A, and the lower-order half in register Q (qn to q1
bits) when ′n′ is even, and in registers qn+1 and Q (qn to q1
bits) when ′n′ is odd.
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Fig. 2: Proposed radix-4 booth multiplier.

IV. RESULTS AND DISCUSSIONS

The proposed algorithm and multiplier are evaluated for
accuracy and cost-effectiveness in this section. Besides, the
proposed multiplier’s accuracy is compared with the current
radix-4 booth multipliers.

A. Accuracy

Fig. 3 presents the code snippet where inputs over a range
of integers are sent to the algorithm to check the algorithm’s
accuracy.

As shown in Fig. 4, the algorithm’s accuracy is tested for
50 random integer pairs, each pair consisting of a multiplicand
and a multiplier, in the range of -5000 to 5000.

At first, the product for each integer pair is calculated by
the computer. Then, the integer pairs are sent to the algorithm
to calculate their products. Finally, the products from the

algorithm are compared with the actual products to test the
accuracy of the algorithm.

The accuracy of the algorithm is also tested for 4 different
cases of multiplicand and multiplier values as presented in
Figures 5, 6, 7, and 8 respectively.

To test the accuracy of the algorithm for a wide range of
inputs, the sample size is increased to 10,000, for which the
algorithm gave the correct results.

B. Cost of the circuit and operations

Our algorithm presents a cost-effective strategy for the
implementation of radix-4 booth multiplication.

The original algorithm makes use of n+ 1 bits for the cal-
culation of the subsequent partial products. In our algorithm,
the C logic is a 3-input XOR gate, which reduces the size of
registers A and M from n + 1 to ′n′ bits, thereby, reducing
the number of flip flops by one in each of these registers.
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Fig. 3: Code snippet to check accuracy of the algorithm.

Fig. 4: Testing accuracy for 50 random integer pairs in the
range -5000 to +5000.

Consequently, we avoided the binary addition on that extra
bit taking place in each iteration. Hence, the total number
of binary additions avoided is equal to the total number of
iterations in the multiplication process. This C logic is also
the reason for the size of the adder to be ′n′ bits. Thus, the
proposed C logic reduces the cost of the circuit and operations.

Secondly, in contrast to the original algorithm, where the
values −M , +2M , and −2M are computed every time they
are needed, in the proposed architecture, they are computed
only once irrespective of the number of times they are required

Fig. 5: Testing accuracy for both M and Q being positive in
the range of [0,5000].

Fig. 6: Testing accuracy for M being positive in the range
[0,5000] and Q being negative in the range [-5000,0].

for the multiplication process because they are stored in the
dedicated registers viz., MinusM , Plus2M , and Minus2M .
The presence of these dedicated registers also reduces the
design complexity of the architecture.

C. Comparison of different radix-4 booth multipliers

Table I compares the different radix-4 booth multipliers in
terms of key error parameters namely MRE/MRED, NMED,
and PRED. It is evident from the table that, the proposed
multiplier is very accurate compared to the current multipliers.
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Fig. 7: Testing accuracy for M being negative in the range
[-5000,0] and Q being positive in the range [0,5000].

Fig. 8: Testing accuracy for M being negative in the range
[-5000,0] and Q being negative in the range [-5000,0].

V. CONCLUSION

In this work, we introduced an accurate, cost-effective radix-
4 booth multiplier. We optimized the method to multiply
two signed binary integers using radix-4 booth multiplication,
by reducing the number of bits that participate in the addi-
tion process while having sufficient storage area for reduced
hardware design complexity. We also designed a high-level
architecture for the same. Using the proposed algorithm as
the blueprint, we compiled a program to compute the product

TABLE I: Comparison of error parameters of
different radix-4 booth multipliers.

Multiplier MRE/MRED NMED PRED
(%)

R4ABM2 [1] 0.344×10−2 0.2543×10−5 99.79
2.52×107 17879×10−5 0.123

RAD1024 [2] 0.93% NE 93.26
CABM [3] 0.014 0.18 NE

ABM-M2 [4] 2.689×10−2 1087.270×10−6 NE
LOBO12 [5] 0.44-96.09% 18.45×10−4 90.99

HLR-BM1 [6] 0.03% 0.79×10−5 98.35
Proposed - - -

* NE: Not Evaluated

of two signed integers (in Python) and hence evaluate the
algorithm’s viability. We achieved promising results i.e 100%
accuracy when we tested it against a sample size of 10,000
random integer pairs in the domain of (-5000,5000). We also
compared it with the current radix-4 booth multipliers in
specific key error parameters and showed that our algorithm
performed better in terms of accuracy. We also showed how
our algorithm is successful in being more cost-effective as
compared to the original methodology by critically analyzing
the cost of the multiplier circuit and its operations. The
proposed algorithm can be used in several machine learning
and digital signal processing applications like convolutional
neural network computations. It can also be used in lossless
applications which are highly intolerable of errors. Future
work is to simulate the hardware architecture and evaluate
the same in terms of energy efficiency.
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Abstract— The super-compressed network is a forthcoming 5G 
that can without difficulty attend to network system sufficiency 
concerns. To be able to attain the uncontrolled and diminutive base 
station placement, the need for UDN (Ultra-Dense Network) 
architecture can't be overemphasized. This paper takes the route 
of the UDN architecture plan, including the remonstrance’s it 
comprises of with adding the security demands and procedure to 
deal with them. The new security procedure is fashioned after the 
implicit certificate or IC scheme, which decides the APS's security 
issues. The security process involves the APG (APs Group) security, 
network security domain, AP (Access Point) access security, UE 
(User Equipment) to  UUDN (User-centric Ultra-Dense Network) 
access network security, dual authentication in addition to 
expanded keys. 

Index Terms: Ultra-Dense network, User Centric, Security 
Challenges, 5G. 

I. INTRODUCTION 

Data traffic is about to witness great innovations in years not so 
distant away. End-users’ device and wireless systems are 
growing rapidly, which will allow the introduction of new and 
better mobile applications. Due to this, a rising number of 
flexible organizations limit will be substantial for previous 2020 
social orders, not particularly to achieve the excellent climb of 
client traffic acquired from these new compact broadband 
administrations most likely to also put into consideration the 
surplus supply of devices needed for their use [1]. To 
demonstrate the 5G network, the most suitable rundown is the 
ultra-dense networks (UDNs).  

 

Details Traditional Cellular 

Network 

Ultra-Dense Network 

Access Point Density Lower than user density Comparable to the user 

density 

Coverage Hundred meters and more Almost 10 m 

Characteristics of 

Coverage 

Regular cell, single layer Heterogeneous, irregular 

Backhaul Wired, ideal Ideal, non-ideal, wired, 

wireless 

User Density Low High 

Mobility High Low 

Spectrum Bands Low, limited Higher, wider 

Data Rate Requirement Lower, Medium High 

Deployment Wider coverage Indoor, hotspot 

Access point type Macro, Macro Base 

Station 

Small cell, relay, UE relay 

 
Table 1.1 Comparison between Traditional Cellular Network and UDN. 

 

UDNs works with the utmost traffic necessities through 
infrastructure densification. (9-1). Bestirred by the inability of 
new introductions to effectuate such requirements, the 
researched network has during the recent decade been working 
effectively towards establishing the understructure of the 
current Fifth Generation (5G) for the wireless networks. UDNs, 
in comparison to the latest traditional deployments, make use of 
denser arrangement for the access point [1]. The organizational 
disposition of more BSs or reception apparatuses per unit 
territory constitute the assets' spatial reuse. In the aftermath, 
more assets can be distributed to all client, bettering the previous 
information rates communicated to them. The last constituent 
remodels UDN into a doubtlessly suitable condition for the 
application of Millimeter-Wave, where a large percentage of 
data transfer capacity enables exceedingly high throughput 
under LOS situations [2][1]. To increase network adequacy, 
densification has been proven to be the most direct mechanism. 
Nevertheless, there are some factors that limit the dense network, 
as they tend to cause a high volume of inference. So, there is the 
need for further studies to figure out the limits by making use 
of new models. The application of DAS (Distributed Antenna 
Systems) is another technology that can maximize network 
capability. It is like a natural facilitator for the Millimeter-Wave 
for indoor placement. 

A. Ultra-Dense Network 

UDN is intent on giving a comparatively high data usage to 
every consumer indoor and in hotspot areas, including offices, 
packed residential places, arenas, and open-air-converging 
points, and many more [7]. Area spectrum efficiency becomes 
one of the key metrics to determine future mobile systems for 
extremely dense traffic demands [8], and then influences 
system capacity. A type of UDN consist of the static virtual cell 
that has quite the number of access points by which a small 
static cell can be created and can likewise accord the same 
coverage. User-centric is a different type of UDNs that can 
integrate with the local control center same as with the user, and 
relying on the unit of the single user, the virtual combined cell 
is elucidated. There are some standards and procedures that are 
illustrated simply reliant on architecture design. Localization 
and flatten is a practical way to handle 100 times excess traffic. 
Localization relies on backing from the flattened architecture 
and therefore reduces the expenses used in the transmission. 
METIS and NGMN put forward the localization of the data path 
[13] [14]. UDNs varies from the traditional cellular network 
which is why the user-centric principle is vital to apply. On the 
other hand, RAN (Radio access network) is the centralized 
access network, and the architecture of UDN is crucial here.  
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It is able to give a preferable joint processing and thus deliver 
greater spectrum efficiency, but there is certainly still high 
potentiality. Apportioned architecture is far more adaptable for 
the placement process of the network. So the architecture that is 
far more adaptable is usually preferred to connect with APS. 

B. User-Centric Ultra-Dense Network 

The 5G network faces more extensive and intricate security 
peril compared with the now 3G and 4G networks. It customary 

security dangers are remembered for it many UEs' diversity and 

the clarity of the remote channel. Additionally, it also makes 

use of new security instability from the upgraded usability in 

different designs that uses the merging between improved 

heterogeneous remote organizations, the open organization 

foundation is reliant on the IP system, and the enhanced 

business carrier with different trust-appraisals. In the UUDN, 

the system organizes a dynamic APs group (APG) that relies on 

each UE’s condition. It delivers unnoticed and seamless service 

to the user all through the APG dynamic, reloading as an 

unobserved network coverage going together with user mobility 

[2]. Importantly, in user-centric UDNs (UC-UDNs), the user-

centric collections are created by categorizing the more preferable 

number of APs collectively, therefore leading to a user-centric 

clustering architecture [9]. 

C. 5G Overview 

The precise statement of meaning for 5G has always been 
argued. In a GSMA Intelligence report that was published 
recently, illustrated two aspects of the 5G technology that exist 
today: the hyper-connected vision and the next-generation radio 
access technology [10]. The latter which is the hyper-connected 
invention, is depicted as a recent technology in which all the 
advantageous features from the current generations like the 2G, 
3G, and 4G are scratched out for the enablement of a better 
system that can provide users with wider implications than the 
4G and LTE that exist now [10]. The UE dispatches a 
fundamental access demand. At that juncture, the AP gets the 
requisition and conveys it to the nearest organization 
framework. As per the requisition's initial situation, the nearest 
organization framework requires that the center organization 
framework compare network layer authentication vector and 
output. At that moment, based on the resulting network layer 
security boundary, the nearest organization framework begins 
the organization layer's standard authentication measure with 
the UE (like the 4G EPS-AKA measure). 

II. SECURITY CHALLENGES OF UUDN 

Soon as the organization layer's average verification of the UE 
is done, a static virtual cell or an APG is charged to the UE by 
the UDN. The framework of the network creates network access 
validation vectors to the UDN control layer which is reliant on 
the requisition boundary acquired from the UE. It coordinates 
the entrance layer (a particular virtual cell or APG) standard 
verification measure on the UE. When the UE does the shared 
validation measures toward both the organization layer and the 
entrance layer, the security access is refined [4]. APs are 
interlinked and arranged depending on many structural data like 
it also relies on the static virtual cell. So, the UDN should 

actualize the access services irrespective of what the APS 
organization is. Like channel interference or any other type of 
interference, some factors can be erased within the UDN. Each 
network element requires to be generally verified, and the two- 
sided substance should make use of their different private keys. 
The security system needs to be used to ascertain that the two 
sides can receive essential information. Each comparable 
element need to have an alternative when acquiring the shared 
keys during information exchanges. The different 
correspondence comes together to make use of the uniquely 
shared keys. The security measures for encoded information is 
reliant on the shared keys and should uphold the dynamic 
collaboration or disengagement of correspondence elements. 
All entities should be bounded together by the command from 
the organization administrator. The longevity of divided keys 
among corresponding elements must be equal to the significant 
directions. The security implement must uphold the different 
legitimate channels amongst uniform sources or objections and 
keep a strategic distance from replicating the keystream. The 
security system must be dynamic to give an assurance of speedy 
reactions and adapt to the element's demonstration and data 
transfer capabilities in different corresponding capacity. When 
we make use of the traditional cellular network architecture, it 
can result to issues like too many functions being centralized in 
the core network. UDN wouldn't be efficient with high traffic 
throughput because it emanates from the overhead signaling 
and long data transmission between the network and APS [3]. 
Moreso, the highest layer functions of every allocated AP need 
to decline for a smoother support in interference management 
because the higher-layer procedures cannot in a long shot be 
appropriate for AP. When the coverage of AP is minimal, it can 
cause more handover. This will lead to ineffectiveness and less 
flexibility within both macro and UDN. 

III. INTELLIGENT NETWORKING 

Researches have been carried out on ultra-thin intelligent 
systems administration, which brought about change and 
allocates framework boundaries and techniques through the 
organization's clever perspective of remote climate and business 
needs. Naturally developing the information data for each client 
and then using that data for the radio asset of the board, UUDN 
should maintain new perception in joining the executive's plane, 
client plane, and control plane. 

 
 3GPP SCE 3GPP HeNB UUDN 

Flexible Backhauling No No Yes 

NFV & SDN base No No Yes 

U/C separation Yes No Yes 

User-centric No No Yes 

Localization and flatter LIP & SIPTO LIP & SIPTO Localized (user plane) 

 
Table 3.1 The differences between the networks 

 
The main objective is to enhance the range productivity and 
consumer experience, achieve low energy or low force usage of 
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the framework, lessen the network actions, and minimize 
standard upkeep costs. From the net-work and the board's 
perspective, to decrease the capital consumption and operating 
cost, UUDN should maintain self-systems organization and 
self-streamlining. To sustain the organization's adaptability, 
self-backhauling is also critical for UDN. The common cell 
network configuration places around isolating access, access 
configuration and the executives. In the UUDN scheme, the 
executives’ plane of the network management is conducted to 
build up a universal point of view on the organization, to 
achieve the natural merging among the board control and user 
plane, and to recognize intelligent systems administration [6]. 

IV. LITERATURE REVIEW 

More recently, user-centric UDNs have attracted substantial 
consideration. This is because of their capacity to satisfy each 
UE’s TQoSin dense environs regardless of the location. In 
particular, some research efforts have focused on the user- 
centric assembling design issues [12]. In UUDN, the system can 
intelligently recognize the user's wireless interaction 
environments and then with flexibility organize the needed 
APG and abilities to help the user; subsequently, it becomes like 
a network is always following the user [11]. 

A. Physical access security of entity APS 

The framework of UUDN is much flatter than the TCN, and the 
ultra‐dense APs will be intensely launched to the clients [11]. 
The APS will be initiated by the users and then out of the joint 
launching by the operators. Consequently, it isn't easy to assure 
of a secure physical transmission environment [11]. The 
attacker can illegitimately acquire or make a copy of the digital 
certificate and the sensitive information stored in the APS. 
Because of this, the cloned APs may get into the UUDN network 
and release security concerns into the network [11]. Malicious 
apps may attack CN entities and compromise the UE, such as 
spying on packages' operation. 

B. Dynamic network resources organization 
security 

Access point group is the key characteristic of the UUDN. 
Many APs in UUDN gets aptly organized into an APG to 
observe the user's movement and supply data transmission as 
required. The dynamic adjustment of APG will lead to some 
security concerns for UUDN [11]. The multiple numbers of APs 
connected to the network will have interacted with each other. 
It will make its security more difficult to realize self- 
configuration, self-optimization, and self-healing [11]. 
Together with the user movement, the APG will be entrenched 
and refreshed [11]. The security of the APG structure and 
refreshing is the key upset to UUDN [11]. 

C. User information and privacy protection 
security 

The protection of user information and privacy is another vital 
concern for UUDN based on all IP networks linking the Internet 
[11]. Today and in the future of 5G, it is a common thing for 
individuals to keep their mobile devices physically around 

them. Assuming an UE's traffic is hijacked in a place of 
residence by an assailant [11]. If this is the case, it may be 
understood if a particular individual is present (or not) at one 
particular location, thus making an individual's privacy 
vulnerable to attacks [11]. The privacy data security contains 
the information prolateness and data wholeness of the user in 
question [11]. 

D. Handover validation security 

Many handovers and verifications will often bring delays and a 
high probability of authentication failure. Thus, significantly 
reducing the user's experience [11]. Unmistakably, this 
traditional authentication mode cannot be supported entirely by 
UUDN [11]. To extenuate the lousy experience and adapt the 
APG mode, we find that a new authentication and key 
agreement (AKA) method, such as a group authentication 
procedure approach, should be adopted strongly in UUDN [11]. 
The group validation result should be easily inherited, 
recognized, and confidential among the group participants [11]. 

 
A different type of UDN is the user-centric UDN (UUDN), 
which has a local access center orchestrated with the user, and 
the virtually joined cell is created based on the unit of a single 
user [5] [2]. Moreover, more investigation of the spectral 
efficiency and energy efficiency and proposed energy- 
efficiency and user-centric cross-tier assembling solution can 
be subject to a minimum spectral efficiency constraint [11]. 

V. PROPOSED METHODS 

The structure of UDN and UUDN are flatter than common 
cellular networks. Furthermore, data communication between 
networking bodies is random and in a way not permanent. We 
will demonstrate some security domain procedures to achieve 
security. Those security domains are network domain security, 
AP access security, APG security, Dual authentication, UE to 
UUDN access network security and expanded key. 

1) Network Security domain: APSs are interlinked and 
arranged according to various structural data like it also relies 
on the static virtual cell. So, the UDN has to actualize the access 
services irrespective of what the APS organization is. Some 
factors, like cochannel interference or an interference of any 
kind, can be erased within the UDN. Each network entity should 
be generally verified, and the two-sided elements should make 
use of their different private keys. The security system should 
be used to ensure that the two sides can get considerable 
information. Each correspondence entity should have the option 
to obtain the shared keys in information exchanges. The many 
various correspondence joining’s make use of distinctive shared 
keys. The security instruments for information encoded reliant 
on shared keys should maintain the dynamic joining or exit of 
correspondence elements. All entities should be bound together 
by the commands from the organization administrator. 

2) AP Access Security: The APs are very close to the user 
and may even be launched by the user. The security concerns of 
AP deployment, which UUDN encounters, are same as that of 
Home eNB in the LTE network. To restrict the attacker from 
using HNB as an advantage to penetrate into the LTE network, 
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the HeNB supports a device verification approach with 
certification-based or USIM-based consensual authentication. 
Same as the APS also requires mutual validations among the 
APs and UUDN network when the APs access the UUDN [3]. 
When the validation is successful, the APs can then access the 
operational status. 

3) APG Security: At the point when the organization layer 
usual authentication of the UE is done, a static virtual cell or an 
APG is attached to the UE by the UDN. Currently, the network 
framework creates network access confirmation vectors to the 
UDN control layer reliant on the requisition boundary obtained 
from the UE. It directs the entrance layer (a particular virtual 
cell or APG) common validation measure on the UE. 

 

 
fig 1 APG refresh and UE’s movement 

 
During the period when the mutual validation leans toward both 
the organization layer and the entrance layer are concluded by 
the UE, the security access is refined [3]. In respect to the 
security policy, when the APG is unable to ascertain the 
member's AP or the AP shuts down and reports to APG, the key 
of the AP acquired in LSC will be eliminated. LSC will erase 
the AP from the APG index list. Simultaneously, the LSC will 
transfer some configuration adjustment commands to the APG 
and its members. If the AP rejoins APG, the validation 
procedure is required. 

 

 
 

Fig 2 The APG-AKA in UUD 

4) Dual authentication: The duration of divided keys 
amongst correspondence entities should be as per the cogent 
directions. The security implements should maintain different 
legitimate channels within similar sources or objections and 
sustain a strategic distance from replicating the keystream. The 
security system should be dynamic to assure of speedy reactions 
and adapt to the entity's demonstration and data transference 
capability in different correspondence undertakings. The 
network architecture design also becomes affected because of 
the new ways of the SDN and NFV for the 5G network 
architecture can predetermine the primary functions with the aid 
of decoupling and transmission. 

 

fig 3 Process of APG-AKA 
 

It makes the architecture far more flexible toward the 5G dual 
connections and user plan is an efficient way to give higher user 
data rate by dense mini-cells with no mobility or any 
connectivity experience [4]. 

5) UE to UUDN Access Network Security: Due to the 
restoring of APG, many security concerns have arisen. APG 
members will be replaced, and attackers may latch onto the AP 
wireless connections. For example, when a data transference 
between the UE and APs (APG), the signaling and user data can 
be accessed illegitimately or can be exploited by the attackers. 
The user's movement between the APs may also be tracked or 
acquired at the actual user's locations. These can pose serious 
concerns for user's privacy. It efficiently shields the user's 
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private data with the keys based on specific encryption 
algorithms. 

6) Expanded key: To ensure network safety, the user data 
are linked to an encryption algorithm. Each process requires a 
different key. Without a doubt, the key for integrity procedures 
or ciphering shouldn't include transmitting data over the 
network directly. On the other hand, there is a risk that the key 
can be accessed illegitimately or even upstaged. A a more 
reliable approach is to ensure that the temporary key derives the 
keys for ciphering or integrity, and then the keys never exit the 
security elements. The key that is derived by hierarchy should 
be designed to adapt to the network architecture. It illustrates 
the different keys and the other keys in the key hierarchy system in 
LTE from which they are obtained. Characteristically, the 
design of an expanded key obtained from the hierarchy of 
UUEN and it has its own similarities. There may be multiple 
APGs in UUDN, even in similar network area, that operates in 
accordance to different UEs. An AP may serve various UEs at 
the same time, and an AP may also originate from different 
APGs. Even then, there are still concerns that the APG may be 
abused or misused by malicious APs. 

VI. CONCLUSION 

Meeting the high traffic maximum necessary of the 5G, UDN 
is a very impressive innovative bearing. In this work, a UUDN 

is the proposed idea. For this reason, we gave a network design 

for the UUDN idea. An architecture is structured with the 

probability of limitation, compliment, U/C partition, keenness, 

client-driven and adjustable systems administration. Due to the 

new structure, challenges and observations, many key 

innovations are familiar with giving high QoE, high region 

capability, productivity, minimal cost, and green 

correspondence. Four different practical cutting-edge subtitles 

are discussed in headings which includes; intelligent 

networking, interference management, and security. 

VII. FUTURE WORK 

For further studies, there is a massive range of areas to explore 
in relation to DAPGing, high level interference management, 
and many security clarifications, along with their 
disadvantages. In order to make UUDN a reality in the 
foreseeable future for deployment, a lot of areas needs to be 
covered for further studies. Another issue that needs to be 
appropriately addressed is the cooperative networking and 
heterogeneous networking. To support UUDN which is full of 
various complicated scenarios and inconsistent coverage will 
surely prove to be a big challenge. 

VIII. ABBREVIATIONS 

AKA Authentication and key agreement 
3GPP 3rd Generation Partnership Project 
AP Access Point 
APG Aps Group 
BS Base Station 
DAPGing   Dynamic Aps Grouping 

NFV Network Function Virtualization 
U/C User/control plane 
UUDN User-centric Ultra-Dense Network 
UDN Ultra-dense network 
APG-ID APG-identity 
LTE Long term evolution 
EPS Evolved Packet System 
NSC Network service center 
UE User Equipment 
QoE Quality of experience 
MeNB Master evolved Node B 
LSC Local service center 
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Abstract—This work presents the implementation of 
analytical transport model of MoS2 tunnel field effect transistor 
(TFET) using Verilog-A in Cadence/Spectre. The parameters of the 
model are extracted, and most notable is its high 𝐈𝐎𝐍/𝐈𝐎𝐅𝐅  ratio, 
which makes it suitable for low power design, and IoT applications. 
Subsequently, we employ the TFET model in the design of ultra-
low power phase locked loop (PLL). Various components of PLL 
are examined in terms of their structures and functions. The results 
show that the voltage controlled oscillator (VCO) operates from 0.5 
GHz to 2.9 GHz with a tuning range of 82.8%. It also consumes 1.91 
µW power at 2 GHz carrier and has a phase noise of -117.3 dBc/Hz 
at 1 MHz offset frequency. The average power consumed by phase 
locked loop is 0.021 mW. In addition, the operation of the PLL is 
not sensitive to temperature variations. 

 
Keyword—phase locked loop (PLL), phase noise, tuning range, 

tunnel field effect transistor (TFET), voltage controlled oscillator 
(VCO) 

I. INTRODUCTION 

It is already established that tunneling field effect 
transistor (TFET) is a good choice for designing low power 
circuits. This is because of its ability to operate with low supply 
voltage (sub-0.5 V), which drastically reduces the static power 
consumption. The miniaturization of MOS transistor has reached 
the limit where we experience short channel effect (SCE) such 
as drain induced barrier lowering. In this case, the OFF-state 
current (IOFF) increases as a result of lowered potential barrier 
for electrons from source to drain. This makes short channel 
MOSFET unsuitable for digital logic applications because of its 
low ION/IOFF  ratio. The maximum sub-threshold slope (SS) 
achievable by a typical MOS transistor is 60 mV/decade at room 
temperature. Tunneling field effect transistor has shown much 
better performance in terms of SS, leakage current, power 
consumption etc. Applying an appropriate bias voltage to the 
gate-source region of TFET causes the valence band to align 
with the conduction band and injecting the charge carriers. 
Similarly, under reverse bias, the two bands are misaligned and 
there is no injection of carriers. This effect is referred to as band- 

 
 
 
 
 
 

to-band tunneling [1 - 3]. Unlike thermionic-based MOSFET, 
the principle of operation of TFET is less dependent on 
temperature. Thus, process, voltage, and temperature (PVT) 
variations are not serious concerns in TFET-based circuits. 
Although the dynamic power decreases linearly in CMOS 
technology, the static power continues to increase because the 
threshold voltage cannot be scaled proportionally with the 
supply voltage. This causes the leakage current to increase, 
which consequently increases the leakage power. In order to 
achieve ultra-low power or energy-efficient design in analog, 
digital or mixed signal circuits, it is desirable to employ a 
transistor with different mechanisms of injecting charge carriers 
other than thermionic or temperature dependent. Some other 
benefits of TFET is good compatibility CMOS transistor and can 
also be integrated with the current FinFET device. Nevertheless, 
it does not show a better performance than CMOS when operated 
beyond a certain voltage. So, it cannot completely replace 
CMOS transistor in high performance applications [4]. In 
addition, it does not have a symmetrical structure like MOSFET 
because the source and drain are made of and doped with 
different materials. 

There are various choices of material that are suitable 
for TFET design. Some of the factors considered are low band 
gap and low effective mass that aids the tunneling probabilities 
of electrons and holes carriers. It ensures that TFET produces 
high IDS even at low voltage supply. Graphene is a promising 
candidate and it satisfies most of the requirements in material 
choice selection. It is regarded as zero band-gap material because 
there’s no band gap between conduction and valence bands. At 
Dirac’s point, graphene is considered massless because its 

effective mass is zero. However, studies have shown that 
transistor made of graphene, in its pristine form, has high IOFF 
current. One of the ways to overcome this challenge is by 
creating nanoribbon with the graphene, which eventually opens 
up the band gap and lowers IOFF  current. The graphene 
nanoribbon (GNR) TFET provides the required ION/IOFF ratio 
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for digital applications [5]. Transition metal dichalcogenide 
(TMDC) are 2-D materials that have also been employed in the 
fabrication of TFET. Unlike graphene, TMDCs have infinite 
band gaps, which usually ranges from 1 to 2 eV. Although 
transistor made of TMDCs has a low ION  current when 
compared with graphene-based transistor, it has better ION/IOFF 
ratio because of its low OFF-state leakage current. This makes it 
more suitable for logic design. Phase locked loop operates based 
on feedback control mechanism whereby the external reference 
is expected to track the feedback signal from frequency divider. 
It has various applications such as data clock recovery, 
frequency synthesizer etc. PLL also has been widely used in the 
field of power electronics and communication. In this work, we 
have designed a novel low power phase locked loop with 
tunneling field effect transistor. Its performances in terms of 
tuning range, center frequency, power consumption, and phase 

noise are also presented and compared with related work in other 
transistor technologies. 

This paper is organized as follows; we present the brief 
description of transistor model in Section II, Section III 
examines the design of each component of PLL and discusses 
the results, and Section IV is the conclusion. 

   
II. MODEL DESCRIPTION 

The model shown in Fig. 1(b) is an heterostructure, which 
consists of source, drain, and double gates. The source is made 
of heavily doped Ge and the drain is silicon. The transistor 
channel is 0.65 nm thick MOS2 with a band gap of 1.79 eV.  For 
the gate oxide, HfO2 is chosen because of its high dielectric. The 
source and drain are doped to ensure proper band tunneling and 
silicon is chosen as drain material because of its higher band gap, 
which lowers the flow of ambipolar current.  

 

                 
          (a)                                                                                                                                                         (b) 
  

           
                                                              (c)                                                                                                                                  (d) 

Fig. 1.   (a) nTFET structure (b) ID − VGS logarithmic plot for  nTFET (c) ID − VDS plot for n-type TFET (d) ID − VDS plot for p-type TFET.
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Similarly, the p-type TFET also has the same structure, but with 
reverse doping for the source and drain. The polarity of VGS is 
also reversed for appropriate bias of gate-source junction. We 
will not go into the details of our TFET model because it is 
already presented in [6]. 

The behavior of both n and p-type transistors are 
summarized in Figs. 1(b) – 1(d). As shown in Fig. 1(b) , ID −
VGS  logarithmic plot shows that the n-type TFET has high 
ION/IOFF ratio of 5.27× 107 for VGS = VDS = 0.5V. The output 
characteristics of nTFET is presented in Fig. 1(c) with VDS = 
0.5V and VGS ranges from 0.1 to 0.5V with a step size of 0.1 V. 
Similarly, ID − VDS plot for p-type is shown in Fig. 1(d). In this 
case, VDS = -0.5V and the values of VGS ranges from -0.1V to -
0.5V with a step size of -0.1V. In addition, the transistor model 
achieves SS as low as 10 mV/decade, which is six order of 
magnitude better than MOSFET. We can conclude that the 
TFET is suitable for low power design, such as internet of things 
(IoT) applications. 

 
III. TFET-BASED PHASE LOCKED LOOP 

DESIGN 

Phase locked loop consists of different building blocks that 
are used to generate a stable output frequency, which is a 
multiple of the input reference. The usual components of PLL 
are voltage controlled oscillator (VCO), phase frequency 
detector (PFD), charge pump, loop filter (LF), and frequency 
divider. PFD produces an error signal from the differential phase 
and frequency of both input reference and feedback signals. 
Depending on which of the two signals is leading, the frequency 
of VCO is increased or decreased by the error signal. The loop 
capacitors are charged and discharged through charge pump 
output current. The loop passive filter is responsible for 
eliminating high frequency components and reference spurs. LF 
also determines the bandwidth and stability of phase locked 
loop. It generates the control voltage, which alters the output of 
voltage-controlled oscillator. The frequency divider takes in the 
output of VCO, samples it, and convert it to a fractional output, 
which is fed back to PFD. The phase detector we used in this 
work has quite similar structure with the conventional tri-state 
PFD. It employs two D flip flops, but without NAND gate. The 
reset path is modified to reduce dead zone and power 
consumption. Figures 2(a) and 2(b), respectively, show the 
structure and output of PFD when the reference and feedback 
signals are in phase. It is shown in Fig. 2(b) that the UP and DN 
outputs have low glitches, which makes it more energy efficient 
and useful for IoT devices (e.g. IoT sensor nodes).  

The charge pump (CP) takes the two outputs (UP and DN 
signals) from PFD and convert to charge pump current that 
charges and discharges the capacitors of the loop filter. LF is a 
second order low pass filter and it controls the dynamics and 
transient response of PLL. The CP/LF configuration in [7] 
provides the needed control signal, Vctrl, for voltage controlled 
oscillator. More so, the loop filter prevents instability of the loop 
in lock condition from slight variations in the input. This is 
achieved by blocking higher order harmonics from PFD. The 
transfer function of LPF is given as: 

 

F(s) =
Vctrl(s)

Icp(s)
=  

1+sRC1

s(C1+C2)+s2RC1C2
                            (1)                               

 
where R , C1 , C2  are the loop filter resistance and capacitors, 
respectively. 

 

 
      

              (a) 
 
 

 
        (b) 

Fig. 2.  (a) PFD (b) UP and DOWN outputs. 
   
The current starved voltage-controlled oscillator (CSVCO) is 
preferred to LC VCO because of its wide tuning range, low cost, 
small silicon area, and low power consumption. However, LC 
voltage controlled oscillator can achieve a better phase noise 
than CSVCO through high Q inductor. Furthermore, it is widely 
used in high frequency applications such as RF. The control 
voltage from CP/LF provides bias current for each inverter stage, 
which charges their load capacitances. The biasing transistors 
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control the amount of current flowing through the inverter. The 
charging time of the capacitance varies depending on the amount 
of current., which then results in changes in frequency of the 
oscillator. The oscillation frequency is expressed as: 
 

   fosc =
ID

NCLVDD
                                                              (2)  

where ID  is drain current, VDD  is the supply voltage, N is the 
number of delay stage, and CL is the cumulative capacitance of 
the delay stages. 

         
It is evident that ultra-low power design is mainly achieved by 
keeping ID low and maintaining the desired oscillation. This is 
one of the major reasons we have employed TFET in our design 
because it can easily be operated with low VDD . So, the 
downward scaling of bias current does not affect the oscillation 
frequency. Power analysis is a very important aspect of analog 
or digital circuits, and it can be categorized into two; static and 
dynamic. Although there is also short circuit power, which 
occurs whenever the pull-up and pull-down transistors are both 
conducting. It is considered infinitesimally small, so it is ignored 
in this study. According to (3), the dynamic power reduces 
greatly by scaling down VDD , minimizing the parasitic 
capacitance of the transistor, or decreasing frequency. Since we 
want the PLL to be suitable for high frequency applications, we 
have employed the model because of its inherent low 
capacitance. This reduces the delay and invariably increases its 
speed of operation. TFET has also solved the problem of high 

 leakage current in CMOS device, thus, the static power is 
drastically reduced. The power of current starved voltage 
controlled oscillator is estimated as 1.91 µW at oscillation 
frequency of 2 GHz, which is quite low when compared to the 
oscillator in [8]. This implies that the TFET-based VCO has a 
wide tuning range of 82.8% and the estimated phase noise is -
117.3 dBc/Hz measured at 1 MHz offset frequency. 
 

Pdyn=α  f  VDD
2  CL                                                    (3)                              

 
where f is the frequency, α is the activity constant, and CL is the 
load capacitance. 
 
We equally performed temperature analysis between -55 ˚C to 

125 ˚C. The results show that the output of voltage controlled 

oscillator does not vary with temperature and there is no 
degradation in its performance. The final block of PLL is 
frequency divider, and it is implemented with D flip flop divide 
by two circuit.  
The VCO performance comparison is presented in Table 1. The 
designed oscillator operates between from 500 MHz to 2.9 GHz 
with a tuning range higher than the ring oscillators presented in 
[9, 10]. Furthermore, our designed oscillator consumes ultra-low 
power of 0.0019 mW, which is much smaller than the power 
consumed by CMOS, FINFET, and graphene nanoribbon (GNR) 
TFET-based oscillators [11 - 13].  
 
                                           

 

  
(a)                                                                                                                                      (b)   
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                                  (c)                                                                                                                                       (d) 

Fig. 3.   (a) Three-stage current starved VCO (b) Transient response of oscillator (c) Open loop phase noise (d) Tuning characteristics.
 

 
IV. CONCLUSION 

Since the Internet-of-Things (IoT) is gaining more interests and 
phase locked loop is one of its most widely employed circuits, 
it is desirable to design ultra-low power PLL.  This work 
presents ultra-low power phase locked loop design for IoT and 
biomedical applications. The design of each functional block of 
PLL is examined, and we have employed MoS2 TFET because 
of its low sub-threshold and propensity for low power analog 
and digital electronics. We characterized the current starved 
VCO and compared it with the related work. The results show 
that the PLL operates in the range of 0.5 GHz to 2.90 GHz with 
a wide tuning range of 82.8%. The VCO has a phase noise of -
117.3 dBc/Hz at 1 MHz offset frequency and consumes a very 

low power of 1.91 µW. The total power consumed by phase 
locked loop is 0.021 mW. In addition, the output of PLL shows 
resistance to  temperature variations, which make it suitable for 
Internet of Things (IoT), medical, industrial, and military 
applications. 
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TABLE I.               PERFORMANCE COMPARISON TABLE  

Parameter This work CMOS [9] CMOS [10] CMOS [11] FINFET [12] 

Technology (nm)                   20 90 180 180 45 
Power supply (V) 0.5 1.2 1.8 1.8 1 

Power consumption (mW)  0.0019 7.3 0.27 7.49 2.05 

Frequency (GHz)                   0.5 - 2.9 3.5 – 7.1 0.35 - 1.1 1 – 3.9 0.25 – 1.60 

Phase noise at 1 MHz (dBc/Hz)   
Tuning range (%)       

-117.3 
82.8 

-105 
72 

-94 
76.5 

-80.17 
74.4 

-135.2 
81.2 
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Abstract—Many approaches based on the improvement of ad 

hoc routing protocols are proposed due to the issue of the mobile 

node in VANET (Vehicular Ad Hoc Networks). Indeed, before a 

source node transfers data, it sends a request message RREQ to 

all other neighbor nodes in the network where all nodes 

participate in transmitting the packet. After the message RREQ 

(route request) comes to the destination, it is replied to by a 

message RREP (route reply). If an intermediate nodes' energy 

went out due to the battery, it drops a data packet RREP message 

after a new recovery must be started, and it can affect the 

performance of the protocol. This paper proposed two news 

protocols E-AODV and RE_AODV, with an energy threshold and 

a new "minimum residual energy" for VANET. The E-AODV 

approach improves network performance because of node battery 

depletion and RE_AODV because of the RREP messages' 

broadcasting and filtering it by the energy threshold. 

Keywords—AODV, energy threshold, RAODV, VANET, E-

AODV. 

I. INTRODUCTION  

With intelligent traffic management systems, the streets are 
much safer, and the energy consumption for vehicle mobility 
can be significantly reduced. Further pedestrian traffic with a 
battery-powered device like smartphones or smartwatches can 
be incorporated in the future. Much information data is 
necessary to realize these traffic control systems. VANET 
routing protocols are Ad hoc self-organizing routing protocols 
without using access points or pre-existing network 
infrastructure. Proactive routing protocols establish routing 
paths between all nodes periodically and continuously, affecting 
high data transfer of control messages, also called overhead. So, 
much energy and network resources are wasted with an often-
changing network topology. Reactive protocols are on-demand 
routing protocols, in which the routing path from the source to 
the destination is established when the source needs to send data. 

Nevertheless, the established route can have a link breakage 
caused by the battery run out of a node. It can be avoided by 
enhancing the RREQ message with an energy threshold and a 
variable to record the nodes' minimum residual energy, which 
forms the route for sending the data packet. Additionally, the 

RE_AODV protocol proposes to replace the RREP message 
with an enhanced R-RREQ message to face the problem when a 
node moves out of transmission range while sending the RREP 
message. The enhanced R-RREQ message is also broadcasted 
like the RREQ message to find the source node by multi-hop. 
This work is performed to know the impact of modifying the 
RREP packet delivery mechanism to a broadcast mechanism 
and adding an energy threshold to the RREQ packet delivery 
mechanism in the route discovery stage on the overall data 
packet delivery performance of the VANET network. The paper 
is continuous as follows: section 2 in Previous literature study, 
section 3 Methodology, section 4 Implementation, section 5 
Result, and the last section conclusion and future work. 

 

II. PREVIOUS LITERATURE STUDY 

 
The ad hoc networks' dynamic change conducts many 

problems like loss of packet data during transmission. Many 
types of research are proposed to overcome the issue so that the 
paper introduces one solution against the issue mentioned. 
Chonggun Kim, Elmurod Talipov, and Byoungchul Ahn 
proposed a new approach, "a Reverse AODV Routing Protocol 
in Ad Hoc Mobile Networks," [2] where it improves the AODV 
protocol named reverse AODV or R-AODV, and it is a reactive 
protocol, too. This new protocol increases the output of data 
transmissions. It is providing a new path for better performance, 
throughput, end-to-end delay, etc. To skip the loss, the route 
reply message. Indeed, the Ad hoc AODV protocol requires the 
successful delivery of the RREP message. The routing 
performance retrogrades due to the RREP packets' loss due to 
the nodes' high mobility. They found out that the performance 
of AODV is improving by R-AODV for packet delivery, End to 
end delay, and energy consumption.  

The modified AODV, introduced by Landge and Nigavekar, 
is also motivated by increasing data throughput and energy 
consumption. To achieve these goals [1], they integrate a pre-
calculated energy parameter into the RREQ packet. The pre-
calculated energy is for a specific event for sending to the 
destination. With this new energy field, a connection break can 
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be avoided by ensuring that the intermediate nodes have 
sufficient residual energy. After the reception of the RREQ 
message by the intermediate node, it compares its recent energy 
with the value inside the energy field. If the remnant energy is 
lower than the pre-calculated energy, then it discards the RREQ 
message. Otherwise, to the next neighbor, the message is 
forwarded. It guarantees that the intermediate nodes will be alive 
as long as needed for the data transfer. Data package loss due to 
this reason is avoided. After the reception of the RREQ 
messages by the destination node, it will choose the route with 
the lowest hop number and thus with the lowest energy 
consumption. The procedure for route reply is the same as in the 
AODV protocol specified. 

III. METHODOLOGY 

A. Vehicular Ad Hoc Networks 

 The biggest obstacle in VANETs than MANETs is the 
nodes' movement, resulting in highly dynamic network topology 
changes. Routing protocols in VANETs face this problem using 
Ad hoc networks, which means a route will be found after a 
source demands a data transmission and the maintenance of 
temporarily stored routes in the routing table. The routing 
maintains the routing and the protection of the communication 
of 2 nodes with them routing messages. That means the 
reliability of the transmission of the messages depends on the 
technique of the protocol. Routing protocols in VANETs also 
take into account the lack of infrastructure. 

B. Ad hoc On-demand Distance Vector 

 The AODV-protocol (Ad hoc On-demand Distance Vector) 
is a reactive routing protocol that further develops DSDV. This 
protocol does not create a routing table in advance, but it reacts 
if a node demands a data transfer and start a route discovery. An 
established routing path will be stored for a specific time in a 
routing table. The RREQ (route request message) and the RREP 
(route reply message) are used to establish a routing path for the 
data transfer. To maintain and repair a route inside the routing 
table, the RERR (route error message) and periodically 
"HELLO"-messages are transmitted. 

Causing by a data transfer demand of a source node, the 
RREQ message is transmitted by flooding into the network, and 
it is forwarded until it arrives at the destination or an 
intermediate node that has a valid path to the destination in the 
routing table, see Fig. 1. 

Following an RREP message is forwarded back through the 
chosen data transfer route by unicast transmission, according to 
Fig. 2. A data transfer is started when the RREP message arrives 
back at the source node. The discovered route will be stored for 
a limited time in the routing table of the nodes. 

C. Reverse- AODV 

 In R-AODV(Reverse- AODV), the route request is the same 
as in AODV, but the reverse route request is not unicast to find 
the source node. After receiving the RREQ by the destination 
node, an R-RREQ (reverse route request) is prepared. It reduces 
a failing data transfer because of link breakage by being also 
broadcasted by flooding into the network. The possibility of 
finding a routing path is increased. 

 

Fig. 1: Forwarding of RREQ message 

 

 

Fig. 2 Unicasting of RREP message 

 

 

Fig. 3: R-RREQ from destination to source node [2] 

TABLE 1 R-RREQ MESSAGE FORMAT[2] 
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Fig. 4 Flowchart of the proposed algorithms E-AODV 

 

This last discovered route is used to transfer the data package. If 
a discovered route via node 1-2-3 (see Fig.3) fails because node 
one is moving out from the route, then the R-RREQ can discover 
another route, too. The structure of the R-RREQ message can be 
seen in Table 1, containing the following information. 

D. The proposed approach 

 The RREP and R-RREQ message are used like in the AODV 
and R-AODV protocol for the E-AODV protocol. The RREQ 
message is enhanced by an energy threshold and a value for the 
"minimum residual energy" of an intermediate node taking part 
inside the data packet delivering route. A percentage of the 
initial energy provides the energy threshold. The minimum 
residual energy is the initial energy at starting the route 

TABLE 1 MODIFIED RREQ-MESSAGE STRUCTURE 

Packet type Reserved Hop Count 

Broadcast ID 

Destination IP Address 

Destination Sequence Number 

Source IP Address 

Source Sequence Number 

Threshold Energy 

Minimum Residual Energy 

Timestamp 

discovery process and will be updated during route discovery. 
When the energy of the RREQ reception node is greater than the 
threshold, then the RREQ message will be forwarded, and when 
the residual energy is lower than the "minimum residual energy" 
value, then this value is updated in the RREQ message and the 
routing table of the node. 

Fig. 4 shows the process for the enhanced RREQ message. In 

general, the process follows the AODV approach. The 

enhancements are marked inside the dashed boxes with the next 

explained Steps. 

Step A) The RREQ-message is prepared by adding the energy 

threshold and a "minimum residual energy." The energy can be 

chosen by a specific percentage of the initial energy. Further, at 

the preparation of the RREQ-message by the source node, the 

value of the minimum residual energy is filled with the initial 

energy of the source node. The changes of the RREQ message 

structure can be depicted in Table 1. 

Step B) The receiving intermediate node compares the own 

residual energy with the energy threshold specified by the 

RREQ-message. If the own energy of the receiving intermediate 

node is lower than the threshold, then the RREQ message will 

be (a) dropped. In this case this intermediate will not be part of 

the data transmission route. However, when the own energy is 

higher than the energy threshold, it continues (b), see Fig. 4  with 
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forwarding the modified RREQ message to the next nodes. 

Step C) After the intermediate nodes' energy is compared to 

the value of "minimum residual energy." If the intermediate 

nodes' energy is lower than the value inside the RREQ-message, 

then the routing table information of the node and the RREQ 

message will be updated (c) with the new residual energy and 

hop count. Otherwise, the routing table and the RREQ-message 

will not be updated with residual energy of the node, and the 

process continues. 

When the destination node receives more than one route. The 

change is made by adding the minimum residual energy, affects 

the selection of the main route. If there is another route with a 

minimum energy value on that route greater than the minimum 

residual energy value in the routing table, that route will be 

selected as the main data transmission route. 

The RE_AODV protocol combines the E-AODV approach, 

with the enhanced RREQ message, by the energy threshold and 

the "minimum residual energy" and the R-RREQ message of the 

R-AODV protocol, developed by Chonggun Kim, Elmurod 

Talipov, and Byoungchul Ahn, X. Zhou et al.[2] . The R-RREQ 

message is forwarded back to the source by broadcast 

transmission. 

IV. IMPLEMENTATION 

This section describes the simulation environment and 
simulation parameters to compare the performance between the 
original AODV, the modified AODV -> E-AODV, R-AODV, 
and the hybrid E-AODV -> RE_AODV.  

A. Simulation Environment 

Three types of environments will be used in the simulation, 
namely 50 nodes for sparse environments, 100 and 150 nodes 
for medium environments, and 200 nodes for dense 
environments. 

B. Simulation parameters 

The NS-2.35 network simulator is used with the different 
protocols protocol to perform the simulation. The simulation 
area is determined by 1000m × 1000m in size with two types of 
geometrical topologies, see Fig. 5. 

Each plot has an edge length of 125m x 125m. First is a grid 

map with a 9 x 9 intersection and 64 plots, the cutout from the 

real map around Jl. Soetomo in Surabaya is the second map. 

This map is converted from OpenStreetMap. 

Ten random mobility route-sets for the nodes are created and 

converted into mobility files for both geometric topologies. 

These mobility files are used for the simulation in NS2. 

Complete information can be seen in Table 2 

C. Simulation and evaluation 

At first, a set of simulations is carried out to determine the 
suitable value for the energy threshold. The values 50%, 25%, 
20%, 15%, 10%, and 5% were tested on the manual created grid 
map with 50 nodes. The packet delivery ratio results with ten 
random mobility scenarios can be depicted in Table 3, which 
are visualized in Fig. 5. The packet delivery ratio between 5%, 
10%, and 15% are stable, and the decrease is minimal.  

TABLE 2 SIMULATION PARAMETERS 

No. Parameter Specification 

1 Network simulator NS-2.35 

2 Routing protocol 

AODV 
E-AODV 
R-AODV 
RE_AODV 

3 Simulation time 200 seconds 

4 Simulation area 1000 m ×  1000 m 

5 Number of nodes 50, 100, 150, 200 

6 Transmission radius 400m 

7 Default speed of nodes 50 m/s 

TABLE 3 RESULTS OF THRESHOLD DETERMINATION 

Test results 

Thres- 
hold 

50% 25% 20% 15% 10% 5% 

PDR 0.361 0.613 0.629 0.710 0.731 0.741 

 

 

Fig. 5 PDR Graph in Threshold Determination 

The drop of the PDR increases significantly for larger values. 
For 50%, 25%, and 20%, the number of control messages is 
vastly limited, so the threshold of 15% is considered suitable. 

V. RESULTS 

At first, the simulations are carried out by comparing the 

protocols RE_AODV, R-AODV, and E-AODV to determine 

the AODV routing protocols' competitors. 

The results are based on the grid map with 200 nodes and ten 

sets of the nodes' mobility. Fig. 6, 7, 8, 9, 10 are visualizations 

of Packet Delivery Ratio PDR, End-to-End delay E2E, Routing 

Overhead RO, Energy Consumption CE, Throughput, and Table 

4 contains a summary of the average results. 

The PDR values in Fig. 6 showing very high stability of R-

AODV compared to E-AODV and RE_AODV. Otherwise, 

E-AODV has very fluctuating results for different mobility 

scenarios. However, on average, RE_AODV has the highest 

PDR. The stability of E-AODV is very low compared to 

RE_AODV and R-AODV, but the changes in the curves are 

similar between RE_AODV and R-AODV. The lowest End to 

End delays are achieved by the RE_AODV, followed by R-

AODV and the last E-AODV protocol, as shown in Fig. 7. 
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Fig. 6 PDR for RE_AODV, R-AODV, E-AODV 

 

Fig. 7 E2E for RE_AODV, R-AODV, E-AODV 

 

 

Fig. 8 RO for RE_AODV, R-AODV, E-AODV 

Fig. 9 CE for RE_AODV, R-AODV, E-AODV 

 

Fig. 10 Throughput for RE_AODV, R-AODV, E-AODV 

TABLE 4 RESULTS OF RE_AODV, R-AODV, E AODV 

 
RE_AODV R-AODV E-AODV 

PDR 0.63 0.61 0.57 

E2E in ms 384 759 2,113 

RO in % 66,080 88,620 10,640 

CE in J 35,058 39,805 34,405 

Throughput 39.54 40.63 32.54 

TABLE 5 QUALITATIVE RESULTS OF R-AODV, RE_AODV, AND E-AODV 

Metric RE_AODV R-AODV E-AODV 

PDR Stable Stable Unstable 

E2E low, Stable low, Stable high, unstable 

RO Intermediate high low 

CE low, Stable high, Stable low, unstable 

Throughput high, Stable high, Stable low, unstable 

 
The routing overhead for RE_AODV is decreased compared 

to R-AODV but vastly higher than E-AODV, see Fig. 8. E-

AODV also shows the highest stability for the overhead routing 

values. The lowest energy consumption is achieved by the E-

AODV protocol, in which RE_AODV is only slightly higher but 

much more stable, as showed Fig. 9. R-AODV consumed the 

most energy in the simulation. Overall the energy consumption 

is at the same level. 

R-AODV accomplishes the highest throughput and is 

negligibly followed by RE_AODV, see Fig. 10. The Throughput 

for E-AODV is significantly lower, between the scenarios is 

much more fluctuating. 

Qualitatively the results can be summarized according to Table 
5. Based on the high throughput, packet delivery, and lowest 
End to end delay, along with the stable results, the RE_AODV 
is determined as the competitor of AODV. 

The simulation of AODV and RE_AODV is executed in the 

before mentioned real scenario and grid scenario. The 

comparison between the standard AODV protocol and 

modified-AODV (RE_AODV) are shown as short 

summarization in Table 5 and Table 6. Both scenario tests are 

executed with sparse (50 nodes), medium (100, 150 nodes), and 

high (200 nodes) density environments. For the movement of 

the nodes, also ten sets of random mobility scenarios are 
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applied. By use of an AWK script, the results of the Packet 

Delivery Ratio (PDR), End-to-end Delay (E2E), Routing 

Overhead (RO), Consumed Energy (CE), and Throughput are 

acquired. The energy threshold is determined as 15%, as 

discussed before. 

In Table 6, a summary of the real scenario simulation results 

is presented, followed by the grid scenario simulations' 

summarized results; see Table 7. On average, the RE_AODV 

protocol obtains better results than the AODV protocol, except 

for the vastly higher Routing Overhead. In the real scenario, the 

Packet Delivery Ratio of RE_AODV is 2.42% higher, the end-

to-end delay is 56.1% lower, the Routing overhead is 314.59% 

higher, the energy consumption is 2.68% lower, and the 

throughput is 8.66% higher. For the grid scenario, RE_AODV 

acquired a 7.59 higher PDR, a 68.64% lower E2E, a 336.5% 

higher RO, a 7.27% lower CE, and an increased throughput by 

14.96%. 

When analyzing the results, it can not be determined in which 

environment the RE_AODV protocol performs better. The 

results for energy consumption, throughput and end to end 

delay differs between the real and grid scenario, as well as for 

the node density. In the real scenario with a node density of 50, 

the RE_AODV protocol performs best with less energy 

consumption, but the throughput and end to end delay is best at 

150 nodes. In the grid scenario the energy consumption, end to 

end delay and throughput is best at 200 nodes, but with 50 nodes 

the throughput is even lower, than AODV. This shows that it 

can not be generalized in which environment the RE_AODV 

protocol perferms best, but in average it obtain better results 

than AODV. It can be assumed, that the random mobility and 

thus the distribution of the nodes have a significant effect on 

the performance results, which have to considered for further 

studies or applications. 

VI. CONCLUSION AND FUTURE WORK 

The impact that occurs when implementing modifications to 

the RREP packet delivery mechanism on the network is a more 

stable Packet Delivery Ratio (PDR), low End-to-End Delay 

(E2E) with a high level of stability, very high Routing Overhead 

(RO). high, Consumed Energy (CE), which tends to be high with 

a reasonably good level of stability, as well as high and stable 

network throughput so that these modifications function to 

increase PDR stability, reduce E2E values, increase CE stability, 

and increase network throughput values in combined 

modifications (RE_AODV) 

Meanwhile for the addition of energy filters in the RREQ 
delivery process is an unstable PDR, a high enough E2E with a 
low level of stability, a very low RO, a very low CE, and a 
network throughput that tends to be low so that these 
modifications play a role in reducing the RO and CE values in 
the network on combined modification (RE_AODV). 

The number of Routing Overhead (RO) or the number of 

control packet deliveries that significantly increased on the 

modified AODV with the hybrid method (RE_AODV) 

increased RO by up to 336.51% in the simulation grid and  

TABLE 6 AVERAGE REAL SCENARIO METRICS 

 
 

TABLE 7 AVERAGE GRID SCENARIO METRICS 

 
 

314.59% in real simulation. It is caused by the modification in 

the RREP sending mechanism from unicast to broadcast, 

causing massive RREP packet delivery. 

A. Analysis 

In PDR, E2E and throughput can be seen, that the results of 

RE_AODV and R-AODV are significantly better than AODV 

but quite similar to each other. The effect of the energy 

threshold is low, and the slightly better performance of 

RE_AODV compared to R-AODV is probably based on the 

lower number of control messages. 

The forwarding of the control messages by broadcasting 

ensures that the control messages arrive at the source and 

Metric Attributes

Environment type Protocol PDR

E2E

ms

RO

packages

CE

J

Throughput

bits/ms

AODV 0,79 586,95 3246,80 8233,02 47,10

RE_AODV 0,80 297,55 5590,00 7809,22 47,62

-0,01 289,40 -2343,20 423,80 -0,52

-2,18% 49,31% -72,17% 5,15% -1,12%

AODV 0,74 1063,02 8224,60 18885,22 44,86

RE_AODV 0,74 494,73 32298,30 18304,60 45,66

-0,01 568,29 -24073,70 580,62 -0,79

-0,77% 53,46% -292,70% 3,07% -1,78%

AODV 0,67 1607,17 12505,10 29171,96 36,70

RE_AODV 0,70 503,39 62219,00 28633,77 43,83

-0,03 1103,77 -49713,90 538,19 -7,12

-4,92% 68,68% -397,55% 1,84% -19,40%

AODV 0,64 1515,38 13638,20 37998,23 37,83

RE_AODV 0,65 712,81 81276,80 37744,69 42,50

-0,01 802,56 -67638,60 253,54 -4,67

-1,79% 52,96% -495,95% 0,67% -12,36%

-2,42% 56,10% -314,59% 2,68% -8,66%

Difference

Difference (percentage)

Average - Difference (percentage)

50 node

100 node

150 node

200 node

Difference

Difference (percentage)

Difference

Difference (percentage)

Difference

Difference (percentage)

Environment type Protocol PDR

E2E

ms

RO

packages

CE

J

Throughput

bits/ms

AODV 0,87 412,73 2175,40 8681,03 46,80

RE_AODV 0,85 187,16 8464,50 8106,35 45,95

0,01 225,56 -6289,10 574,68 0,85

2,00% 54,65% -289,10% 6,62% 1,82%

AODV 0,70 1225,58 6640,40 18459,53 38,57

RE_AODV 0,74 310,93 31067,90 17425,58 44,21

-0,03 914,65 -24427,50 1033,95 -5,64

-5,29% 74,63% -367,86% 5,60% -14,62%

AODV 0,62 1513,85 10832,30 28084,32 37,24

RE_AODV 0,63 629,18 51203,60 26368,05 40,24

-0,02 884,66 -40371,30 1716,27 -3,00

-3,06% 58,44% -372,69% 6,11% -8,08%

AODV 0,50 2920,60 15870,00 39272,28 28,45

RE_AODV 0,62 383,96 66079,60 35058,00 39,53

-0,12 2536,63 -50209,60 4214,28 -11,08

-24,03% 86,85% -316,38% 10,73% -38,96%

-7,59% 68,64% -336,50% 7,27% -14,96%

150 node

200 node

50 node

100 node

Difference

Difference (percentage)

Difference

Difference (percentage)

Metric Attributes

Difference

Difference (percentage)

Difference

Difference (percentage)

Average - Difference (percentage)
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destination. Which effect that data transmission can be started, 

and the robustness of the network is increased. Otherwise, it can 

be concluded that a too high number of control messages can 

decrease the network performance because of traffic 

congestion. The intermediate nodes' queue will overflow, and 

packets will be dropped, resulting in reduced PDR, E2E, RO, 

and Throughput performance. The broadcast delivery 

mechanism has an increased performance impact on the 

network if enough intermediate nodes to forward the control 

messages are available. If the number of control messages is too 

high in relation to the number of nodes, then the performance 

decreases, which can be seen, when the number of nodes 

reducing, especially for the 50 nodes scenario. 

In conclusion, the number of control messages must be 

adjusted according to the number of nodes inside the network. 

The goal for future work has to be to find an optimal number of 

control messages by finding suitable filters for broadcasted 

request and reply messages. The optimal solution would be an 

adjusted filter according to the density of nodes, in which the 

energy consumption can also be reduced. 

B. Suggestions and future work 

As a result of the investigation and analysis of this project, 

the following ideas can be suggested the use of dynamic filter 

of intermediate nodes by using "HELLO"-messages relating to 

the density of nodes in the network. The target is to ensure that 

the source and destination receive the control messages but 

simultaneously adjust the number of control messages to 

prevent an overflow of the nodes' queue. Moreover, Adding a 

node forwarding limitation not only when sending RREQ 

packets but also when sending R-RREQ packets to reduce the 

routing overhead and to select the route for the data packet, also 

for the hybrid RE_AODV protocol. 
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Abstract— The implementation of automated micro-

irrigation in urban gardens using wireless sensor and actuator 

networks (WSAN) is being more popular. However, the use of 

WSAN in automated irrigation brings various technical 

challenges, for example, achieving low cost, long life battery, 

adequate communication range and compactness. In this 

paper, a WSAN is designed and implemented for controlling 

drip irrigation of urban garden that can achieve long battery 

life, low cost, compactness with the sufficient range of 

communication. The designed WSAN consists of end-devices 

and a coordinator, each of which is fitted with single-chip 

microcontroller along with wireless transceiver. Each end-

device is equipped with a microcontroller, a water valve, a soil 

moisture sensor, a temperature sensor, a rain sensor, battery 

charger through solar panel and a ZigBee transceiver. The 

end-device reads the garden temperature, soil moisture level, 

battery charge status and rain presence and controls the water 

valve based on these data values. At the same time, the read 

data is transmitted to the coordinator station through ZigBee 

ad-hoc network. The coordinator receives the data from each 

end-device and presents to the interfaced user application. Due 

to being powered up by an energy limited resource, special 

techniques and algorithms are developed and only low-power 

electronic components are selected carefully. This paper 

includes implemented hardware and software results for the 

wireless nodes. 

Keywords— ZigBee; WSAN; low power; drip irrigation  

 

I. INTRODUCTION 

Control of Drip Irrigation 

As a type of micro-irrigation, drip irrigation is being 
used widely owing to its excellence to save water and 
increase yields. In drip irrigation, water is delivered by the 
network of pipes, tubings and emitters and dripped directly 
to the root zone of the plant. Generally, control of water 
dripping to plants works in on-off mode and controlled by 
from the starting point of the pipes network. Gardener can 
switch on the water flow and after certain period of time 
switches of the irrigation. Furthermore, this process can be 
controlled by time-based automation.  This type of control is 
acceptable if all the irrigated plants are in the same type and 
having the same root zone area and shape. However, 

different plants require different amount of time to be 
irrigated. In that case, manual control of drip irrigation or 
time-based automation cannot satisfy the precision 
requirements. The most appropriate solution is to build fully 
automated irrigation system in which dripping emitters are 
controlled separately, based on the moisture level of each 
irrigated plant. Establishment of this control requires 
installation of particular sensors at plant root zones and 
special actuators as dripping emitters. Each actuator drips 
water according to the collected data of the respective 
sensors.  

The most suitable approach to build the intended 
irrigation control is applying WSAN (Wireless Sensor and 
Actuator Network) to the system. However, there are some 
issues related to power consumption and control algorithms 
of actuators should be figured out. 

 

A. Related Works 

Many systems have been proposed to control drip 
irrigation using wireless technologies so far. For instance, in 
this paper [1], low power valve controller for drip irrigation 
is implemented based on JN5139 low power wireless 
module. The JN5139 module integrates microcontroller and 
radio transceiver inside itself and therefore the designed 
valve controller achieved low cost and compact size. It was 
designed to run for three months on two alkaline batteries, 
under different periods of sleep. The frequency of activation 
was assumed to be 4-5 times per week. The valve controller 
was designed to precisely control the solenoid valve, collect 
information on the status of the solenoid valve, and provide 
real-time feedback. The implemented controller was tested 
in field and the results showed that it can operate 
continuously at least 3 months with two alkaline batteries. 

In this paper [2], authors proposed smart irrigation 
system based on wireless sensor nodes and coordinator hub. 
The whole system is solar powered and each sensor node 
was a part of a ZigBee network in a Star topology around a 
hub concentrator. 

 The designed wireless sensor nodes powered up by 9V 
rechargeable batteries and connected to 1 Watt solar panels. 
The communication between wireless nodes and coordinator 
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hub is realized by XBee modules in the range of 28 square 
meters. Arduino boards are used in sensor nodes and hub 
coordinator because of the easy interface to standard Wi-Fi 
shields, USB, I2C and power regulation. Sensor nodes read 
moisture, temperature and humidity by SHT1x sensors and 
send the collected data to coordinator hub wirelessly. The 
battery life-time of wireless nodes was calculated 6 to 9 
months by putting them into sleep modes frequently.  

Similarly, this irrigation system [3] was proposed 
utilizing ZigBee wireless technology in master-slave 
architecture. Each slave node includes temperature sensor, 
soil moisture sensor, water valve, microcontroller and 
ZigBee module. The microcontroller of the slave node reads 
and frames the air temperature and soil moisture of the 
garden. After that, the frame is transmitted to the master 
station through the ZigBee module. The master station 
employs an embedded fuzzy logic irrigation algorithm in 
order to provide the grass and trees with water based on a 
set of rules. Furthermore, the master station is interfaced 
with a home web server to access remote monitoring and 
operation. The detailed characteristics of power 
consumption were not highlighted. Because, the main 
objective of the proposed system was allowing the operation 
by the use of internet and smartphone. 

In this experimental study [4], authors developed energy 
efficient wireless sensor mote for low-data-rate applications 
such as, control of drip irrigation systems. The designed 
platform is called DZ50. It consists of ATmega328P 
microcontroller and RFM12b wireless transceiver. Due to 
being in sleep mode for long period of time and operating 
with low power, this platform achieved very high energy 
efficiency. The experimental results demonstrated that the 
mote life-time can be extended more than 7 years. 

Furthermore, several techniques have been implemented 
through scheduling [5],[6], and adaptive radio-frequency in 
wireless nodes and selecting a network configuration [7] in 
order to achieve higher energy efficiency. 

One of the major power consuming component in a 
wireless node is a radio module. So, various wireless 
standards have been built with medium access control 
protocols that provide multitask support, data transmission 
and also energy performance [8], in particular the wireless 
local area network standards, IEEE 802.11b - Wi-Fi [9] and 
wireless personal area network, IEEE 802.15.1 – Bluetooth 
[10] and IEEE 802.15.4 – ZigBee [11]. 

B. Objectives 

In this paper, the design and implementation of a ZigBee 
based low power wireless sensor and actuator network 
(WSAN) for the control of drip irrigation is presented. The 
main objective is to achieve low-cost, compactness and high 
energy efficiency.  

Main tasks have been: 
- To design and implement hardware for wireless sensor 

control nodes that capable to control actuator and monitor 

air temperature, soil moisture level, rain presence and 

battery status; 

- To develop firmware for the wireless nodes; 

The designed WSAN should satisfy following main 
specifications: 

- A minimum of two years battery life with single AA type 

battery, supposing that each end-device reads every 

sensors and actuates solenoid valve maximum ten times 

per day; 

- A minimum 100 meters of communication range between 

end-devices and central coordinator; 

- A low cost and compact volume 

- No actuation in rainy time 

 

II. SYSTEM DESIGN AND IMPLEMENTATION 

A simple and low cost network architecture can be 
applied to build WSAN for the control of drip irrigation 
system. That’s why, typical master-slave approach is 
chosen, in which central control unit is master node and 
end-devices are slave nodes, respectively (Fig. 1.). Master 
node exchanges data with slave nodes only one-by-one 
through ZigBee modules and only slave nodes can initiate 
the communication. Master node is in receive mode 
continuously, since it is powered up by robust and unlimited 
power supply being in receive mode constantly does not 
make a problem from energy point of view. The slave nodes 
are not required to enter receive mode continuously or 
periodically, and this dramatically increases their battery-
life.  

 

 
 

Fig. 1. Proposed architecture of the designing WSAN 

A. Main Components 

The specifications and requirements mentioned above 
demands to choose components very carefully.  

As the wireless transceiver, XBee S2C ZigBee Standard 
module (from Digi) has been chosen due to its low power 
consumption and sufficient-range of communication. XBee 
S2C operates based on ZigBee protocol and direct-sequence 
spread spectrum modulation method. This module works on 
one of the 16 channels (channels from 11 to 26) in the 
2.4GHz frequency band. It can reach up to 1200 meters of 
communication range in the line-of-sight and 250 kbps data 
rate. XBee S2C module works at 3.3V with the current 
consumption of 33mA (45 mA in boost mode) in 
transmission mode and 28mA in receive mode and less than 
1 µA in sleep mode [12].  

As a main controller unit for all the electronic 
components in a wireless node, Atmega328P 
microcontroller has been chosen. It is proposed to put 

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 39



microcontroller and XBee module into sleep mode in order 
to extend battery life. In Atmega328P microcontroller, built-
in watchdog timer is available and we use it to wake-up 
from the deep sleep mode. But, the maximum predefined 
watchdog timer value is 8 seconds. Therefore, the duration 
of sleep period can be multiplication of 8 seconds, e.g. 
450*8seconds=3600 seconds. What it means that 
microcontroller wakes up after every 8 seconds and counts 
one more, than enters into sleep mode immediately. When 
the count reaches 450, microcontroller begins to work in 
wake-up mode. In sleep mode, the microcontroller 
consumes 44µA at 3.3V at average.  

The most power consuming element of the designing 
WSAN is the actuator which is used to open and close water 
flow. Generally, solenoid valves are employed to do this 
function. Our project requirements and specifications 
demands very low-power solenoid valve in order to save 
energy and reach longer battery-life. So, it is decided to 
choose latching solenoid valve as actuator due to its 
controllability with very low amount of energy spending. 
Latching solenoid valve, sometimes called bistable solenoid 
valve, does not require constant application of power to 
keep its close or open state. The state can be changed by 
applying very short electrical pulse to the coil of the bistable 
solenoid. In this project, it is decided to choose the latching 
solenoid valve with the following parameters (Table 1). 

 

TABLE I.  ELECTRICAL CHARACTERISTICS OF THE DEPLOYED VALVE 

Nominal voltage of the pulse Pulse duration Coil resistance 

3.3 V 30 ms 9 Ω 

 

B. Coordinator (Master Node) 

Master node integrates a Wi-Fi module in order to link 
the designing WSAN with gardener’s user application. 
Therefore ESP-01 Wi-Fi module is integrated into master 
node owing to its very low cost, small size and ease of use. 
ESP-01 is configured to work in Access Mode for enabling 
gardener’s devices to connect to the Wi-Fi access point of 
the module. 

 
Master node performs following main functions: 

- Receiving information of slave nodes wirelessly via XBee 

modules 

- Sending the received information to user application using 

Wi-Fi module 

- Controlling a water pump according to the signals of 

water level sensors in order to provide water tank with 

water in time 

The program flow of the coordinator is illustrated in Fig. 2. 
The master node integrates microcontroller, Wi-Fi 

module, XBee module, water tank level sensors and water 
pump. The initial input voltage of master node PCB is 12V. 
Among the main components of master node, 
microcontroller, water level sensors and water pump operate 
at 5V. These parts are powered up by one voltage regulator 
L7805 which has a wide input range between 7 – 35V [13]. 
Besides, the output current of this voltage regulator is 
sufficient to provide microcontroller and water pump. 

 

 

Fig. 2. Program flow of master node 

 MCP1700 low dropout voltage regulator is chosen to 
power up the components which work at 3.3V. This voltage 
regulator is very low cost (few cents) and consumes very low 
quiescent current (1.6 µA) [14]. Wi-Fi module and XBee 
module operate at 3.3V, but they cannot be supplied from 
one MCP1700. Because, ESP-01 module consumes 215mA 
and XBee modules consumes up to 33mA, and if both 
modules operate simultaneously the total current 
consumption is 248mA which almost equal to the maximum 
output current of the voltage regulator. Therefore, it is 
decided to dedicate separate voltage regulators for both 
modules in order to avoid overload on MCP1700. Figure 3 
presents the implemented PCB of the master node. 

 

C. End Device (Slave Node) 

 

The end-device is designed to be capable to perform 
following main functions: 
- Carrying out measurements of temperature, soil moisture 

level, rain presence and battery charge status 

- Sending the measured values to coordinator wirelessly 

- Resending the measured values to coordinator in case of 

not receiving acknowledgement from the coordinator 

device 

- Automatically controlling actuator according to the 

measured values 
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- Automatically charging back-up battery from solar panel 

 

 

 

 

Fig. 3. Implemented PCB for the master node 

The most significant parameters which must be under 
control are battery charge status and soil moisture level. 
Because, the back-up battery may be damaged due to 
overcharging or irrigating plant may die from draught owing 
to low level of soil moisture. Therefore, these parameters 
need to be measured frequently through the corresponding 
sensors and control actions should be performed. In this 
project, it is decided to measure them in every 8 minutes, 
but this period of time can be changed based on the type of 
irrigating plants. During 8 minutes, the microcontroller and 
radio module are put into sleep mode and all the sensors are 
disabled. In this time, only watchdog timer of 
microcontroller operates in active by consuming 10µA 
current at average. When the battery state is full of charge 
microcontroller terminates charging process, if not full, 
charging operation continues. If the soil moisture level 
increases up to the value that equals to the upper-threshold 
plus some hysteresis microcontroller closes solenoid valve 
and if the soil moisture level decreases down to the 
threshold microcontroller opens the solenoid valve. Besides 
that, in every hour end-device measures and transmits 
temperature, soil moisture level, battery charge status and 
rain presence values to the coordinator device. Fig. 4 
presents the operation flow of the slave node. 

The power section of the end-device is designed 
differently from the coordinator device. It is decided to 
involve all the electronic components that operate at the 
same voltage level in order to minimize number of voltage 
level conversions from one level into another. Considering 
the specification of being low-power of this work, it is 
proposed that all the electronic components of the end-device 
operate at the fixed 3.3Volts. Whole the circuit is powered 
up by the rechargeable battery with 3.7Volts and MCP1700 
voltage regulator is employed to convert the input voltage 
into 3.3V. This voltage regulator is chosen due to its very 
low quiescent current of 1.6µA and maximum output current 
of 250mA [14]. However, the actuator of the end-device 
consumes 367mA, so it is decided to use separate voltage 
regulator for it. AP7366-33W5-7 fast transient low dropout 
regulator is chosen to power up actuator.   

 

 

Fig. 4. The program flow of the end devices 

 

Its maximum output current is 600mA at the fixed output 
voltage of 3.3V. But this regulator’s quiescent current is 
60µA that means it consumes 60µA current always whether 
it is used or not. This problem is solved that microcontroller 
disables AP7366-33W5-7 when the solenoid valve is not 
operating. In disabled mode the voltage regulator consumes 
only 0.05µA which is acceptable. When the solenoid valve 
needs to operate, microcontroller enables it by sending active 
high signal to its EN port. 

In order to open and close the latching solenoid valve, the 
sign of control signal should be reversible. It can be executed 
by H-bridge drivers.  TC78H651FNG bridge driver 
integrated circuit from Toshiba is chosen for the valve driver 
in this work. This IC operates at 3.3V and can output up to 
1.5A of current at 3.3V [15]. Furthermore, this driver 
integrates two H-bridge circuits that means with 
TC78H651FNG the end-device is capable to control two 
actuators independently. Another advantage of this driver is 
its 0µA current consumption in standby mode. Because all 
the circuits in this integrated circuit configure with 
complementary metal oxide semiconductor elements that 
decrease intensely the standby current [16]. Besides, its small 
outline package (TSSOP) with the dimensions of 5mm X 
4.4mm contributes overall PCB size to be compact. Fig. 5 
shows the picture of the implemented PCB. 
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Fig. 5. End device PCB 

  

The open-close states of the latching solenoid valve is 
executed according to the input and output functions of the 
H-bridge driver presented in the Table 2. 

TABLE II.  INPUT/OUTPUT FUNCTIONS OF H-BRIDGE DRIVER 

Channel control inputs Channel outputs 
Mode 

IN1 IN2 OUT1 OUT2 

HIGH LOW HIGH LOW Channel opening 

LOW HIGH LOW HIGH Channel closing 

 

The designed driver circuit for controlling the actuator is 
presented in Fig. 6. 

 

 

Fig. 6. Designed driver to control solenoid actuator 

 

According to the requirements, the implemented end-
device of WSAN should operate 2 years with the only one 
battery. Therefore, it is decided to design battery charging 
section by solar panel. Battery charging section should have 
following requirements: 

- Over charge protection 
- Reverse discharge protection 
- Controllability by microcontroller 
- Faster charge current regulation 
- Compact dimension 
 

Those requirements can be met by the use of MCP73831 
charge management controller IC for Lithium-Ion and 
Lithium-Polymer batteries. This controller is very suitable to 
use in cost sensitive and space limited applications. It has 
fast charge constant-current mode and in this mode battery is 
charged at the programmed value of the current. The charge 
current value is formed inserting one external program 
resistor between PROG pin and VSS pin. The programmed 
charge current is calculated using (1) [17]: 

prog

reg
R

I
1000

=    (1) 

where, Rprog is program resistor (in kΩ) and Ireg is 
programmed charge current (in mA). In this work, the 
charge controller is programmed to charge battery at 100mA 
constant current at 4.2V. In order to program it for 100mA 
charge current, 10kΩ program resistor is connected to the 
PROG pin. Besides, MCP73831 integrates the input 
overvoltage protection and reverse discharge protection. 
 

TABLE III.  STATE OF THE OUTPUT STATUS DURING CHARGING CYCLE 

[19] 

Charge cycle state 
STAT1 

MCP73831 MCP73832 

Shutdown High Z High Z 

No Battery Present High Z High Z 

Preconditioning L L 

Constant-Current Fast Charge L L 

Constant Voltage L L 

Charge Complete-Standby H High Z 

The charge status of battery can be read from STAT pin 
of MCP73831 by microcontroller. Table 3 shows the output 
signal on STAT pin of charge controller corresponding the 
state of charge cycle. The microcontroller reads STAT pin 
and makes decision to terminate or start the charging 
process by sending signal to PROG pin of MCP73831 
through a transistor as depicted in Fig. 7, below. 

 

 

 

Fig. 7. Battery charging section of the end device 

III. RESULTS AND DISCUSSION 

The WSAN was tested in a rooftop garden and performed 
successful operation. Each end-device is powered up by 
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single Li-Ion LIR14500 rechargeable battery. This battery 
has 3.7V nominal voltage and 800mAh nominal capacity. 
The end of discharge voltage of this battery is 2.8V [20]. In 
order to estimate the initial available energy amount of single 
battery following simple calculation can be used (2): 

 

tIVEinit ••=   (2) 

JoulesmAVEinit 10656sec36008007.3 =••=  

 
Now, we can calculate total energy consumption by all 

the parts of an end-device. 
 
One state change of latching solenoid valve spends 

36.3mJ energy that is calculated from (3). 
 

mJT
R

V
E pulse

coil

changestate 3.3603.0
9

3.3 22

_ =•=•= (3) 

 

Assuming the number of daily actuations is 10, and 60% 
of efficiency in power conversion, the total energy 
consumed to control one actuator per day is calculated as: 

 

JoulesEE changestateactuatordaily 605.0
60

100
10 __ =••=  

 
The maximum energy consumption values of the radio 

module in one cycle of wireless communication are 
presented in Table IV. One communication cycle is 
executed in every hour and spends 18.31*10-3 Joules from 
the back-up battery. In one day, the wireless communication 
cycle occurs 24 times and total energy consumption by 
XBee module is estimated as: 

 

JoulesE XBeedaily 44.01031.1824 3

_ =••=  

 

TABLE IV.  XBEE MODULE ENERGY CONSUMPTION OF SINGLE CYCLE 

ACTIVE COMMUNICATION 

Action 
Duration 

(max) 

Average 

current 

Energy 

(Joules) 

Device is in sleep ≈ 1 hour 1µA 11.88*10-3 

Transition to active mode 10 ms 50 µA 1.7*10-6 

Data transmission and re-
transmissions 

50 ms (max) 33 mA 5.5*10-3 

Waiting and receiving 
acknowledgement 

10 ms (max) 28 mA 0.93*10-3 

Device goes back to sleep  

Total energy for one hour activities:                                             18.31*10-3 

 

In one hour, microcontroller operates maximum 

msT operationhourly 5.78_ ≈ (1ms for reading sensors, 70ms 

for XBee active communication time, 1ms for 8-minute 
cyclic checking of soil moisture level and battery charge 

status) and sleeps almost sec3600_ ≈sleephourlyT . Besides 

that, microcontroller is in active mode while the solenoid 
valve is actuating. In one day, solenoid valve actuates 
maximum 10 times and it lasts 

.3003010_ msmsT solenoiddaily =•≈ That means, 

microcontroller also spends 300ms time per day in active 
mode. So, daily operation time of microcontroller is 
calculated as shown in (5). 
 

solenoiddailyoperationhourlyoperationdaily TTT ___ 24 +•=  (5) 

 
In active mode, the daily maximum energy consumption of 
microcontroller is 
  

JoulesmAVE activedaily

3

_ 101.72sec184.2103.3 −
•≈••=

 
In sleep mode, the daily maximum energy consumption of 
microcontroller is 
 

JoulesAVE sleepdaily 55.12sec360024443.3_ =•••= µ  

 
The total daily energy consumption of microcontroller is 
sum of them: 
 

JoulesEEE sleepdailyactivedailyMCUdaily 62.12___ ≈+=  

 
Moreover, voltage regulators also consume some energy 

consumption. The MCP1700 voltage regulator spends 
energy with the quiescent current of 1.6 µA during 24 hours 
in a day. Another voltage regulator AP7366 consumes 
energy with the quiescent current of 60µA only when the 
solenoid valve actuates (30ms). The total daily energy 
consumption of voltage regulators is  

JoulesE VRdaily

3

_ 105.512 −
•≈  

 
In addition, all the sensors and H-bridge driver 

integrated circuit consume less than 1 Joule of energy in a 
day. Because, they are powered up only when 
microcontroller should measure the parameters or change 
the state of the actuator. 

All in all, the total daily energy consumption of an 
end-device is calculated as: 

 

JoulesEE

EEE

VRdailyMCUdaily

XBeedailyactuatordailytotaldaily

5.141__

___

=+++

++≈
 

 
As a result, the initial available energy of 10656 Joules a 

battery lasts approximately 734 days, which means more 
than 2 years of battery-life. However, it is crucial to take into 
consideration that there are some factors, e.g. temperature 
fluctuations and self-discharging phenomenon decrease the 
overall battery life time. That’s why, battery charging section 
is designed in the end-device PCB, and the charging can at 
least compensate those effects of discharging or increases the 
battery-life. Consequently, the requirement of 2 years battery 
life time is satisfied. Furthermore, the size of end-device’s 
PCB is 50mm to 45mm, so another requirement of being 
compactness is also satisfied. 
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IV. CONCLUSION 

The solution to design and implement of low-power, low-
cost and compact wireless sensor and actuator network to 
build automated irrigation systems in urban gardens has been 
presented in this paper. It utilizes ZigBee wireless 
technology to establish radio link between wireless nodes. In 
general, this work can have great impact for the automation 
of urban garden irrigation systems. 
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Abstract— 
Long-range radio technologies can ensure Low Power Wide Area 
Network deployment at a very low-cost intended for a huge range 
of Internet of Things applications. Recently, there are some 
attempts to implement Long-range cloud connection in this field. 
Nevertheless, several issues must be considered when setting up 
Long-range Internet of Things solutions. The paper proposes a 
novel solution based on Long-range Cloud implementation on 
The Things Network platform for the Water Pipeline monitoring 
application. This solution helps the researchers in terms of 
preparing their test-bed environment. For validation purposes, 
an experimental Long-range Cloud system has been established 
by the means of low-power and low-cost electronics using 
accessible open sources to deploy Long-range nodes, Long-range 
gateway, and The Things Network. The system proves its 
efficiency through its harmonic and synchronized operation 
mode. 

 

Keywords—IoT; LoRa; Low power; Cloud; The Things 
Network; Water Pipelines Monitoring application 

I.  INTRODUCTION  

Network connectivity is provided on small edge devices by 
the Internet of Things (IoT) and new services are offered at 
reasonable prices. The major defy in the IoT applications and 
systems conception is the reduction of the implementation and 
maintenance costs of edge nodes having an increasing number 
concerning hand-held devices number.  

By the dint of the wireless communication protocols 
specified for IoT applications, hardware complexity and power 
consumption of edge nodes can be decreased. In a similar 
context, Thanks to the cloud technology providing the common 
service frameworks, costs of IoT systems maintenance can be 
minimized. There are two important types of wireless 
communication protocols conceived for IoT: short- and long-
range communication protocols. The first type includes 

Bluetooth, Zigbee, and WiFi as short-range communication 
protocols. These IoT protocols are appropriate for the indoor 
environment. These IoT systems are founded on application 
servers and wired networks excluding the short wireless link 
connecting edge nodes and wireless gateways.  The second 
type integrates long-range wireless communication protocols 
for IoT like Sigfox [1] and LoRa [2]. The edge nodes related to 
this kind of systems do not necessitate battery change for many 
years. Additionally, these nodes have a communication range 
of tens of kilometers. These protocols are suitable for the 
outdoors permitting agricultural data sensing or civil 
infrastructure monitoring. However, adding network servers is 
essential to supervise the radio resource connecting wireless 
gateways and application servers taking into consideration the 
channel states of multiple wireless gateways. This fact creates 
the difference between long and short-range IoT systems. 
There are some low-power, long-range, operator-based 
technologies such as SigfoxTM which cannot be utilized in an 
ad-hoc manner. Nevertheless, other technologies such as 
LoRaTM proposed by Semtech radio manufacturers can be used 
in private. Deploying such technology according to the newly 
proposed LoRaWANTM specifications [2] is possible for large-
scale interoperability or based completely on ad hoc solutions. 
These solutions enable us to perform customization toward 
specific application profiles. 

In accordance with a previous survey on IoT cloud 
platforms [3], there are no less than 49 IoT cloud platforms on 
the market to satisfy the requirements of various individual 
users and groups such as enterprises, governments, farmers, 
healthcare providers, transport operators, manufacturing 
services and communications, etc. [4]. The best used IoT cloud 
platform [5] in LoRa Cloud projects is The Things Network 
(TTN) [6].  

This paper focuses on the water pipeline monitoring as an 
IoT application, and more particularly, it presents a novel test-
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bed LoRa Cloud platform based on the TTN 
detect the leaks in these pipelines since water is a vital raw 
material for the human being. It guarantees
long-range communication with the cloud. Also
system is conceived with LoRa nodes and gateway, conne
to the cloud via TTN.  

Fig 1. Water Pipeline Monitoring application [

The remainder of this paper is arranged as follows: 
II introduces the LoRaWAN, cloud computing
concepts. It treats different key issues with
Section III presents the literature works related to
platforms suitable for the LoRa protocol and hi
works in the water monitoring field. The
structure is described deeply in section IV. 
concludes the paper. 

II. PREREQUISITES 

We define, in this section, three important 
throughout the paper, that is LoRaWAN, cloud computing
The Things Network. First, we will identify the basics of the 
notion LoRaWAN by focusing on the principle characteristics 
that justify the LoRa protocol choice. Secondly, we 
cloud computing notion by emphasizing on
efficiency.  

A. LoRAWAN 

LoRa defines a low-power, long
communication platform designed as an efficient platform for 
small, low-powered devices. It is not only 
battery-operated devices but also for IoT deployment

The LoRaWAN system parts are illustrated in Figure 
These parts are terminal, gateway, network server, and 
application server. 

� The terminal is considered as an edge device 
on remote sites.  

based on the TTN which serves to 
the leaks in these pipelines since water is a vital raw 

guarantees low-power and 
Also, our proposed 

and gateway, connected 

 
Water Pipeline Monitoring application [7]  

as follows: Section 
cloud computing, and TTN 

with three notions. 
related to the IoT cloud 

and highlights some 
The realized test-bed 

Finally, section V 

important concepts used 
cloud computing, and 

. First, we will identify the basics of the 
on the principle characteristics 

. Secondly, we present the 
notion by emphasizing on its proven 

power, long-range wireless 
communication platform designed as an efficient platform for 

is not only appropriate for 
deployment [8]. 

The LoRaWAN system parts are illustrated in Figure 2. 
terminal, gateway, network server, and 

an edge device deployed 

� The gateway permits the 
from the LoRa terminals to
and vice versa. Additionally, t
transmission from the LoRa physical layer protocol to
the protocols of the backhaul network.

� The network server operates 
upper-layer for IoT systems. 
signaling messages of the MAC/L2/L3 layers 
exchanged between this server and

As a final point, the application server
handle the data collected from IoT terminals. 
different organizations work with the application server. 
Hence, it is independent of the IoT network protocols.

B. Cloud computing 

Cloud computing presents the on
resourcesavailability, especially
storage, with no active and direct
Broadly speaking, this term defines
to numerous users through the Internet. 
having functions distributed throughout several emplacements 
from central servers, preponderate. I
is completely closed, it can be consider

There are three types of cloud[
limited to a particular organization. 
to various organizations. The hybrid cloud 
two types, i.e. enterprise and public clouds. 

The cloud computing concept 
reach scale economies and a high degree of coherence.
Avoiding (or only minimizing) up
are permitted to companies by advocates of public or hybrid 
clouds. Furthermore, cloud computing 
get their applications and run
manageability and diminished
demands from IT teams to rapidly regulate resources to 
accommodate unpredictable and fluctuating 
“pay-as-you-go” is a model, typically used by cloud providers. 
Once administrators are not familiarized
models [11], these models can 
expenses. 

The pervasive availability of high
induces the remarkable growth
autonomic and efficient computing
computers and the ubiquity of high
considered another contributing factor in this growth

Fig 2. LoRaWAN system structure 

the transfer of packets coming 
the LoRa terminals to the LoRa network servers 

Additionally, the gateway permits the 
LoRa physical layer protocol to 

the protocols of the backhaul network. 

operates with protocols of the 
IoT systems. Furthermore, control 

signaling messages of the MAC/L2/L3 layers are 
exchanged between this server and the terminals.  

the application server is responsible to 
from IoT terminals. Generally, 

organizations work with the application server. 
the IoT network protocols. 

the on-demand computer system 
especially computing power and data 

direct managing of the user [9]. 
defines the data centers availability 

to numerous users through the Internet. Actually, huge clouds, 
throughout several emplacements 

preponderate. If the connection to the user 
considered an edge server. 

hree types of cloud[10]. Enterprise clouds are 
to a particular organization. Public clouds are available 

he hybrid cloud combines the first 
two types, i.e. enterprise and public clouds.  

 is based on resource sharing to 
and a high degree of coherence. 

) up-front IT infrastructure costs 
to companies by advocates of public or hybrid 

urthermore, cloud computing allows enterprises to 
their applications and run them faster, with ameliorated 

diminished maintenance costs. That 
IT teams to rapidly regulate resources to 

accommodate unpredictable and fluctuating requirements. The 
typically used by cloud providers. 

familiarized with cloud-pricing 
can bring unexpected operating 

he pervasive availability of high-capacity networks 
he remarkable growth in cloud computing. The 

autonomic and efficient computing, as well as the low-cost 
computers and the ubiquity of high-storage devices,are 
considered another contributing factor in this growth. 
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Besides, hardware virtualization and 
implementation of service-oriented architectures 
a third factor that helped to improve cloud computing

Fig 3. A general cloud computing 

 

C. The Things Network 

The Things Network (TTN)[6] defines an 
platform suitable for the LoRa protocol. It allows 
power devices to utilize long-range gateways
a decentralized network to exchange data with

III. RELATED WORKS 

 

In the literature, several related works are developed
the LoRa Cloud Platform. The authors in [1
solution based on the LoRa platform. They deploy ad hoc IoT 
test-beds using Thingspeak [13] platform accou
implementing the different sensors and the gateway. The data, 
also, is visualized in real-time. 

ThingSpeak is an open-source API and application for the 
"Internet of Things", allowing storing and collecting
connected objects using the HTTP protocol over the Internet or 
a local network. With ThingSpeak, we can create sensor data 
logging applications, location tracking applications and a social 
network for connected objects, with status updates.
it operates with several IoT platforms like Arduino, ioBridge, 
Twitter, Twilio, MATLAB, and ThingHTTP.

Pham et al. [14] explained how these applications are being 
utilized in the African rural and the sub-Saharan context. They 
detailed the deployment of sensors and gateway which can be 
made by small farms based on the free account created on the 
ThingSpeak platform. They explained a low
IoT framework that takes into account the cost of hardware and 
services, rapid ownership, flexibility, and customization by 
third parties. 

WAZIUP project was proposed by Dupont et al. [1
remote, largely isolated and rural, areas in the developing 
countries, particularly those located south of the Sahara Desert. 
The main objective is to deploy an open innovation IoT 
platform capable of bridging the North/South technological 

the widespread 
oriented architectures are counted as 

cloud computing growth. 

 

cloud computing model  

defines an IoT cloud 
LoRa protocol. It allows low 

gateways for connecting to 
data with applications. 

are developed using 
authors in [12] proposed a 

LoRa platform. They deploy ad hoc IoT 
] platform account for 

implementing the different sensors and the gateway. The data, 

source API and application for the 
storing and collecting data from 

connected objects using the HTTP protocol over the Internet or 
can create sensor data 

logging applications, location tracking applications and a social 
network for connected objects, with status updates. Moreover, 
it operates with several IoT platforms like Arduino, ioBridge, 

and ThingHTTP. 

] explained how these applications are being 
Saharan context. They 

of sensors and gateway which can be 
free account created on the 

explained a low-cost, long-range 
cost of hardware and 

ty, and customization by 

WAZIUP project was proposed by Dupont et al. [15] to 
remote, largely isolated and rural, areas in the developing 
countries, particularly those located south of the Sahara Desert. 

en innovation IoT 
platform capable of bridging the North/South technological 

divide with Big Data capabilities.
are used by WAZIUP IoT, these
Service (IaaS), the Container as a Service (CaaS)
Platform as a Service (PaaS). The first layer is provided by 
OpenStack [16] to provide virtual machines (VMs) running the 
full platform. The second layer is used to serve containers (e.g. 
Docker containers) to WAZIUP services and applications and 
provided by Kubernetes [17]. The compilation and deployment 
of an application are ensured by the third Cloud layer which is 
provided by Deis [18]. Indeed, Deis allows 
the applications pushed by the users and to host them in 
containers on Kubernetes. 

In addition to that, OpenStack is among the best known 
open source cloud platforms [1
functions for creating application services 
environment. OpenStack provides a collection of interfaces for 
a service application program. It also ensures the automation of 
management operations. 

The system services offered by OpenStack was used by So 
and his colleagues [19] in the real restructuring of the 
operations of the LoRa network server to make it scalable and 
flexible.Indeed, Four Virtual Machines are used on the function 
of the LoRa network server on the OpenStack platform. First, 
the gateway agent VM defines the protocol of communication 
between the LoRa network server and the LoRa gateway. The 
second is the LoRa data VM w
the data plane. The third VM is the application server which 
makes the LoRa network server connect
server using the efficient transport protocol. And the last one is 
the LoRa control that ensures the con

The authors in [20] detail the implementation of the 
Thethings.io which is an industrial IoT
using a simple API, developers can have a whole back
solution using the Thethings.io. It is considered hardware 
agnostic and permits to connect any device able to use 
WebSockets, HTTP, CoAP, or MQTT protocols. It supports 
supervision, monitoring, and analysis functions.

The project in [21] was based on TTN and develop a single 
channel LoRa gateway using Raspberry Pi 2 and other 
[22] open sources [23]. In this same type, 
present a project that used the ESP8
Radio RFM95/96. To test the developed single
gateway three nodes have been used. 
with an ESP8266-based LoRa node
The second one is with an ArduinoPro Mini.  
one is based on a TeensyLC connected to HopeRF RFM 95 
radio. 

Saravanan et al. [26] proposed 
water level related to storage reservoirs in Water Distribution 
Networks (WDN). This solution
devices to remote actuation of valves
Raspberry Pi gathers the level data from all 
it submits the data to the local se
actuator. Grafana platform is utilized
offers a human-machine interface 
valve remotely. 

divide with Big Data capabilities.Three different cloud layers 
, these are the Infrastructure as a 

Service (IaaS), the Container as a Service (CaaS), and the 
Platform as a Service (PaaS). The first layer is provided by 

] to provide virtual machines (VMs) running the 
full platform. The second layer is used to serve containers (e.g. 
Docker containers) to WAZIUP services and applications and 

]. The compilation and deployment 
ensured by the third Cloud layer which is 
]. Indeed, Deis allows us to compile all 

the applications pushed by the users and to host them in 

In addition to that, OpenStack is among the best known 
open source cloud platforms [16]. It provides essential 
functions for creating application services in any cloud 
environment. OpenStack provides a collection of interfaces for 

program. It also ensures the automation of 

The system services offered by OpenStack was used by So 
] in the real restructuring of the 

operations of the LoRa network server to make it scalable and 
d, Four Virtual Machines are used on the function 

of the LoRa network server on the OpenStack platform. First, 
gateway agent VM defines the protocol of communication 

between the LoRa network server and the LoRa gateway. The 
second is the LoRa data VM which ensures the operations of 
the data plane. The third VM is the application server which 

the LoRa network server connects with the application 
server using the efficient transport protocol. And the last one is 

nsures the control plane. 

] detail the implementation of the 
Thethings.io which is an industrial IoT cloud platform. By 
using a simple API, developers can have a whole back-end 
solution using the Thethings.io. It is considered hardware 
agnostic and permits to connect any device able to use 
WebSockets, HTTP, CoAP, or MQTT protocols. It supports 

and analysis functions. 

] was based on TTN and develop a single 
channel LoRa gateway using Raspberry Pi 2 and other shields 

]. In this same type, the authors in [24] 
present a project that used the ESP8266 module [25] and the 

RFM95/96. To test the developed single-channel LoRa 
gateway three nodes have been used. The first one is tested 

based LoRa node with RFM95 transceivers. 
The second one is with an ArduinoPro Mini.  Then, the third 
one is based on a TeensyLC connected to HopeRF RFM 95 

proposed a solution formonitoring 
storage reservoirs in Water Distribution 

This solution is based on LoRa IoT enabled 
mote actuation of valves. A gateway based on 

the level data from all LoRa nodes. Then, 
local server and control signals to the 

utilized for data visualization and 
machine interface serving to manipulate the 
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Another solution conceived for Smart Village Projects is 
proposed by Manoharan et al. [27]. Thanks to LoRa devices 
with sensors placed in water tanks at villages,the realized 
system supervises the level and quality of water in all tanks. 
The whole water distribution system is displayed and 
controlled from one place. 

IV. LORA IOT CLOUD PLATFRORM FOR WATER 

MONITORING APPLICATION 

Our contribution consists in deploying a cloud-based 
platform for LoRa Internet of Things in Water Pipelines 
Monitoring Application (Fig. 4).  

 

Fig 4. LoRa Cloud-based platform 
 

On the one hand, we use two LoRa end-devices to collect 
water flow monitoring data based on YF-S201 Water Flow 
Sensor. We use the LoRa/ GPS HAT for RPI v1.4 [28] as the 
LoRa Radio module to deploy nodes. The first LoRa node is 
realized by the means of Arduino UNO R3 [29] and the second 
one is based on Arduino Mega 2560 [30] as shown in Fig.5. 

 

Fig 5. LoRa end-devices 
 

On the other hand, we use a Raspberry Pi 2 model 3 [31] 
plugged into the LoRa/ GPS HAT for RPI v1.4 (Fig. 6). We 
program this component to be a LoRa gateway which receives 
data from LoRa nodes and sends it to the cloud. The realized 
component, having an identifier “eui-b827ebffff4f8ed9”, is 
characterized by its low-cost and low-power comparing with 
other electronic components. The whole platform is illustrated 
in Fig. 7. 

 

Fig 6. LoRa gateway 
 

 

Fig 7. LoRa deployment 
 

After ensuring the right function of our LoRa network 
(LoRa end-device sand gateway), we will register the gateway 
device in The Things Network (TTN) platform to connect to 
the Cloud. We add the LoRa component to TTN devices, that 
gives it active status (green color) as portrayed in Figure 8.This 
figure illustrates an overview of the added gateway. A 
specified ID is associated with the new component giving a 
detailed description. The connected status proves the successful 
connection of the created gateway.

 

Fig 8. LoRa gateway registration in the TTN 
 

While the gateway is ready to receive information, it is 
essential now we create an application in TTN for sending and 
receiving data packets from LoRa end-devices through the 
connected gateway. Figure 9 shows our Water Pipeline 
Monitoring application which is distinguished by its 
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“Application EUI” equal to “70 B3 D5 7E D0 02 C5 9B”.

 

Fig 9. Creation of Water Pipeline Monitoring application in 
the TTN 

It is essential now to add application devices to define its 
nodes correctly. For this, we add the two realized LoRa end-
devices to the created application as shown in Figure 10. 
Therefore, every end-device is characterized by its device 
address. In our case, LoRa node based Arduino UNO has an 
address equal to “26 01 15 8F” and the node based on Arduino 
MEGA 2560 has an address equal to “26 01 13 79”. 

 

Fig 10. Adding LoRa end-devices to the Water Pipeline 
Monitoring application in the TTN 

 

After finalizing the conception of our proposed LoRa cloud 
platform on the TTN, it is important to validate its operating 
mode. We circulate a water flow in the pipeline and the sensors 
start sends LoRa data to the gateway so we can observe uplink 
packets in the TTN Gateway Data. These packets are coming 
from nodes having addresses “26 01 15 8F” and “26 01 13 79” 
as illustrated in Fig. 11.  

 
Fig 11. LoRa gateway data in the TTN 

 
After receiving packets, LoRa gateway sends data to the 

Water Pipeline Monitoring application in TTN. We concentrate 
in this paper on monitoring the parameter water flow value 
since any degradation of its variation under a fixed threshold (a 
constant fixed experimentally) means leakage detection. In Fig. 
12 and Fig. 14, we can perceive water flow values (L/hour) in 
hexadecimal form in the TTN application data of the first and 
the second end-devices. 

 

 

Fig 12. TTN application data of the first LoRa end-device 
 

Fig. 13 and Fig. 15 detailed data related to the water flow 
value “31 30 38 30” (1080 L/hour) and “37 30 34 00” (704 
L/hour) coming from the first and the second LoRa end-device 
respectively. The more relevant information is that the used 
gateway is the same realized in our proposed platform having 
“eui-b827ebffff4f8ed9” as an identifier. So, we can affirm the 
good operation mode of our conceived system. 

Fig 13. Detailed information on water flow value related to the 
first LoRa end-device 
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Fig 14. TTN application data of the second LoRa end-device 
 

 

 

Fig 15. Detailed information on water flow value related to the 
second LoRa end-device 

 
We confirm from these results the well operating mode of 

our realized platform. To conclude, we achieve to conceive a 
successful LoRa cloud test-bed composed of two end-devices 
and a gateway connected to The Things Network for Water 
Pipeline Monitoring application.  

V. CONCLUSION 

The number of Internet of Things (IoT) applications has 
increased significantly in recent years. Thus, these require low-
power operation and long-range communication which are 
provided by the application of LoRa/LoRaWAN. The 
connected devices generate big data that are processed by 
system architectures based on the cloud server. In this paper, 
we deploy a real LoRa Cloud platform on The Things Network 
for the Water Pipeline Monitoring application. Our platform is 
realized with materials guarantying low-cost, low-power, and 
low-consumption characteristics. Our contribution is very 
essential for researchers in terms of preparing their test-bed 
environment for any contribution related to the LoRa cloud 
communication in different IoT applications. As future work, 
we will develop a new version of the proposed platform based 
on several connected devices and that can be deployed in a 
large scale application. 
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Abstract—The occurrence of imbalanced datasets in medical 

imaging has proven to be a challenge for the development of 

models to analyze and evaluate the underlying condition. In this 

paper, the bias of the chest CT scan dataset is handled by taking 

discrete splits and employing ResNets to detect COVID-19 in each 

split. The scraped images were pre-processed using CLAHE 

histogram for comparison with low contrast images. Multiple 

ResNets were extended to form an ensemble neural network model 

using ANNs which handles the class imbalance. The system has an 

overall accuracy of 87.23% and the performance is assessed for 

each class. The image features identified are visualized using the 

GradCAM algorithm and some of the commonly found clinical 

features in the CT scan images of the patients suffering from this 

disease are summarized for better understanding the working of 

the model.  

Keywords—Imbalanced Data, COVID-19 detection, Ensemble 

ResNets, Chest CT-scans  

I. INTRODUCTION 

Deep neural network architectures have been widely used in 
the classification of medical images for the detection of the 
underlying condition [1]. These systems have the ability to 
identify and learn extensive features from the image datasets for 
discerning the clinical features detected in them.  

COVID-19 [2] is a disease caused by the Severe Acute 
Respiratory Syndrome Coronavirus 2 or (SARS-CoV-2). It is a 
highly communicable disease with people experiencing 
respiratory illness and recovery expected with effective and 
appropriate treatment methods. The most commonly used test 
for the disease is the RT-PCR (Reverse Transcription 
Polymerase Chain Reaction) [3]. The identification of this 
disease can also be done by analyzing the chest CT scans of the 
patients for some of the widely observed clinical features given 
below [4]: 

1) Ground Glass Opacities (or GGOs)  
One of the most common findings in chest CT scans of 

people diagnosed with COVID-19 infections is GGOs [5]. 
Usually multifocal, bilateral and peripheral but in the early phase 
of this disease. They initially start developing from the inferior 
lobe of the right lung as a unifocal lesion. 

2) Air space consolidation or opacification 

This refers to the condition in which there is replacement of 
the usually present gas by fluids or solids in the lung 
parenchyma (small airways present in the lungs) [6]. 

3) Crazy paving appearance 
This occurs in the more later stages of the infection. Here, 

thickened interlobular and intralobular lines in combination with 
a ground glass pattern are visible in the CT scans of the patients 
[7]. 

4) Bronchovascular thickening in the lesion  
This refers to the widened vessels observed through the chest 

CT scans. The bronchial walls become thicker due to 
inflammation owing to the accumulation of liquid or mucus [8]. 

5) Traction bronchiectasis 
This is a common condition observed in patients that arises 

when the airways to lungs may get damaged around GGOs [9]. 
Due to this, there will be accumulation of the mucus in the lungs, 
leading to a variety of complications including buildup of 
bacteria causing other infections.  

6) Formation of subpleural bands 
This is a comparatively rare condition found in patients 

where there is a formation of thin curvilinear opacities between 
the surface of the lungs and the chest walls [10].  

The need for a model to handle highly imbalanced dataset 
would help in the identification of the disease with its estimated 
severity for timely treatment. With the spread of the disease to 
over 214 countries [11] of the world with widely varying 
severity and the low detection rates of the disease due to its 
asymptomatic nature, the identification of the disease is proving 
to be a challenge. 

Residual deep neural networks or ResNets [12] follow the 
architecture of Convolutional Neural Networks (or CNNs) [13]. 
They exhibit high control over the information that flows from 
one cell to the next in the cell using a parameterized forget gate. 
These networks have a more refined residual block, a pre-
activation variant of residual block for simplifying the flow of 
learned gradients in the network. 

In the field of auxiliary medical diagnosis technology, 
ensembled deep neural networks [14] have performed extremely 
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capably for the detection of clinical features in the medial 
images. Ensemble network architectures [15] use the activations 
and the feature weights learned from the individual deep neural 
models and their learnings are enhanced for increasing the 
efficiency of their performance. 

Images available for training may not be of uniform contrast 
or brightness for the neural network to identify features within 
them [16]. To improve the contrast improvement index, entropy 
and measure of enhancement [17], Contrast Limited Adaptive 
Histogram Equalization (CLAHE) is used for their 
normalization. The images are split into regions and histograms 
are calculated for each region which are then interpolated in 
between. 

Gradient-weighted Class Activation Mapping (or 
GradCAM) [18] algorithms are a generalization of the Class 
Activation Mapping [19] algorithms used for producing visual 
explanations for trained deep neural models. The better 
localization and clear class discriminative saliency maps allow 
the understanding of the gradient weights built up at the final 
layer in the deep neural architecture [20]. They are combined 
with existing pixel-shaped visualizations to create high-
resolution class-discriminative visualization.  

In this paper, class imbalance is handled by creating splits of 
equal ratios of images across both COVID-19 and non-COVID-
19 images. Each split is trained using a ResNet model and the 
outputs of the individual models are ensembled using a feed 
forward neural network. The effect of increasing contrast within 
the image by using CLAHE enhancement is analyzed. The 
features identified by the trained network are visualized using 
the GradCAM algorithm. 

The rest of the paper is organized as follows. Section II gives 
the summary of some of the best deep neural networks used for 
medical image classification. The system design of the 
developed deep neural network is given in Section III, followed 
by the implementation details in Section IV. Results obtained 
from the model along with their analysis is presented in Section 
V. Section VI presents the conclusion of the paper with Section 
VII summarizing the proposed future works with improvements 
for the paper. 

II. RELATED WORKS 

The summary of some of the state-of-the-art work done in 
the field of classification of medical images, ensemble networks 
and imbalanced datasets is given below with a detailed 
discussion on its advantages and comparison with our developed 
model. 

Ensemble deep neural network architectures are generally 
applied for the optimization of the performance of a single 
constructed network. Mporas and Naronglerdrit [21] evaluated 
the existing well-known pretrained models identification of 
COVID-19 in X-Ray images with publicly available datasets. 
Rafi [22] implemented an ensemble system for the detection of 
COVID-19 in X-Ray images. This network aimed to combine 
two state-of-the-art models, ResNet and Deep CNN, that used 
transfer learning techniques to achieve more accurate results. A 
SoftMax optimization function was used to further optimize 
over the trained models with pre-trained weights for faster 
concurrence. 

In our model, the dataset contained highly imbalanced chest 
CT scans which were normalized using CLAHE algorithms for 
enhancing their features. These images were resampled and fed 
to a cluster of ResNet models for creating an ensemble 
architecture for improving the efficiency of the system and to 
balance the dataset by eliminating the high bias between the 
classes. 

Liu et al [23] developed an ensemble architecture for highly 
imbalanced data using under sampling methods giving high 
performance with highly overlapped and skewed distributions. 
The use of classification hardness distribution concept helped to 
overcome the difficulties even with the presence of noise and 
missing values in the chosen dataset. Cahyana et al [24] 
expanded their minority class by oversampling to fix the size of 
the majority class for increasing the number of its instances for 
training the model for classification.    

In our model, the dataset contained imbalance distribution of 
images in the binary classes and this was studied to improve the 
performance of our model by combining the attribute weights of 
each model trained with proportional images distributed in the 
classes and combined using an ensemble method. This has 
helped to avoid the oversampling of the minor class and ensure 
the high performance of the model for classification. 

Deep neural architectures that implement supervised 
learning algorithms suffer from high prediction bias due to an 
imbalanced dataset resulting in poor performance and low 
computation efficiency. Aggarwal et al [25] used Active 
Learning (AL) algorithm to increase the effectiveness of 
labelling using an acquisition function. This function trains on 
the labelled dataset before picking more from the unlabeled 
dataset until the entire budget is spent.   

Our model handles the imbalanced dataset by splitting the 
class with the higher images into multiple sets and training each 
set of the images with the images from the minor class. The 
performance of each deep neural model with a set of the images 
paired with the minor class is then saved with its learnt feature 
weights after training. The activations from each of the models 
is then used to build an ensemble network with high 
performance over the individual models. 

Wang et al [26] performed the detection of COVID-19 in X-
ray images dataset with data enhancement to 17 times the size 
for classification into COVID-19 positive, normal and viral 
pneumonia labels. They used transfer learning to fusion multiple 
trained models for dynamically improving their weight ratio 
during the training process.  

In our paper, the enhancement of the dataset images were 
performed using CLAHE histogram for the ensemble ResNet-
ANN model to extract the features for the classification of 
COVID-19 chest X-Ray images into COVID-19 positive and 
negative. This method would be applicable to study the 
imbalanced dataset with no oversampling to improve the quality 
of the training classification model. The learning of the model 
was visualized by using the Grad-CAM algorithm for 
observation. 

In summary, an imbalanced COVID-19 dataset with chest 
CT-scans was chosen for binary classification. To improve the 
performance of the model, an ensemble architecture with 
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multiple ResNets was developed with the major label split into 
sub-datasets for training with the minor dataset individually and 
the trained weights were fed into various meta classifiers for 
categorization. The visualizations of the trained attributes was 
done using the Grad-CAM algorithm and the analysis presented. 

III. SYSTEM DESIGN 

This section gives the details of the ensemble ResNet system 
for the binary classification of the COVID19 dataset with 
imbalanced classes. 

 

Fig. 1. Overall Architecture Diagram 

Figure 1 describes the overall design which is adopted to 
handle class imbalance in the number of scans and to detect 
COVID-19 without bias towards any one class. The training and 
testing sets are preprocessed by using Contrast Limited 
Adaptive Histogram Equalization (CLAHE) to equalize the 
images. The training set is then balanced by splitting the set into 
equal parts and an ensemble of classifiers is trained. The testing 
set is analyzed against the trained model and the features 
identified by the model are visualized using GradCAM 
algorithm.  

A. Dataset Description 

The dataset contains chest CT-scans scraped from the Web 
[27] with the distribution given in Table I. Class 0 refers to the 
images that are obtained from those who have not tested positive 
for COVID-19 and Class-1 images are collected from those 
tested COVID-19 positive. The dataset has a high imbalance of 
positive images. 

TABLE I.  IMAGES PER CLASS DISTRIBUTION 

Severity Class 0 

 

Class 1 

 

Training set 566 5810 

Testing set 50 100 

B. Preprocessing 

The CT Scan images are preprocessed by applying the 
CLAHE filter [28] which is a variant of Adaptive Histogram 
Equalization (AHE) [29]. AHE works on the principle of 
contrast amplification [30] and has a disadvantage of over 
amplifying noise when there are near-constant regions. This is 
overcome by using CLAHE which clips the histogram at a clip 
limit thereby limiting amplification to a value between 3 and 4. 
CLAHE performs histogram equalization locally, pixel by pixel. 
Algorithm 1 is used for applying CLAHE normalization on the 
collected CT-scans and to improve the contrast of the images. 

Algorithm 1: CLAHE Normalization for pre-processing the 
images 

 

C. Class Balancing 

Imbalance in dataset [31] classes can result in the model 
overfitting the data of the major class and not being able to 
predict the minor class effectively. To resolve this, resampling 
[32] of the dataset using replication of minority classes is 
performed by calculating the ratio with which the dataset should 
be split as seen in Algorithm 2. This ensures the majority class 
is balanced with the minority class as in each split, all the 
samples of the minority class are present and the same number 
of differing samples of majority class are present. The split 
factor determines the balance of major and minor classes.  

Algorithm 2: Determining Dataset Split Ratio 

 

D. Modelling Each Data Split 

Once the dataset is split into divisions with equal ratios of 
major and minor classes, each division is modelled using the 
ResNet model. ResNets [33] are a deep neural model that solve 
the vanishing gradient problem by using “Residual blocks” 
which are seen in Figure 2. 

 

Fig. 2. Structure of ResNet Block 

The core aspect of residual blocks are “skip connections” 
[34]. Using skip connections the output ���� can be defined as, 

���� � ���� � �            (1) 

ResNets resolve the vanishing gradient problem by creating 
many small networks that are ensembled together to create a 
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deeper network. The output of a previous layer is added to a 
deeper layer and this process is repeated throughout the network 
ensuring that there is a continuous propagation of values. 

E. Ensemble ResNet Architecture 

 Once ResNets are built for each dataset split, an ensemble 
network is created. Ensembling [35] involves modelling the 
predictions of individually trained models in order to improve 
the performance of detection. Each individual ResNet is trained 
on a particular dataset split and then the entire training set is run 
against the trained ResNets as seen in Figure 3. The output 
predictions of the ResNet models are then trained using a Level-
1 classifier achieving a two-step optimization in learning. The 
Level-1 classifier is chosen as an ANN based on the overall 
performance of the classification model. 

 

Fig. 3. Ensemble Network to Resolve Class Imbalance 

IV. SYSTEM IMPLEMENTATION 

The neural models are implemented using Google Colab 
with Intel(R) Xeon(R) CPU @ 2.20GHz Processor, 13 GB 
RAM and 12GB NVIDIA Tesla K80 graphics processor. 

A. Dataset Preprocessing 

The images from the dataset contain chest CT-scans from 
both patients tested positive for COVID-19 and those who tested 
negative. These images undergo normalization using Contrast 
Limited Adaptive Histogram Equalization (CLAHE) [36] 
normalization for over-amplification of the contrast. This 
procedure is applied on the luminance channel of the images and 
the results are after equalizing only the luminance channel [37] 
of an Hue Saturation Value (HSV) image. The clip limit [38] 
which acts as the threshold for contrast limiting is taken as 5. 
Figure 4 a) and b) show how CLAHE histogram equalization  
increases the contrast within the image and shows how the 
features within the image get highlighted with better 
equalization. Once CLAHE histogram equalization is applied, 
the CT scan images are augmented using Keras’s Image Data 
Generator [39]. Augmentation parameters used are specified in 
Table II. 

B. Balancing the Dataset 

 The processed data set is then resampled to avoid class 
imbalance. In this dataset collected, positive COVID-19 images 
are the major class and negative COVID-19 images are the 
minor class. The split factor of the dataset is taken as 2 i.e. the 
number of positive COVID-19 images in each dataset split is 
twice the number of negative COVID-19 images in that split. 

 

Fig. 4. CT Scan Image of COVID-19 Positive Patient a) Original Image b) 
with CLAHE Histogram Equalization 

TABLE II.  IMAGE DATA GENERATOR PARAMETERS 

Parameter Value 

Rotation Range 40 degrees 

Width_shift_range  0.2 

Height_shift_range 0.2 

Rescale 1/255 

Shear_range 0.2 

Zoom_range 0.2 

Horizontal_flip True 

TABLE III.  TRAINING PARAMETERS OF INDIVIDUAL RESNET MODELS 

Parameter Value 

ResNet Version 1 

Number of Layers  20 

Loss Categorical Cross Entropy 

Optimizer Adam 

Learning Rate 0.01 

Batch Size 64 

Epochs 10 

The number of dataset splits is calculated to be 5 according 
to Algorithm 2. Each of the 5 dataset splits has 566 non COVID-
19 images and 1162 positive COVID-19 images. 

C. ResNet Model 

The ResNet model was built using Keras and TensorFlow 
[40]. The model has an initial convolutional layer with 16 filters 
of 32 x 32 dimensions applied. The outputs of the initial 
convolutional layer are fed to a batch normalization layer 
followed by an activation layer. Next, 64 filters of 32 x 32 
dimensions are applied followed by layers of batch 
normalization, activation and convolution. This process is 
repeated by reducing the dimensions of the filters by half and 
doubling the number of the filters until the number of filters 
reaches 256 and the dimensions are 8 x 8.  

At each stage of the ResNet there are residual blocks that 
concatenate the output of the previous block with the output of 
the current block using a concatenation layer. The activation 
function used in these hidden layers is ReLu [41]. The final 
stage of the ResNet involves average pooling and flattening the 
vectors to form a 1D tensor. The output layer has 2 nodes which 
are activated using SoftMax activation [41]. The ResNet 
models are trained using the parameters described in Table III. 
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D. Ensemble Neural Network 

Once the ResNet models are trained, each image of the 
training set is run through each of the 5 models and the output 
activations are noted and then fed into a Level-1 meta classifier. 
The Level-1 classifier learns the features from the already 
optimized activations and tries to determine if the CT scan 
images have COVID-19 or not. 

Different machine learning algorithms are implemented as 
a part of determining the best meta classifier. It is observed 
from Figure 5 that the Artificial Neural Network (ANN) 
performed as the best Level-1 classifier with the accuracy of the 
predicted images at 87.13%. This can be attributed to the size 
of the dataset being smaller along with the presence of 
imbalanced data classes enabling the deep neural model to 
execute its own feature engineering to search for features and 
converge faster during the training of the model. 

 

Fig. 5. Performance Comparison of Meta-Classifiers with Normalized and 
Unnormalized Images 

The Level-1 ANN model has 10 input nodes corresponding 
to the output probabilities of 5 level-0 models. It is followed by 
7 hidden layers with 8,16,32,64,64,32,16 and 8 nodes each 
activated by ReLu activation function. The output layer has 1 
node activated by Sigmoid [41] activation function. The Level-
1 ANN classifier is trained using the parameters given in Table 
IV. 

TABLE IV.  TRAINING PARAMETERS OF LEVEL-1 ANN CLASSIFIER 

Parameter Value 

Loss Binary Cross Entropy 

Optimizer Adam 

Learning Rate 0.01 

Batch Size 32 

Epochs 50 

V. RESULTS AND ANALYSIS 

This section presented the results obtained from the 
classification of COVID-19 CT-scan images using the 
ensembled ResNet model developed. 

A. Training plot of the ensemble ResNet for the classification 

of COVID-19 CT scans with and without CLAHE histogram 

The training plot of the ensemble ResNet-ANN model using 
the ANN as meta-classifier is given in Figure 6 along with the 
variation of accuracy and loss. This helps to identify the 
learnings of the model to stop the training before overfitting the 
data but with enough time to avoid underfitting the data.  

The accuracy is observed to have reached a peak at about 
92.34% with the loss at 17.49%.  

 
Fig. 6. Variation of Accuracy and Loss with Epochs for Ensemble ResNet 
Model 

B. Confusion matrix of the ensemble ResNet model trained 

with images normalised with CLAHE histogram  

The confusion matrix of the ensemble ResNet-ANN 
network in Figure 7 is observed to understand the performance 
of the network for the binary classification of images. The 
identification of the classes by the developed architecture 
proves the ability of the model to handle imbalanced datasets. 

 
Fig. 7. Confusion Matrix for the Ensembled ResNet Performance Model 

C. Performance comparison of the ensemble deep neural 

model for normalised and unnormalised images 

The performance of the trained ensemble model for binary 
classification is analyzed with accuracy, precision recall and 
F1-score values. 
Accuracy [42] gives the ratio of the correctly classified 
instances to the total number of instances.   

�		
��	 �  ��� � ��� ��� � �� � �� � ���⁄         (2) 

Recall [42] value gives the proportion of actual positive 
instances to the total number of predicted positive instances.  
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��	��� �  �� �� � ��⁄             (3) 

Precision [42] gives the proportion of predicted positive values 
that are actually positive and its variance with no. of dense 
layers. 

���	����� � �� �� � ��⁄             (4) 

F1 score [42] combines the precision and recall value of the 
trained deep neural model using a harmonic mean. 

�1 �	��� � 2 ∗ ���	��� ∗ ��	��� ����	����� � ��	����⁄  (5) 

F1 Score is a better measure to seek a balance between 
Precision and Recall. This is highly useful in cases such as here 
where there is an uneven class distribution (large number of 
Actual Negatives). 

TABLE V.  PERFORMANCE OF THE ENSEMBLED RESNET MODEL  

Trained over CLAHE normalized images 

Class Precision Recall F1-Score Accuracy 

0 0.97 0.64 0.77  
0.87 1 0.85 0.99 0.91 

Avg. 0.91 0.81 0.84 

Trained over Unnormalized images 

Class Precision Recall F1-Score Accuracy 

0 0.99 0.23 0.33  
0.73 1 0.71 0.99 0.83 

Avg. 0.86 0.73 0.67 

 
Fig. 8. GradCAM Visualization of CT Scan Images of Patient Tested 
Positive for COVID-19 with the Prediction Score at a) 0.51 and b) 0.79 
 

From Table V, it is observed that the images that the model 
performed better when the input images were normalized with 
the CLAHE than the unnormalized images. The identification 
of the Class 0 images was performed inadequately when the 
model was trained with unnormalized images. An accuracy of 
0.87 was obtained when the ensemble model was trained with 
images pre-processed with CLAHE histogram. 

D. Visualisation if the activations of the trained Ensemble 

ResNet model over normalised images using GradCAM 

GradCAM visualisation of the trained weights of the 
ensembled ResNet model on the CT scans dataset for Class-1 
images is done here. This helps to provide a visual explanation 
for the trained deep neural model on the input dataset. From 
Figure 8 a) and b), the GradCAM visualization of the image is 
observed to possibly identify the areas of clinical features such 
as Ground Glass Opacities, air space opacification in the CT 
scan images for their classification as belonging to Class-1 or 
COVID-19 positive. 

VI. CONCLUSION 

An ensemble method is introduced to deal with class imbalance 
while dealing with identification of positive COVID-19 CT 
scans. The normalization of the images is achieved by applying 
CLAHE histogram over the images for enhancing their features 
before splitting the dataset into equally balanced parts and 
feeding the images to the Level-0 ResNet models for training. 
The output containing the activations with feature weights 
learned by these multiple ResNet models are used to create an 
ensemble network architecture for enhancing their performance 
and improving the existing bias in the binary classes of the 
images. The model performed with an accuracy of 87.23% with 
CLAHE enhanced images and the learning of the trained 
models are visually represented using GradCAM algorithm. 

VII. FUTURE WORKS  

The application of augmentation in the deep neural networks 
for the localization of the symptoms found in the visualization 
on CT scan images can be explored further for the diagnosis 
any disease. This would enhance the results presented for 
proper diagnosis and treatment of the patients for their recovery 
at the earliest. 
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Abstract— Quadcopter, also known as quadrotor, is an 
unmanned Ariel vehicle (UAV). This paper presents the 
dynamic analysis of a quadcopter for propulsion and flight 
control with system noise. The quadcopter is maneuvered by 
adjusting the angular velocities of the rotors which are 
controlled by the DC motors. In this paper, a novel controller is 
proposed that uses the properties of four-element viscoelastic 
material. To make the system robust some random noise is 
generated which is absorbed by the controller. The performance 
of the novel controller is compared with the conventional PID 
controller by making both the controller optimum. The 
robustness of the novel controller is compared with the PID 
controller by using the force-displacement hysteresis curve. 

Keywords— unmanned aerial vehicles; UAVs; Quadcopters; 
PID controller; vertical takeoff and landing; VTOL 

I. INTRODUCTION  

There are many types of multicopters which use different 
platforms such as Tricopter, Quadcopter, Hexacopter etc. 
Quadcopter has received significant attention of researchers as 
it gives rise to several areas of interest, which are very 
complex in nature. The Quadcopter has evolved into more 
complex system [1] [2]. The design requirements for various 
usage of UAVs have given various problems in the field of 
stability. Hence researchers have developed various control 
techniques to achieve stable system. There are different 
control systems applied for robust control of a Quadcopter, 
including PID controllers [3] [4] [5], LQR controllers [6], the 
backstepping control [7] and other nonlinear controllers [8]. 
The Quadcopters are used for various applications such as 
civilian applications, including remote sensing, aerial 
imaging, firefighting, environmental measurement, disaster 
relief and emergency management, situational awareness, 
infrastructure surveys, and several other military and 
commercial applications. While in operation the Quadcopters 
experience various forces, which can destabilize it. One of the 
main problems with the linear control system is adaptability 
with random forcing functions that come into action when a 
Quadcopter is flying. Most of the linear controllers fail when 
these forcing functions dominates. In this paper we tried to 
develop a novel control technique that will take care of the 
above problem. The controller is based on the response of a 
four-element (FE) viscoelastic material. 

 
 

This is achieved by developing a mathematical model for a 
Quadcopter and then the controller is optimized and applied 
to the system. The results are compared with a conventional 
PID system.  

 
 
Mathematical Model of Quadcopter: 

THE FIGURE BELOW SHOWS THE BODY FRAME OF A 

QUADCOPTER MODEL. 

 
Figure 1Inertia and Body frame of a Quadcopter 

 
In inertial frame the absolute position of the Quadcopter is 
defined as ζ. Similarly, the angular positions in inertial frame 

is defined as η. Pitch angle θ determines the rotation of the 

quadcopter around the y-axis. Roll angle Φ determines the 

rotation around the x-axis and yaw angle Ψ around the z-axis. 
The variable q contains both the linear and angular positions. 
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The Centre of mass of the Quadcopter is considered as the 
origin of the body frame. Vb and  are considered as the linear 
velocities and the angular velocities respectively in body 
frames. 
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The rotation matrix is given by Q as follows:  
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Where Sx=Sin(x) and Cx=Cos(x). Here Q is an Orthogonal 

matrix, Hence 1 TQ Q− = . 

 

 
Suppose W is the transformation matrix for angular velocities 
from Inertial frame to the body frame. Then W is given by: 
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Here the Quadcopter is assumed to be symmetric about X and 
Y axes. Hence the inertia matrix is a diagonal matrix, which 
is given by: 
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The angular velocity of the rotor n, denoted as n gives force 

Fn which is given by: 
2

n nF k=  

Similarly, the torque due to the above rotor n is given by: 
2

n nb =  

Where k and b are lift and drag coefficient respectively. The 
combined force generated is in Z direction and is given by: 
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Where l is the distance between center of mass and the rotor. 
 
Newton-Euler equations: 
 
In the body frame the body is moving with an acceleration 

b
bV  for which the force required is m b

bV . The centrifugal 

force is given by ( ( )b b
b bw mV ). Now these two forces will 

be equal to the gravity force and thrust force created due to 
the rotors. Hence the equation is given as follows: 
 

( )b b b T b
b b bmV w mV Q G F+  = + …………………(I) 

The centrifugal force is nullified in the inertial frame hence 
the above equation is reduced to: 

bm mG QF = +  

0

0
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= − + −
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In the body fixed frame, the angular acceleration of the inertia 

is b
bI  and the centripetal force is  ( )b b

b bI  . Now 

these two forces are equal to external torque  . Hence the 
equation is given by: 

( )b b b
b b b bI I   +  = ………………………(III) 
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q I I I
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…………(IV) 

The various parameters used for the quadcopter are given 
below: 
 

Parameters Value Unit 
g 9.81 m/s2 
m 2 Kg 
l 0.2 M 
k 1.32E-5  
Ix 1.25E-2 Kgm2 
Iy 1.25E-2 Kgm2 
Iz 2.5E-2 Kgm2 
b 5.17E-7  

Table 1parameters of the Quadcopter 

 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 2Representation of Euler angles 
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1. Control Design: A PID controller for the 
above Quadcopter ca=n be designed as follows: 

Suppose we have four inputs (i.e. three Euler angles and 
altitude), then the error dynamics equation is given by: 

 0I d pe K e K e K e+ + + = ………………(V) 

Where, e=desired state-real state and IK , dK & pK  are 

gains. 
Now the equation for the controller is: 

 

c des I d pK e K e K e = + + + ……………….(VI) 

This gives the thrust force as: 

( ) / (cos( )cos( ))cF m g   = + ………………(VII) 

1.1. Novel Control Law: 
The proposed novel control law is based on the behavior of a 
viscoelastic material. The relationship between the force and 
displacement of a viscoelastic material can be represented by 
multielement models. A model consisting of four elements 
(two spring and two dampers) is shown below. This type of 
materials finds there use in vibration reduction [9] [10].  
The relation between the force and displacement is derived 
below: 

1 1 2( ) ( ) ( ) ( ( ) ( ))mF t k t c t k t t   = + + −

…………….(VIII) 
Where, ( )t  is the resulting displacement of the four-

element (FE) viscoelastic material model. ( )mF t  is applied 

force on the model. ( )t  is displacement in second damper  

as shown in the figure. Now using force balance equation: 

2 2( ( ) ( )) ( )k t t c D t  − = ……………………..(IX) 

Eliminating ( )t  from equation (VIII) we get: 
2
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The above equation represents the constitutive equation of a 
FE viscoelastic model. The novel control law i.e. the four-

element   control law is based on the above equation. The 
equation can be rewritten as: 

( ) * ( )mF t G t= ………………………………….(XI) 

Where, G is the equivalent transfer function of FE controller. 
Now the control law for the quadcopter is given as follows: 

2
1 2 2 1 2 1 2 1 2

2 2

( ( ) )
* ( )c des

k k c k k c k D c c D
e t
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 + + + +
= +  
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4. RESULT AND DISCUSSION : 

The Quadcopter is simulated for the parameters as given 
in the table. Both the controller is designed as given above. 
The results are compared for both optimized controllers. The 
block diagram for the PID/FE controller is given below. 

 

 

A basic input signal is given where for the first 1 sec, the 
altitude increases steadily to 1m then remains stable for 2 sec. 
After 3 sec it again rises steadily to 2m in 3 sec, then the 
altitude decreases steadily to 1m  in 2 more sec. after this the 
altitude remain stable until 10 sec. The other inputs are kept 
constant as shown below. 

 

Figure 5Reference signal for both the controller 

K1 C1 

C2 

Fm(t)
( )t   

 K2 

( )t  

Figure 3Four-element 
viscoelastic material 

Figure 4Control architecture of Quadcopter FE controller 
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Both the controllers are optimized by minimizing the mean 
error and maximum peak. But the two won’t happen 
simultaneously. Hence, we took the minimum value of the 
multiplication of the above two.  

Altitude variation: 

The altitude variation of the quadcopter for the given 
reference as shown in the figure 5 is given below.  

The result for both the controller i.e. PID and FE is shows that 
in PID controller the error variation is much more compared 
to the FE controller. The PID controller takes more time to 
settle and when there is an abrupt change in the input signal 
the peak overshoot of the PID controller is more. Hence the 
FE controller is more stable in all situation in the given 
reference signal. This can be further verified later, when we 
will see the hysteresis curve for both the controller. Here it is 
to be noted that for both the controller there is continuous 
mixing of noise in the input signal, this is why there is a 
continuous variation in the output state even after settling. 

 

 

 

Attitude Variation: 

Similarly, the attitude variation is shown for both the 
controller below. Here as we can see the attitude state is more 
sensitive to the input noise unlike altitude, Hence the 
variation in output state is much more compared to the 
reference signal. But still the FE controller manages to give 
better result compared to PID controller. 

  

 

It is to be noted that, the above response of both the controller 
are obtained with continuous noise input (Both for altitude 
and attitude). The error variation will be consistent due to the 
continuous noise input which is given below. 

 

 

 

 

Figure 6PID controller altitude variation 

Figure 8FE controller altitude variation 

Figure 7Phi variation in PID controller 

Figure 9Phi Variation in FE controller 
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Error Variation: 

 

Figure 10Error variation of output states in PID controller 

 

 

Here, the input force produced in FE controller is way higher 
than the PID controller. Hence it is saturated to the peak value 
of PID controller. 

Conclusion:In this paper we have presented a dynamic 
analysis of quadcopter. The quadcopter is controlled by a 
novel controller which is based on the behavior of four 
element (FE) viscoelastic material. The numerical simulation 
was done to show the robustness and accuracy of FE 
controller. The controller is optimized and compared with 
PID controllerThe results are found to be satisfactory. The 
future work is dedicated to applying the controller in more 
generalist system of Multicopters and the control of 
manipulator on a drone. 
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Abstract— Software Defined Networks (SDNs) are adapted for 

their high programmability and security offered by them for use 

in enterprise networks. The SDN Controller present in these 

networks have the function to route the packets in the network to 

enable communication between the end-point devices connected to 

the network. In this paper, we created an SDN environment in 

Mininet using Ryu Controller to collect the communication data 

to build a topology-based system that could perform dynamic deep 

neural routing in the network. The neural routing model 

implemented here is a multitask learning model hosted on top of 

the SDN Controller that will perform network routing. The 

trained neural network had given a high-performance accuracy of 

99.73% and the proposed system is compared and measured with 

the existing network routing algorithm in SDNs. 

Keywords— Software Defined Networks, SDN routing, Deep 

neural network routing, Multitask learning 

I. INTRODUCTION 

The widespread use of multi-functional networks requires 
the optimization of traffic and the distribution in the 
management of a large number of devices within these networks 
[1]. The need for intellectualization [2] of the networks to make 
them inherently secure with mechanisms to defend themselves 
against attacks and to detect anomalies is required to be 
performed. Providing activation and customization of networks 
like the Intent Based Networks (IBNs) [3] along with Network 
Function Virtualization [4] with high scalability has driven to 
meet the needs of users and enterprises to adapt these networks 
for transmission of large amounts of data across the world.  

Software Defined Networks (SDNs) have a three-tier 
architecture[5] : the Application Plane, the Control Plane and the 
Data Plane. These networks provide flexibility to control traffic 
in the network by decoupling the control plane from the data 
plane for simplifying the network operation and management for 
network innovation. The open and dynamically controlled 
network environment opens up possibilities to programmatically 
control the network with intelligent route planning, traffic 
prediction and classification [6].   

SDNs are a new paradigm that has a centralized architecture, 
compared to the traditional networking architecture, where the 
SDN Controller [7] present in the Control Layer has the 
complete knowledge of the network, including the topology of 
the switches formed by the network, network traffic pattern and 
handling traffic engineering management function. Hence it 
performs the function of routing in the system to establish 
communication across the various hosts in the network. The 

Controller uses a communication protocol such as OpenFlow [8] 
that allows it to host the Control Plane and Data Plane by giving 
the orders for the switches for their activation and to write rules 
into their Flow tables [9].  

SDNs help to create affordable networks with high security 
since the need for intelligent switches is replaced by the 
Controller that uses Dynamic Routing Algorithm [10] to 
perform routing operations in the network. The SDN Controller 
controls the operations spanned out in the entire network due to 
its centralized architecture [11] and implements firewalls in the 
network for hosting an Intrusion Prevention System [12]. 
Routing of packets in the network is handled by the SDN 
controller since it is aware of the SDN schema, referring to the 
network topology and structure. The controller learns the 
configuration of the switches in the network topology by 
flooding the Address Resolution Protocol (ARP) packets to the 
switches to establish the data routes [13].  

A disadvantage presented by the ARP flooding is that it takes 
a significant amount of time during which the switches could be 
vulnerable to a wide range of attacks such as Denial-Of-Service 
(DOS) attacks [14] due to the temporary escalated traffic in the 
network. To avoid this, a neural network model can be trained 
to dynamically determine routes that a packet can take based on 
the instantaneous network parameters without increasing the 
traffic in the network. 

Multitask learning [15] is used to learn inter-dependencies 
between the various traffic parameters in the network for multi-
output neural modelling. The multitask model consists of a 
number of subtasks that could be used to solve multiple parts of 
the same problem. This can be used to predict the activation of 
switches to write rules for SDN routing.  

In this paper, a multitask model is set up based on the 
topology of the SDN network under study. Topology [16] of the 
SDN network helps determine the number and the level of 
switches present. The inputs of the multitask model are network 
parameters and each switch in the topology can be modelled as 
a subtask and the outputs will be used to determine which of the 
switches should be active for the given inputs. The trained neural 
model is used to implement the routing to avoid flooding at each 
instance of running the network. The routes predicted by the 
neural model are added into the flow table of switches via REST 
APIs in the SDN. 

The rest of the paper is organized as follows. Section II gives 
the summary of some of the best works done in SDN and Deep 
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Neural network routing. The system design of the developed 
model is given in Section III, followed by the implementation 
details in Section IV. The analysis of the multitask learning 
model and the evaluation of integration of the model with the 
SDN controller are given in Section V and VI. Section VII 
presents the conclusion of the paper and Section VIII 
summarizes the proposed future works for the paper. 

II. RELATED WORKS 

The summary of some of the state-of-the-art work done in 
the field of Deep Neural Network Routing is given below. 

Mohammed et al [17] explored machine learning and deep 
learning techniques for the classification and prediction of traffic 
in SDNs. They had studied the usage of Convolutional Neural 
Networks (CNN), Autoencoder networks and (Recurrent Neural 
Networks) RNN along with (Long Short-Term Memory) 
LSTMs for the non-linear transformation of data to extract 
useful features of classification.  

Mestres et al [18] worked with knowledge defined 
networking that uses deep learning techniques to gather 
knowledge about the network, and exploit that knowledge to 
control the network using logically centralized control facilities 
provided by SDNs. The designed system used an artificial 
network with traffic as input and average delays as output 
features to prevent potential bottlenecks, packet losses or 
performance drops.  

In our paper, three types of network parameters are 
extracted: traffic, structure and path parameters. The traffic and 
structure serve as inputs and the path parameters serve as outputs 
to our neural model. The number of outputs for the model is 
determined by the number of switches in the network which is 
in turn dependent on the topology of the SDN network. 

Wu et al [19] developed an Artificial Intelligence Enabled 
Routing (AIER) mechanism with congestion avoidance in SDNs 
to alleviate the impact of monitoring periods with dynamic 
routing. The AIER mechanism adds an Artificial Neural 
Network (ANN) hosted in the Control plane to select a suitable 
path to avoid congestion in the network. The dataset for the 
AIER model is collected from generating all data flows in the 
network with a congestion flag.  

In our paper, we develop a neural network model that 
determines the routing path based on network parameters at that 
instant. The outputs of the neural model are translated into 
routing paths that are used to write rules from the SDN 
Controller into the flow table of the switches. 

Zhang et al [20] developed a model using multitask learning 
for short term traffic state forecasting using Gated Recurrent 
Units for intelligent transportation systems. They used residual 
mappings and extracted informative features of the model to 
study the impact of the size of the training data on model 
performance to prevent bottlenecks in the networks due to 
scaling up of the training dataset.  

The multitask learning architecture we have used in 
predicting routes for our SDN consists of a number of sub-tasks 
each of them have the activation of a switch present in the 
network depending on the hosts communicating in the network 
at that instance.  

Zuo et al [21] had proposed traffic engineering with a 
learning-based network path planning using GEANT topology 
and grid networks in SDN. They formed a sequence-to-

sequence model to learn forwarding paths of nodes in the 
network to capture their essential sequential features.  

In our paper, multitask learning has been implemented to 
generate subtasks to predict the activation of the switches in the 
topology-based SDN. To take into account the effect of data 
size to train the model, the dataset has been collected over a 
variety of congestion windows and its effects are studied in the 
results in a clos topology for its high scalability.  

Mao et al [22] used a CNN for intelligent routing at real-time 
for the changing traffic patterns in the SDN. to compute the path 
combinations with high accuracy. The data used for training the 
proposed CNN was collected from running each path in 
combination using conventional routing protocols.  

In our implementation, we have extended the ANN to a 
multitask learning deep neural network where the path 
prediction is divided into a number of subtasks to predict the 
path for the activation of switches and the dataset used 
comprises of the flows collected by simulating traffic with 
various congestion windows in the SDN.  

In summary, the system implemented in our paper uses a 
Multitask learning deep neural network architecture to predict 
the routes through the activation of the switches in the 
constructed Clos topology network for the SDN. The dataset for 
the training of this model was collected by using the network 
traffic parameters obtained from simulating varying congestion 
and traffic flowing in the network to increase the efficiency of 
the performance of the model. This neural model is integrated 
with the SDN Controller using the REST APIs provided in the 
SDN Mininet interface. 

III. SYSTEM DESIGN 

This section gives a brief description of the design of the 
SDN system with the deep neural routing model for network 
routing.   

A. Dataset Description 

The dataset that was used to train the Multitask Learning 
deep neural network comprises three types of parameters [23].  

1) Traffic Parameters 
These parameters given in Table I contain information about 

the traffic flow in the network to avoid possible bottlenecks in 
the network and to increase the efficiency of performance of 
SDNs.  

TABLE I.  TRAFFIC PARAMETERS COLLECTED FROM THE IPERF 

COMMAND 

No. Name Description 

1 Interval Time Taken between successive packets 

2 Ct TCP connect time 

3 Transfer Amount of data transferred 

4 Bandwidth Bandwisth of the link 

5 Write Total number of socket writes 

6 Err Total number of non-fatal socket write errors 

7 Rtry Number of TCP Retries 

8 Cwnd TCP Congestion Window 

9 RTT Round Trip Time 

10 NetPwr Network Power as Throughput/RTT 

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 65



2) Structure Parameters 
These represent the hosts which are involved in the active 

communication in a particular data exchange between two end-
point devices. The communication between hosts could take 
place between hosts connected to the same switch or any other 
switch in the SDN. 

3) Path parameters 
The first layer of switches in the network refer to the 

switches connected directly to the end-point devices or the hosts 
in the network. The higher layer of switches that are involved in 
the routing are traced using a Packet Tracer tool such as sflow-
rt [24] used on the Mininet [25] interface of the constructed 
SDN. The path followed by the data packet through the switches 
is fed into as binary values to train the deep neural network 
model. 

B. Dataset Preprocessing 

The dataset consisting of the traffic, structure and path 
parameters are normalized before using them to train the 
multitask learning model. Normalization [26] is performed to 
scale the data to a value between 0 and 1. Input values can be of 
a wide range which decreases the speed of learning as the time 
taken for the neural model to converge to local minima during 
gradient descent is high. Normalization ensures that the learning 
time is reduced and more features are learnt from the data. Min-
Max normalization ensures that the inputs are within a range of 
(0,1). 

C. Multitask Learning 

The implemented Deep Neural architecture is based on 
multitask learning. 

 

Fig. 1. Multitask Learning Model for Route Prediction 

Figure 1 shows the overall design for the multitask learning 
model. Multitask learning [27] helps the neural network model 
learn the overall network parameters and decide which switches 
will be active for the given parameters. If a single task learning 
model is used, then the neural network would be able to predict 
if a switch is active or not but the prediction would have been an 
independent decision without taking into consideration the 
activation conditions of the other switches. In a multitask 
learning model, the model can predict which all switches are 

activated at the given instant of time. The activation of higher 
level switches depends on which lower level switches are active.  

In the given design, the network parameters are given as 
input. The neural network learns the variations in the network 
conditions as the shared task. The prediction of which switches 
will be active for the given network conditions is carried out by 
the sub tasks. Each sub task is the activation condition of each 
switch. The number of subtasks in the model is dependent on the 
topology of the SDN network and the number of switches 
present in the network. 

D. Modelling of the Multitask Neural Network 

The Multitask Learning Architecture consists of a shared 
Neural Network and then independent Neural networks that 
predict the outputs at each switch. The shared neural model is 
also known as a shared representation.  

1) Forward propagation: 
The network parameters are given as inputs to the shared 
representation. The forward propagation is given by 

�� = ������ + 	�  (1) 

Where, �� and 	� are the weight and bias at layer 
 and ���� is 
the activation at layer 
 − 1. When the value of 
 is 0 i.e., it is 
the initial layer, then ���� takes the values of the input  given 
to the network. 

���� = �  ��� 
 = 0
���� ��� 
 > 0 

The output of the forward propagation i.e. ��  is passed through 
an activation function ��. 

�� = ��(��)   (2) 

The activated output of layer 
 is passed as input to the next 
hidden layer. Once the inputs are propagated through all the 
hidden layers in the shared representation, the output of the 
shared representation is given as input to each of the sub tasks. 
Each subtask has their own set of weights and biases and the 
output of the shared representation is propagated through these 
layers. At the final output layer of each subtask, a cost function 
evaluates the predicted output and the actual output. 

When there are � sub tasks, the cost function for each sub 
task �� is given by, 

�� = ����(��� , ��)   (3) 

where ��� is the predicted output and ��  is the actual output for 
the subtask �. 
The overall cost for the shared representation � is the weighted 
sum of the costs of each individual sub task. 

� = ∑ ∝� ��   (4) 

where ∝�  is the weighting factor that determines the 
contribution of each sub task to the overall cost of the shared 
representation. ∝�  is determined during the hyperparameter 
tuning stage of the neural model. 

2) Backpropagation: 
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Backpropagation is done to reduce the overall cost of the 
neural model by optimizing the weights and biases. In a 
multitask learning model, backpropagation is applied to each 
sub task by using the cost function �� of each sub task � and then 
the backpropagation is applied to shared representation by using 
the aggregated cost �.To perform backpropagation the gradients 
of cost are calculated with respect to weights and biases. For 
each sub task �, the gradients are calculated for each hidden layer 

 of the sub task. 

"#$
"%$&

= '#$
'($&

����    (5) 

"#$
")$&

= '#$
'($&

    (6) 

The weights and biases are optimized by using the gradients. 

��� = ��� − * "#$
"%$&

   (7) 

	�� = 	�� − * "#$
")$&

    (8) 

Where,  * is the learning rate of the model. 

Once the backpropagation is applied to the sub tasks, the loss 
is propagated through the shared representation. The aggregated 
cost J is used to calculate the gradients for each hidden layer l of 
the shared representation. The weights and biases are optimized 
by using the gradients. 

"#
"%& = '#

'(& ����    (9) 

"#
")& = '#

'(&    (10) 

�� = �� − * "#
"%&   (11) 

	� = 	� − * "#
")&    (12) 

Where,  * is the learning rate of the model. 

E. Configuring REST APIs in the SDN  

 Representational State Transfer or REST APIs [28] are used 
to communicate between the SDN Controller and the 
applications or services that would be running in the network to 
facilitate automation with network programming. 
OFCTL_REST API [29] is used for retrieving and updating the 
switch stats to help debug and update the flow table of the 
switches for network routing. 

IV. SYSTEM IMPLEMENTATION 

This section gives the implementation details of the Deep 
Neural network along with its integration with the SDN. 

A. SDN Setup 

The SDN was set up in a Windows 10 with Intel i7 7th Gen 
Processor with NVidia GeForce 940MX with Oracle VM 
Virtual Box with 4GB RAM allocation to host the Mininet 
version 2.2.1 with OpenFlow 1.3 on Ubuntu 18.04. RYU 
controller 4.34 is established in the SDN as the central 
coordinator of the network making up the Control Plane with 
OpenVSwitch 2.14. The network follows a clos topology [30] 
that uses double-layered switches. The network constructed here 

consists of 8 hosts connected to 7 switches with a Ryu 
Controller. 

This network can be extended as per the requirement in the 
constructed SDN. Clos topology is the most common topology 
used in the cloud networks and is a multi-layer switching 
network where the number of switching layers determines the 
structure of the clos network. The clos topology has three stages- 
the ingress stage, middle stage and egress stage. Each packet 
entering the ingress stage can be routed through any of the 
middle stage switches to the relevant egress stage switch. The 
advantages of using a clos network is that it can be scaled 
horizontally and also has low latency in accessing data. In case 
any switch in the middle stage of the clos network fails, then the 
packets can be routed through any of the other remaining middle 
stage switches thereby guaranteeing fault tolerance. 

B. Dataset collection using the iPerf command 

1) Network parameters 
The traffic parameters are collected by the iPerf command in 

the XTerm terminal of the hosts in the SDN. iPerf tool [31] is 
used to measure the bandwidth and the quality of a network link 
by implementing a client-server architecture between the source 
host and destination host which are communicating across the 
network. The parameters that the iPerf command uses is given 
in Table II. 

TABLE II.  IPERF COMMANDS ON THE SERVER AND THE CLIENT SIDE 

Server side 

Command Description 

-s -server 
Starts iPerf in server model and waits 
for an iPerf client to contact it 

Client side 

Command Description 

-c -client <Host> 
Starts iPerf in client mode and connects 
with the iPerf server 
 <Host> (IP address or DNS name) 

-t time <Time> 
(default: 10 seconds) 

Sets the duration of the connection in 
seconds 

-I -interval 
Seconds between periodic bandwidth 
reports 

-b -bandwidth <BW> Sets the bandwidth for data transfer 

-e -enhanced output Display enhanced output reports 

-w -window size <Size> TCP window size 

-f -format 
Format to report: Kbits, Mbits, Kbytes, 
Mbytes 

-h -help Outputs the help text 

-v -version Outputs the version 

2) Structure Parameters 
 The communication between the source and destination host 
is established by using simple ping commands. The commands 
for transferring data from the source host are done by using the 
XTerm terminal [32] for that particular host. 

3) Path Parameters 
A packet tracer tool such as sflow-rt is used in the SDN to 

find the path used by the data packets to travel across in the 
network. This tool captures all the data packets being currency 
transmitted across the network. The packets using the OpenFlow 
protocol are traced and the switches that transfer the data packets 
in the data transfer are recorded in the dataset.  During any data 
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transfer between two hosts, the first layer switches connected to 
the host are always active. The second layer switches, connected 
only to the first-layer switches, are chosen based on the present 
state of traffic in the system. 

In Figure 2 a), we observe that the second-layer switch S5 is 
actively used for the data transfer between the hosts connected 
to the first layer switches. In Figure 2 b), S7 is the second layer 
switch chosen by the constructed clos topology in the SDN. 

  
Fig. 2. a) Tracing of the OpenFlow packets using sflow-rt to identify the active 
Layer-2 switch(S5), b) The switch S7 is chosen as the Layer-2 active switch for 
data transfer  

C. Preprocessing the Dataset 

The dataset collected has a total of 1,048,575 samples. The 
dataset is cleaned to remove null instances. The dataset was split 
into a training and testing set with a ratio of 80:20. 
Normalization is done by using Keras’ MinMaxScaler [33] for 
each input field. The minimum value of the field is subtracted 
from each instance of the field and this is divided by the 
maximum value in that field.   

D. Structure of the Deep Neural model for network routing 

 
Fig. 3. Implementation of Multitask Learning Neural Model 

Figure 3 shows the overall implementation of the multitask 
learning neural model. The input layer has 23 nodes 
corresponding to 23 network parameters extracted in the 
dataset. The shared task of neural tries to identify variation of 
features within the input dataset. The shared model comprises 
1 hidden layer with 16 nodes activated using ReLu Activation 
function [34]. ReLu increases the speed of convergence as it 
does not activate for any negative input values. The output of 
the shared representation is fed to 7 sub tasks. Each sub task 

represents the activation of a corresponding switch. The 
number of subtasks is based on the topology and structure of 
the network chosen. The outputs of the subtasks are passed 
through the output layer which has one neuron activated by 
Sigmoid function [34]. Sigmoid function is used as it is a binary 
classification problem where if the output probability is greater 
than 0.5, then the switch is activated. 

E. Parameters for Training 

The parameters of training can be observed in Table III. 
Adam Optimizer [35] is used. Adam optimizer combines 
Momentum and Root Mean Square Propagation (RMSP) to 
control gradient descent such that the step-size can pass local 
minima but the training stops at the global minima. Binary cross 
entropy [36] is the loss function used.  

TABLE III.  TRAINING PARAMETERS OF THE MODEL 

Parameter Value 

Optimiser Adam 

Loss Function Binary Cross Entropy 

Batch Size 128 

F. Training 

The training of the neural model is done on Google Colab 
with Intel(R) Xeon(R) CPU @ 2.20GHz Processor, 13 GB 
RAM and 12GB NVIDIA Tesla K80 graphics processor. 

TABLE IV.  ACCURACY AND LOSS VARIATION WITH NUMBER OF 

ITERATIONS 

Iterations Accuracy Change in 

accuracy (in %) 

Loss Change in 

loss (in %) 

4 97.32 - 6.0 - 

8 98.65 1.36 4.67 22.16 

12 99.73 0.08 4.0 14.34 

16 99.82 0.09 3.2 20 

The accuracy of the deep neural model is calculated with 
increasing number of iterations as shown in Table IV. It is 
interpreted that by increasing the number of iterations the 
values of accuracy increase linearly. Loss is calculated using 
the binary cross entropy function for each epoch. Table IV 
shows that the loss in the model decreases with increasing the 
number of iterations of the training dataset.  

The training is stopped before the model overfits to learn 
noise and irrelevant data but undertraining the model will 
decrease its ability to generalize.  

 
Fig. 4. k-Fold Cross Validation performed with the variation of Accuracy 
across 8-folds 
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When the accuracy increases steeply then the model may be 
overfit and if the number of iterations is too low then the model 
may be underfit. Based on the change in accuracy and loss, the 
model is trained for 12 iterations. In order to ensure that the 
model does not overfit, Stratified k-Fold Cross Validation [37] 
is performed with the number of folds taken as 8. This is 
implemented for cross-verification of the developed model to 
train over the collected dataset before testing. Figure 4 shows 
the variation of accuracy score for the 8 folds of cross 
validation. The average accuracy score is found to be 0.9973. 

G. Integration of the Deep Neural model with the SDN 

Controller  

The SDN Controller uses a standard dynamic routing 
algorithm for updating the flow tables. This approach incurs 
overhead due to flooding and over-writing of rules, making it 
harder and slower for the expansion of the network, decreasing 
the efficiency of SDN’s performance. The integration of the 
deep neural model with the SDN was done by hosting the 
trained model on the Controller to predict the path between two 
hosts for data transfer. The output of the neural model is 
translated to feed into the OFCTL_REST API that is used to 
write the rules into the flow tables of the switches to accept the 
data packets from the corresponding switches or hosts. 

V. EVALUATION OF MULTITASK LEARNING MODEL 

This section talks about the results and analysis of the 
multitask model designed to perform the network routing. 

A. Variation of accuracy on the size of dataset 

Accuracy per batch of dataset is measured with increasing 
size of the dataset collected for training the deep neural network 

as seen in Table V. The accuracy is observed to increase with 
data size being used. The increase in the size of data being used 
will help the neural model to train with a variety of data that has 
varying levels of traffic simulations and paths. The loss 
incurred by the model with increasing dataset size and its 
variance is given in Table V. The loss decreases with the 
increase in data size linearly due to higher number of available 
cases for the model to train and generalize before testing of the 
model is performed. 

TABLE V.  ACCURACY AND LOSS VARIATION WITH THE DATASET SIZE 

Dataset 

size 

Accuracy Change in 

accuracy (in 

%) 

Loss Change in 

loss (in %) 

0.25 88.63 - 88.42 - 

0.5 93.45 5.43 52.98 40.08 

0.75 96.61 3.38 6.39 87.93 

1.0 99.73 3.22 3.13 51.01 

B. Variation of True Positive Rate and True Negative Rate 

with Dataset Size for multilayer switches 

True Positive Rate (TPR) or Sensitivity [38] is defined as 
the number of times the deep neural model categorizes a 
positive value correctly. The trained model should be able to 
identify the switches to be activated in the actual path during 
network routing. 

True Negative Rate (TNR) or Specificity [38] is defined as 
the number of times the negative values are correctly identified. 
In this case, the true negative rate should be high enough to 
predict which switches needn't be active in the network for a 
particular flow of communication between the hosts. 

 
Fig. 5. a) Accuracy on Number of Dense Layers with Layer-1 and Layer-2 switches b) Recall on Number of Dense Layers with Layer-1 and Layer-2 switches c) 
Precision on Number of Dense Layers with Layer-1 and Layer-2 switches d)  F1-Score on Number of Dense Layers with Layer-1 and Layer-2 switches 
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As it can be observed from Table VI, the ability of the neural 
model to predict the positive values correctly increases linearly 
with larger dataset. The prediction of Layer-2 switches varies 
with the traffic present in the system, which changes 
dynamically.  The size of the dataset should be sufficiently high 
to prevent the false negatives and false positives in the network 
to increase the model’s performance.  

TABLE VI.  TPR AND TNR VARIATION WITH THE DATASET SIZE 

Dataset 

size 

Layer 

chosen 

TPR Change in 

TPR (in 

%) 

TNR Change 

in TNR 

(in %) 

0.25 Layer-1 94.14 - 96.73 - 

Layer-2 89.46 - 84.56 - 

0.5 Layer-1 95.03 0.94 97.49 0.78 

Layer-2 92.56 3.46 86.37 2.14 

0.75 Layer-1 97.21 2.29 97.88 0.4 

Layer-2 94.42 2.0 89.21 3.28 

1.0 Layer-1 99.35 2.2 98.46 0.59 

Layer-2 97.65 3.42 90.21 1.12 

C. Accuracy, Recall, Precision and F1-Score on Number of 

Dense Layers with Layer-1 and Layer-2 switches 

Accuracy [39] gives the measure of how close the predicted 
values are to the actual value. Recall [39] value gives the 
proportion of true positive values out of all the positive values 
predicted by the network. Precision [39] gives the proportion of 
predicted positive values that are actually positive and its 
variance with number of dense layers. F1- score [39] combines 
the precision and recall value of the trained deep neural model 
using a harmonic mean. This is highly useful in cases such as 
here where there is an uneven class distribution.  

The variation of Accuracy, Precision, Recall and F1-Scores 
of Layer-1 and Layer-2 switches in the clos network 
constructed here are plotted against the varying number of 
dense layers in Figures 5 a), b), c), d). The accuracy indicates 
how well the model has trained on the dataset.  

It is observed from Figures 5 a), b), c) and d) that the 
accuracy, precision, recall and F1-Score does not seem to 
increase with increasing the number of dense layers. This is due 

to the over-fitting of the data by increasing the number of 
trainable layers in the model. The complexity of the model 
would also increase leading to poorer performance with 
increasing number of dense layers. 

D. ROC Curve and AUC Value 

An ROC curve or Receiver Operating Characteristic curve 
[40] is a graph showing the performance of a classification 
model at all classification thresholds. The AUC or the area 
under the ROC curve [40] gives the aggregate measure of 
performance across all possible classification thresholds. For 
the developed Deep Neural network model, the AUC area is at 
0.987 as seen in Figure 6. 

 
Fig. 6. ROC Curve of the Neural Model 

VI. EVALUATION OF INTEGRATION OF NEURAL ROUTING WITH 

THE SDN CONTROLLER 

In this section, the integration of the neural routing model 
with the SDN Controller is analyzed. 
A. Retry value in network- existing system vs proposed system 

The performance of the SDN system with the Deep Neural 
network for routing integrated and without the neural network 
is done by using the number of retry values [42] required when 
sending the data packets across the network.  

 
Fig. 7. Comparison of SDN with Ryu Controller and Deep Neural Routing a) Retry, b) Round Trip Time and c) Bandwidth in Layer-1 Switches (above) and d) 
Retry e) Round Trip Time and f) Bandwidth in the Layer-2 Switches (below)
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The Retry value in the neural network integrated system for 
Layer-1 switches is plotted in Figure 7 a) and for Layer-2 
switches in Figure 7 d). It can be seen that the number of retry 
values for the neural routing model is significantly lower as 
compared to the traditional SDN routing model for both Layer-
1 and Layer-2 switches. 

B. Round Trip Time value in network- existing system vs 

proposed system  

The Round-Trip Time or RTT [41] is another measure of 
the performance of the SDN system as it determines the speed 
of transfer of data packets in the network. The performance of 
the system with Deep Neural routing model integrated and 
without neural is observed by the low RTT values in Figure 7 
b) and Figure 7 e) for Layer-1 and Layer-2 switches 
respectively. 

C. Bandwidth Value in network- existing system vs proposed 

system 

The bandwidth [42] of the network is observed to drop to 
zero in the existing system as in Figure 7 f) that the proposed 
system handles better by limiting the overhead in the system 
especially with higher layers of switches. The low congestion 
of the data flowing in the network will enable the system to 
maintain a steady bandwidth as observed in Figures 7 c) and f). 

VII. CONCLUSION 

 A deep neural network based on multitask learning 
architecture was implemented using the path, network and 
traffic parameters collected from the SDN. These parameters 
were collected dynamically from the network using packet 
tracer tools deployed on the Application Layer of the SDN. Clos 
topology containing multilayer switches was constructed in the 
network where the data flow between the hosts occurred through 
first and higher layer switches. The constructed neural routing 
model will dynamically determine the higher-layer switches in 
the network by analyzing the collected traffic parameters present 
in the network and activating the switches by writing rules. The 
activation rules for switches present in the data path during 
active communication between the hosts are written into the 
flow table of the switches using OFCTL_REST API. The trained 
deep neural model was evaluated on various parameters to 
determine the efficiency of its performance and the model 
performed switch activations in the network with an accuracy of 
99.73%. The performance of the SDN using the dynamic routing 
model in the existing system is compared with the deep neural 
routing model using the values of Retry, Round Trip Time and 
Bandwidth values collected during the data flows when the SDN 
Controller performed routing on the data with the deep neural 
model performing the route prediction. 

VIII. FUTURE WORKS 

The implemented deep neural routing model using multitask 
learning architecture is topology based and the dependence of 
this model on the constructed architecture could be explored by 
using LSTM architecture for dynamic expansion of the network. 
The scalability of the network can be extended by the 
employment of more hosts in the network and across multiple 
networks in a SDWAN. Further, the prediction of dynamic 

traffic in the network could be implemented with the route 
prediction of the data collected from the traffic and congestion 
forecasts from the future communication between the hosts in 
the network. 
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Abstract— Quantum computation as currently 

conceived is based on the largely unproven Copenhagen 
Interpretation of Quantum Mechanics. By viewing light as 
a multi-layered, symmetrical construct though, it is possible 
to interpret quantum-level dynamics assumed as 
fundamental, differently.  Hence, looking at Schrodinger’s 
Wave Equation and Heisenberg’s Uncertainty Principle 
from the point of view of light, it becomes possible to 
understand quantum-level dynamics as an outcome of a 
multi-layered, symmetry-based model of light.  Such a 
different view of quantum-level dynamics suggests a 
different way to conceive of quantum computation.  As 
such, Schrodinger’s Wave Equation can be viewed as an 
arbitration to take information from behind the quantum-
veil that may exist in antecedent layers of light, and through 
such arbitration or rate of change of the wave-function, 
compute it into material existence.  Heisenberg’s 
Uncertainty Principle suggests that meta-level function 
seeking to precipitate or to be arbitrated into material 
existence may take different form while still fulfilling the 
intent of the meta-level function.  Quantum computation, 
therefore, can be conceived as a creative as opposed to a 
solely constructive process.  The object of quantum 
computation in such an interpretation of quantum 
phenomena is nothing other than to continue to create 
something new, or to continue to enhance materialization of 
meta-level function, rather than to simply construct based 
on regurgitating programming-based instruction.   

 
Keywords— Quantum Computation, Schrodinger’s 

Wave Equation, Heisenberg’s Uncertainty Principle, 
Symmetrical-Model of Light, Planck’s Constant, Speed 
of Light, Copenhagen Interpretation of Quantum 
Mechanics 

I. INTRODUCTION  
 

The jury is still out on the dynamics that animate the 
quantum level. 

It is assumed, based on the Copenhagen Interpretation of 
Quantum Mechanics, that a quantum-object will exist in a 
number of superposed states until measured. The act of 
measurement will cause the quantum-object to collapse into an 
observable state, and therefore it will be impossible, given 
today’s science and technology, to know what is happening 
behind the quantum-veil. 

Yet quantum computation assumes knowledge of 
phenomena behind the quantum-veil, and subsequently that an 
n-qubit quantum computer can exist in 2^n (2 to the power n) 
states simultaneously. Further, it is assumed that if these qubits 
can be entangled, then the combination of the dual properties of 
superposition and entanglement, will confer quantum 
computers with extraordinary processing power. 

If, however, an alternative light-based view of quantum 
phenomena were to be adopted (Malik, 2018b), there are 
different implications for quantum computation (Malik, 2020).  
Such implications can be teased out by interpreting cornerstone 
quantum-level equations, such as Schrodinger’s Wave 
Equation and Heisenberg’s Uncertainty Principle.   

Schrodinger’s equation, which seeks to model how a 
quantum state of a quantum system changes with time, or in 
other words seeks to model matter as a wave rather than as a 
particle (Stewart, 2012), is depicted in the following, Equation 
(1): 

𝑖
ℎ
2𝜋

𝜕
𝜕𝑥 𝜓 =	𝐻+𝜓 

 

Eq. 1:  Schrodinger’s Wave Equation 

𝜓 depicts a wave form and can be thought of as a probable 
cloud of possible states.  𝐻+ is the Hamiltonian operator, which 
acts as a focusing function.  In its essence what the equation is 
likely suggesting is that the way a wave form changes over time 
is equivalent to some expressible state of the possibilities 
inherent in the cloud of possible states.    

Heisenberg’s uncertainty principle, that calls out the 
difficulty in measuring any two properties of a quantum-object 
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at the same time, and in the following, Equation 2, focusing on 
momentum (p) and positions (x) of a quantum-object, is 
depicted as: 

∆𝑝	𝑋	∆𝑥	 ≥ 	
ℎ
4𝜋 

 
Eq. 2:  Heisenberg’s Uncertainty Principle 

This paper will first summarize a multi-layered, symmetry-
based model of light that will be associated with the “cloud of 
possible states” (Section II).  It will then suggest an interplay 
(Section III) between Planck’s Constant, h, and the speed of 
light, c, to offer interpretations and some quantum computation 
implications of the Schrodinger equation (Section IV) and 
Heisenberg’s uncertainty principle (Section V) based on the 
proposed model of light (Malik, 2018a).  The model of light, 
interpretations of the fundamental quantum-level equations, 
and some implications for quantum computation will then be 
summarized (Section VI). 

II. LIGHT-BASED MODEL 
 

Light has a significant impact on the experienced nature of 
reality. Fundamentals such as space, time, and the possibilities 
of the movement of objects are all tied to the reality of light 
traveling at speed c, 186,000 miles per second in a vacuum 
(Einstein, 1995). By extrapolating on the necessity for light to 
move at a constant speed of c it is possible to construct a multi-
layered light-based model (Malik et al 2019; Malik 2020) 
which can provide significant insight into the nature of quanta, 
and subsequently on the interpretations of the Schrodinger 
equation and the Heisenberg principle. 

In this model the infinite information conceived were light 
to travel infinitely fast depicted by the row 𝑐∞: [𝑃𝑟, 𝑃𝑜, 𝐾, 𝐻] 
in Equation 3, below, precipitates into material reality, 𝑐𝑈 - 
where light travels at speed c, via intermediate realities where 
light is envisioned to exist at speeds slower than infinity, but 
faster than c. These intermediate realities are specified by rows 
𝑐𝐾 and 𝑐𝑁 respectively, such that 𝑐𝑈 < 𝑐𝑁 < 𝑐𝐾 < 𝑐∞.  Note that 
Einstein’s Theory of Relativity does not disallow speeds of 
light greater than c:  it is the acceleration to speed c from a 
slower speed that is not possible (Perkowitz, 2011).  Further, 
spaces with light speeds greater than c should be viewed as 
conceptual spaces made to vary were light to travel at different 
speeds, or property spaces, being separate from but influencing 
physical space as explored by Nobel Physicist Frank Wilczek 
(Wilczek, 2016).   

Referring to the matrix-equation, Equation 3, that follows, 
precipitation itself takes place via a series of quantization 
functions.  The first quantization (↓) is specified by (↓ 	R!! =
		f(R!")) and suggests that reality (R) at c", R!!, is a function 
(f) of reality at c#, R!".   

The states of all-presence (Pr	)  formed because light is 
instantaneously present in whatever volume is being 
considered, all-power (Po) formed by the ability of light to 
overpower any other emergence, all-knowledge (K) formed by 
the fabric of light being able to record any appearance or 
disappearance of event, and all-harmony (H) formed by 

everything being connected in the nature of the all-present light, 
are mathematically transformed into large sets as specified by 
c":	[S$%, S$&, S", S'], where S$% is the set of all-presence, S$& is 
the set of all-power, S" is the set of all-knowledge, and S' is 
the set of all-harmony, respectively.   

A further quantization takes place via (↓ 	R!# = 		f(R!!)), 
and suggests that reality (R) at c(, R!# , is a function (f) of 
reality at c", R!!.   

Hence, elements from each of the four sets combine in 
unique combinations, specified by c(:	f(S$%	x	S$&	x	S"	x	S'), to 
create a bases for a practically infinite number of unique seeds 
or functions. 

A final quantization, specified by (↓ 	R!$ = 		fDR!#E) , 
suggests that reality (R) at c*, R!$, is a function (f) of reality at 
c(, R!#.  This quantization results in material reality, specified 
by c*:		[S, T, E, G], where S refers to Space, T refers to Time, E 
refers to Energy, and G refers to Gravity. Specifically, “Space” 
– envisioned to be the arena for all the subtle-seeds to exist and 
subsequently leading to the creation of material possibility; 
“Time” – ensuring that the possibilities in the seeds are worked 
out; “Energy” – associated with seeds and their conversion into 
matter; and “Gravity” – specifying relationships between seed 
and seed and seeds and seeds.  Further, Space, being a 
repository of archetypes represents light’s property of 
knowledge (K); Time, assuring maturity regardless of 
opposition represents light’s property of power (Po); Energy, 
allowing seeds to have presence, represents light’s property of 
presence (Pr); and Gravity, allowing relationship between seed 
and seed, represents light’s property of harmony (H).   

Hence the multi-layered fourfold light-based model is 
summarized as (3): 

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡

c#: [Pr, Po, K, H]
(↓ 	R!! = 		f(R!"))
c":	[S$%, S$&, S", S']
(↓ 	R!# = 		f(R!!))

c(:	f(S$%	x	S$&	x	S"	x	S')
(↓ 	R!$ = 		fDR!#E)
c*:		[S, T, E, G] ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

+,-./

 

 

Eq. 3:  Multi-Layered Fourfold Light-Based Model 

Note that because space-time-energy-gravity appears to 
come into existence when light precipitates to speed c, it is fair 
to assume that the deeper nature and activity at the quantum veil 
before matter is formed, is of the substance of space-time-
energy-gravity. As proposed in The Origins and Possibilities of 
Genetics (Malik, 2019), space-time-energy-gravity can also be 
thought of as the script used to write a “law” about any specific 
emergence, which get aggregated into the overall dynamics of 
Space, Time, Energy, and Gravity as experienced at the macro 
level.  
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III. THE INTERPLAY BETWEEN PLANCK’S CONSTANT 
AND SPEED OF LIGHT 

In this model of Light, quanta are perceived as a bridge 
mechanism that allows subtle information in a conceptual space 
determined by a faster moving speed of light, to quantize or 
materialize some of that information, more concretely, in a 
conceptual space determined by a relatively slower moving 
speed of light. 

This implies that emergence in the layer where light exists 
at c, has to take place via the device of quanta.  Planck’s 
discovery that energy at the subatomic level requires a 
minimum threshold ‘quantum’ to express itself perhaps relates 
to this.  Einstein postulated quanta as a fundamental property of 
light itself, rather than as something that arose in the interaction 
of light with matter as Planck thought.  Note that Planck’s 
treatment of quanta was more as a mathematical convenience 
that allowed the derivation of an equation that explained the 
curve of radiation wavelengths at varying temperatures of a 
heated black body (Isaacson, 2008).  Einstein’s theory produced 
a law of the photoelectric effect where the energy of emitted 
electrons would depend on the frequency of light.  Einstein 
received the Nobel Prize for this discovery (Isaacson, 2008). 

Summarizing, if c is the upper limit of the layer associated 
with c*, then it makes sense that the lower limit h (Planck’s 
constant) should be inversely proportional to c.  Hence, 
Equation 4: 

ℎ ∝ 	
1
𝑐 

 

Eq. 4:  Relationship Between Planck’s Constant and Speed 
of Light 

This relationship is substantiated by combining two well-
known equations: the first is Einstein’s photoelectric equation 
connecting energy with frequency of light as depicted by 
Equation 5, and the second is the electromagnetic equation 
connecting speed of light with wavelength and frequency as 
depicted by Equation 6: 

𝐸 = ℎ𝜈 

Eq. 5:  Einstein’s Photoelectric Equation 

𝑐 = 	𝜈𝜆 

Eq. 6:  Relationship Between Speed of Light, Wavelength, 
and Frequency 

To yield Equation 7:   

ℎ = 	
𝐸𝜆
𝑐  

Eq. 7:  Connecting h and c 

About h, H.A. Lorentz the Dutch scientist has commented 
in The Science of Nature (Lorentz, 1925): “We have now 
advanced so far that this constant not only furnishes the basis 
for explaining the intensity of radiation and the wavelength for 
which it represents a maximum, but also for interpreting the 
quantitative relations existing in several other cases among the 

many physical quantities it determines.  I shall mention a few 
only, namely the specific heat of solids, the photo-chemical 
effects of light, the orbits of electrons in the atom, the 
wavelengths of the lines of the spectrum, the frequency of the 
Roentgen rays which are produced by the impact of electrons 
of given velocity, the velocity with which gas molecules can 
rotate, and also the distances between the particles which make 
up a crystal. It is no exaggeration to say that in our picture of 
nature nowadays it is the quantum conditions that hold matter 
together and prevent it from completely losing its energy by 
radiation.” 

Elaborating on the interplay between c and h: 

• When light slows down, then the binding factor of 
matter, h, can change. Hence, at light speeds 
greater than c, the resulting ‘h’ would become 
smaller than h since there is an inverse 
proportionality between c and h. 

• h in this physical realm is such that matter forms 
in the way that it does. At faster than c speeds of 
light, this binding factor, h, would be smaller in 
value, and hence result in a materialization where 
matter would not be bound in the way it is when 
light travels at c. 

• In Light’s state of traveling infinitely fast, ‘h’ 
would be zero, implying that the essential 
properties of Light will pervade existence. As light 
slows down, to create vast sets of properties 
anchored in each of the four essential properties of 
Light as depicted in (3), ‘h’ must be such that it 
allows the essential properties to splinter into a 
vast number of variations of itself. Further, ‘h’ 
must be such that it allows these variations to be 
accessed in any subsequent layer of Light. This 
may suggest that each element could exist in a 
relatively materialized ‘field-like’ form. 

• With the second quantization function or 
mathematical transformation, light would be 
slower than in the first quantization or 
transformation, and yet faster than c. The resulting 
‘h’ would hence be such that the material form 
would be something between being ‘field-like’ and 
‘particle-like’, the latter being the basis of matter 
as it begins to manifest in the physical realm where 
light travels at c. 

• Perhaps such an ‘h’ that accompanies the second 
transformation will allow form to materialize to be 
‘wave-like’, which would also have the needed 
characteristic of linking various elements from 
their individual ‘fields’, to create a unique though 
subtle wave-form seed. 

• It is such a unique wave-form seed that with the 
existence of the h corresponding to c, then 
becomes the basis of the quantum-bridge that 
allows matter in its known form to arise. 
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IV. INTERPRETATION OF SCHRODINGER WAVE 
EQUATION BASED ON MODEL OF LIGHT & IMPLICATION 

FOR QUANTUM COMPUTATION 
 

Restating Schrodinger’s equation (1): 

𝑖 0
12

3
34
𝜓 =	𝐻+𝜓   (1) 

𝜓 depicts a wave form and can be thought of as a probable 
cloud of possible states.  𝐻+ is the Hamiltonian operator, which 
is a focusing function, and in its essence what the equation may 
be suggesting is that the way a wave form changes over time is 
equivalent to some expressible state of the possibilities inherent 
in the cloud of possible states.    

But in reference to the multi-layered model of Light 
depicted in (3), the cloud of possible states is another way of 
saying that behind physical form, “form” is represented in 
another way than physically.    Schrodinger’s equation, a 
cornerstone in quantum theory, alludes to the mystery that 
accompanies the lifting of the material veil.  Different 
interpretations of the quantum world have arisen to suggest the 
meaning of potentiality implicit in this equation.  As 
summarized by Kleinman in his book “The Four Faces of the 
Universe” (Kleinman, 2006), at one end are theories to do with 
‘hidden variables’ that bring into focus our ignorance of the 
deeper aspects of the system being studied, to David Bohm’s 
notion of the ‘implicate order’ in which any element contains 
enfolded within it the totality of the universe (Bohm, 1983), to 
a ‘many-worlds’ interpretation asserting that every observation 
of a quantum system splits the universe into parallel and 
disconnected worlds. 

It is interesting to note that in his lectures on Schrodinger’s 
equation Feynman (Gottlieb, 2013) has stated: “Where did he 
get that [equation] from? Nowhere. It is not possible to derive 
it from anything you know. It came out of the mind of 
Schrödinger".  

The Copenhagen Interpretation of Quantum Mechanics in 
fact does away with the real questions about what reality is 
altogether, by simply focusing on the observed universe.  This 
orientation perhaps stems from one of its founders, Neils Bohr, 
who claimed that it was not the purpose of physics to answer 
questions about the nature of reality (Kleinman, 2006).  

Considering Schrodinger’s equation therefore, ‘i’ is a 
complex number and suggests the interplay of two dimensions, 
one being real, and one being ‘imaginary’.  But the ‘imaginary’ 
dimension could be thought of as none other than the meta-
levels implicit in the mathematical model in this treatise.  
Further, .

15
 is in line with the suggestion that h will have to 

become a fraction of itself as c increases.  Hence, the change in 
the wave function, 6

67
ψ, is intimately related to i and .

15
, and 

perhaps more fully makes sense when considered in the context 
of i x .

15
 x 6

67
ψ - which has to be the case when dealing with the 

integration of dynamics of multiple levels of light. 

Further, the change in the wave function, 6
67
ψ, is related to 

H+ψ , and suggests that there is some system “energy”, 

represented by the Hamiltonian, H+ , that when applied to the 
existing wave, ψ, will indicate how the wave will be expressed 
going forward.   

Therefore, ‘form’ can be seen to exist as Light, and in this 
point of view Schrodinger’s equation becomes an arbitration to 
take information from behind the quantum-veil that may exist 
in antecedent layers of light, and through such arbitration or rate 
of change, compute them into material existence.  Quantum 
computation, therefore, becomes a predominantly creative as 
opposed to a solely constructive function.  The object of 
quantum computation in such an interpretation of quantum 
phenomena is nothing other than to create something new, 
rather than to construct, based on regurgitating programming-
based instruction.  That which is created as ‘new’ is nothing 
other than enhanced or even unique function that is proposed to 
exist in antecedent layers of light. 

V. INTERPRETATION OF HEISENBERG’S UNCERTAINTY 
PRINCIPLE BASED ON MODEL OF LIGHT & IMPLICATION 

FOR QUANTUM COMPUTATION 
In his book, The Little Book of String Theory, Princeton 

University’s Gubser (Gubser, 2010) describes the effect on 
approaching absolute zero temperature on molecules.  He takes 
the example of water molecules and relates that one cannot 
make the water molecules colder than absolute zero, -273.15 
Celsius.  This is so because there is no more thermal energy to 
suck out at that temperature.  However, quantum uncertainty, 
the phenomenon which relates the momentum and location of 
electrons in atoms necessitates that the water molecules will 
still vibrate.  Gubser suggests this by considering Heisenberg’s 
uncertainty relation depicted previously by (2) and reproduced 
here for convenience: 

∆𝑝	𝑋	∆𝑥	 ≥ 	 0
82

   (2) 

In (2) ∆𝑝 is the uncertainty in a particle’s momentum, ∆𝑥 is 
the uncertainty in the particle’s location, and h is the Planck’s 
constant.  In frozen water crystals it is precisely known where 
the water molecules are, and therefore ∆𝑥 is fairly small.  This 
means that ∆𝑝	has to be considerably larger, and therefore that 
the water molecules are still vibrating even though they are at 
absolute zero.  This innate vibration, known as ‘quantum zero-
point’ energy, expresses the phenomenon of quantum 
fluctuations.   

The Planck’s constant order of magnitude (10-34) though, 
suggests that the boundary between the layer so created when 
light travels at ‘c’ and the antecedent layers of light, manifests 
as the phenomenon of quantum fluctuations, or the uncertainty 
relation, or the quantum zero-point energy.  In reality this 
phenomenon is nothing other than an expression of the essential 
play of unique seeds or functions that is posited as a key 
formative force behind any organization occurring in the layer 
so created when light travels at speed c. 

 In this interpretation the thermal energy describes the 
essential energy of movement of molecules, while the 
uncertainty relation suggests the phenomenon of function-
precipitation from other layers of Light, “physically” linking 
layers of light. This also casts a different interpretation on the 
cosmological phenomenon of quantum vacuum, reinforcing in 
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line with this treatise, that the “emptiness” of space is in fact a 
veil to infinitely more information seeking precipitation at the 
material level. 

But further, it may also be suggested that the uncertainty 
principle itself is only valid at the layer so created when light 
travels at speed c, and that too, because of the finiteness of c.  
This finiteness as already suggested implies h, which implies 
that if the position of a particle is going to be observed by 
shining light on it, the light has to have at least a quantum of 
energy.  But to determine the position of a particle accurately, 
light of a shorter wavelength would have to be used (Hawking, 
1988) which would necessarily have relatively higher energy as 
compared with higher wavelength light, which in turn would 
interfere with the velocity and hence momentum of the particle.  
The uncertainty in measuring the momentum could also 
therefore be thought of as a consequence of the finiteness of the 
speed of light, c.   

If the speed of light were to approach ∞ miles per second, 
as suggested in Section III, the quantum would be smaller and 
the uncertainty in measuring position or momentum would be 
reduced.  At the layer where light is proposed to travel infinitely 
fast there would therefore be no uncertainty since light would 
accurately tell both position and momentum definitively. 

Hence, the uncertainty principle may be further qualified, as 
in Equations 8 - 10: 

	∆𝑝	𝑋	∆𝑥	 ≥ 	
ℎ
4𝜋 

Eq 8:  Uncertainty Principle when Light at 186,000 miles 
per second 

@C9:		∆𝑝	𝑋	∆𝑥	 → 	0 

Eq 9:  Uncertainty Principle at when Light >> 186,000 
miles per second 

@C:%:		∆𝑝	𝑋	∆𝑥 = 0 

Eq 10:  Uncertainty Principle when Light traveling 
infinitely fast 

The notion of position and momentum becoming finite 
when light travels at c, also may imply that space, time, and 
quanta are emergent rather than absolute properties, as also 
suggested in Section II.  This is also the conclusion of Arkani-
Hamed of the Institute of Advanced Studies in the following 
thought experiment (Wolchover, 2013): 

‘Locality says that particles interact at points in space-time. 
But suppose you want to inspect space-time very closely. 
Probing smaller and smaller distance scales requires ever higher 
energies, but at a certain scale, called the Planck length, the 
picture gets blurry: So much energy must be concentrated into 
such a small region that the energy collapses the region into a 
black hole, making it impossible to inspect. “There’s no way of 
measuring space and time separations once they are smaller 
than the Planck length,” said Arkani-Hamed. “So we imagine 
space-time is a continuous thing, but because it’s impossible to 
talk sharply about that thing, then that suggests it must not be 
fundamental — it must be emergent.”   

Unitarity says the quantum mechanical probabilities of all 
possible outcomes of a particle interaction must sum to one. To 
prove it, one would have to observe the same interaction over 
and over and count the frequencies of the different outcomes. 
Doing this to perfect accuracy would require an infinite number 
of observations using an infinitely large measuring apparatus, 
but the latter would again cause gravitational collapse into a 
black hole. In finite regions of the universe unitarity can 
therefore only be approximately known.’ 

The notion of emergence of fundamentals such as space, 
time, and quanta, further reinforce the idea that quantum 
computation is a fundamentally creative as opposed to a 
constructive act.  What Heisenberg’s uncertainty principle is 
suggesting is that while a meta-function will fulfil its purpose, 
it may manifest in a variable process due to the different sets of 
dynamics existing in the different conceptual layers of layers.  
If a hypothetical quantum computer were to be constructed in a 
layer of light closer to light traveling at infinite speed, the 
uncertainty would be less, as also suggested by the preceding 
equations.  This would be because there would be fewer 
influences arbitrating possibility. 

VI. SUMMARY AND CONCLUSION 
 
The jury is still out on the dynamics that animate the 

quantum level. 

It is assumed, based on the Copenhagen Interpretation of 
Quantum Mechanics, that a quantum-object will exist in a 
number of superposed states until measured. The act of 
measurement will cause the quantum-object to collapse into an 
observable state, and therefore it will be impossible, given 
today’s science and technology, to know what is happening 
behind the quantum-veil. 

Yet quantum computation assumes knowledge of 
phenomena behind the quantum-veil, and subsequently that an 
n-qubit quantum computer can exist in 2^n (2 to the power n) 
states simultaneously. Further, it is assumed that if these qubits 
can be entangled, then the combination of the dual properties of 
superposition and entanglement, will confer quantum 
computers with extraordinary processing power. 

The alternative light-based model leveraged in this paper is 
predicated on the infinite information conceived were light to 
travel infinitely fast depicted by the row 𝑐∞: [𝑃𝑟, 𝑃𝑜, 𝐾, 𝐻] in 
the (3).  Information from this layer precipitates into material 
reality, 𝑐𝑈 - where light travels at speed c, via intermediate 
realities where light is envisioned to exist at speeds slower than 
infinity, but faster than c. These intermediate realities are 
specified by rows 𝑐𝐾 and 𝑐𝑁 respectively, such that 𝑐𝑈 < 𝑐𝑁 < 𝑐𝐾 
< 𝑐∞.   

Such a model gives rise to an alternative view of quantum-
level phenomena as suggested by the alternative interpretation 
of foundational quantum-level equations such as Schrodinger’s 
wave equation and Heisenberg’s uncertainty principle.  
Leveraging the alternative interpretation of Schrodinger’s 
equation, quantum computation can be seen to be a creative act 
arbitrating information or function from information-rich 
conceptual spaces created by light travelling at faster than speed 
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c.  Heisenberg’s uncertainty principle reinforces such a model 
of light suggesting that meta-level function has leeway in the 
way at it manifests but will manifest to fulfil the function it is 
intended to. 

Leveraging such interpretations suggests an alternative to 
view the field of quantum computation, to be creative rather 
than solely constructive.   
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Abstract—This paper describes an optimal bio-inspired PID 

controller for accurate steering management of the Autonomous 

Underwater Vehicle system (AUV). To achieve precise control 

performance, a PID controller is designed, and its gain parameters 

Kp, Ki, Kd are tuned by applying Simulated Annealing (SA), 

Genetic Algorithm (GA) and Moth-Flame Optimization 

Algorithm (MFO). The experimental response corresponding to 

the unit step and square input waveform for these proposed 

nature-inspired optimization algorithms were obtained. The 

response characteristics like overshoot, rise time, settling time and 

performances index ITAE were calculated and compared. The 

experimental results show that MFO-PID is highly efficient, 

followed by GA and SA, respectively. 

Keywords—Moth-flame, GA, SA, AUV, PID, Optimization 

I. INTRODUCTION 

 AUV, which stands for an autonomous underwater vehicle, 
can perform several operations in shallow and deep-sea 
environments. They have been successfully applied in various 
fields including military operations, commercial and research 
purposes etc. Fitted with electronic subsystems, they allow the 
robot to steer efficiently in harsh surroundings while undergoing 
the assigned tasks without any human input. This coherent 
nature of the AUV is due to its six degrees of freedom (DoF). 
The device’s robust interconnection is shown in Fig.1. and the 
symbolic notations of position and velocity terms of AUV [1] 
are shown in Table. I. Despite these adroit networks of 
subsystems, due to the presence of natural and environmental 
disturbances such as tidal waves and ocean currents, etc., control 
of such vehicles becomes an arduous task.  

For achieving a more potent control, researchers have utilised 
several intelligent control methods for AUV control [2], [3]. 
However, controllers like PD, PID have proved to showcase a 
more straightforward controlling approach. Moreover, such 
schemes possess more uncomplicated application in 
implementation from the linear regime's computational point of 
view [4]. In contrast, however, PID controllers are suffering 
from tedious computations during the changes in system 
parameters because of the occurrence of natural perturbations. 
Many papers are also available in the literature that erudite a 
controller's application and design, synthesized using a PID 
control process for the robust steering control of the AUV 
system [5], [6]. Such controllers are also in demand to control 
multiple other systems like the trajectory tracking and control of 
TRMS and Ball beam systems [7], [8].  

This paper implements a PID based controller, which is 
optimally tuned by a bio-inspired meta-heuristic optimization 
approach referred to as the Moth-Flame Optimization (MFO), 
Genetic Algorithm (GA) and Simulated Annealing (SA) for the 
robust control of an AUV. It is found that the performance 
MFO-PID is better as compared to GA-PID and SA-PID. 

This paper is arranged as mathematical modelling of AUV 
system is explained in section II, followed by section III &IV, 
which include synthesis of PID based controller applying MFO. 
Section V gives the experimental responses of the AUV. 
Eventually, section VI provides the conclusion. 

 

Fig1. Six Degrees of Freedom of an AUV 

TABLE I. NOTATIONS FOR AUV MOTION  

Direction Of 

Motion 

Moment 

And 

Force 

Earth-Fixed 

Frame 

(Position) 

Body-Fixed 

Frame(velocity) 

Surge (Motion along � − ���� ) 
� � � 

Sway Motion along  � − ���� ) 
� 	 
 

Heave (Motion along 
Z−���� ) 

� �  

Roll (Rotation along  � − ���� ) 
� � � 

Pitch (Rotation along 

Y−����) 
� � � 

Yaw (Rotation along  � − ����) 
� � � 
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II. AUV MODELLING 

  To formulate a PID controller for the steering management of 
an autonomous underwater system, we would first require its 
general transfer function which gives information regarding the 
yaw angle, and its relation with the deflection parameter. For 
this, the mathematical modelling of an AUV [9] is done. This 
is carried out by considering two different frames of reference, 
namely earth-fixed and body-fixed frame. System coordinates 
of this prototype are expounded using three mutually 
perpendicular axes starting from a random point. North and 

East correspond to � and 	-axis, respectively. Increasing depth 

conform with the z-axis. The position vector �  and velocity 

vector 
  can be described by the equations (1) and (2) 
respectively. 
 
 =  [� 
  � � �] �                            (1)                                                                               � =  [� 	 � � � �]�                                                                 (2) 
 
In pure steering plane, simplification of these equations is 
carried out by considering the origin of the body-fixed 
frame[10] to concur to the center of gravity: 
 

 �(
! + �#�) = ∑ �                                                                           (3) 

 &'�! = ∑ �                                                                                                                                                (4) 
 
Surge speed (uo), is fixed at 0.75 m/s. Assuming the pitch angle 
and roll to be small: 

 Ψ = )*+,-.)/ q + -.),-.)/ r ≈ r                                                                               (5) 

 
In matrix form, the equations (1) to (5) are rewritten as (6): 
 

3m − Y6! −Y7! 0−N6! I;; − N7! 00 0 1= 3 v!r!Ψ! =  +
3−Y? −Y7 + mv. 0−N? −N7 00 −1 0= @ vrΨA  =  3YB*NB*0 = δ7                               (6) 

 
By substituting the values of vehicle parameter of AUV[11], 
[12] dimensions, the hydrodynamic coefficient for uo at 0.75 
m/s and by applying the state space approach to get equations 
(7) to (9) 
 x!(t) = Cx(t) + Du(t)                                                                          (7) 

C = 3−0.114 −0.2647 00.0225 −0.2331 00 1 0=  

D = [0.0211 -0.0258 0] T U = δ7                                                                                                        (8) 
 

The relation between yaw (ψ) and rudder deflection (δ7) in 
terms of the transfer function is acquired as: 
 R())BS()) = TU.UVWX)TU.UUVY)Z[U.\YYW)][U.\^_)                                         (9) 

 

Now that the system's requisite transfer function has been 
derived, we can synthesize the proposed compensator. 

III. DESIGN OF PID CONTROLLER FOR AUV 

    PID controller, is a conventional control scheme, is applied 
extensively for precise control of various systems. Controllers 
based on PID have been successfully implemented in the design 
and control of multiple systems[13]–[15]. The PID displays 
sufficient stability margins, optimum time responses, better 
system characteristic properties such as low overshoot, and 
lesser settling time. It consists of proportional, integral and 
derivative gain parameters which are functions of error between 
the desired set point and actual system output. The general unity 
feedback characteristic equation of AUV with PID control laws 
are written as equations (10), (11) and (12).  
  `(a) = bcd(a) + befT^d(a) + bgfd(a)                               (10) 

 h(�) = i(j)k(j) = bc + be�T^ + bg�                                         (11) 

 1 +  l(�)h(�) = 0                                                               (12)  

Now for finding the accurate values of the operational 
gains(bc, be , bg), the characteristic equation is optimized based 

on the Integral Time Absolute Error (ITAE) performance index, 
i.e., integral of time multiplied by absolute error to minimize the 
error signal.     ITAE  =  q a|d(a)|satU                                                              (13)                             

PID controller gains are then tuned using MFO, GA and SA to 
observe their performances for comparison. The block diagram 
of PID Controller based optimization of AUV using 
MFO/GA/SA by taking ITAE as the cost function is shown in 
Fig.2. 

 

�s  
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+ 

+ 

+ 
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��  

 

��  

 

 )(te
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Fig.2. Block Diagram of unity feedback optimal PID control 

IV. TUNING OF PID CONTROLLER USING SA, GA AND MFO 

    PID controllers are commonly used in all dynamical systems, 
but it requires a monotonous tuning of control actions to avoid 
sluggishness of the system response. Nature and bio-inspired 
optimization algorithms can diminish the computational 
difficulties in the monotonous tuning of PID controllers, 
thereby the AUV’s steering control is with minimum human 
interventions. Here, the PID controller in AUV's steering loop 
is tuned by Simulated Annealing, Genetic Algorithm and Moths 
Flame Optimizer methods. 
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A. Simulated Annealing Tuned PID Controller  

   Simulated Annealing is one of the most widely used methods 
for optimizing control problems of dynamical systems. This 
algorithmic technique is inspired by the relationship of 
combinational optimization and quantum and classical or 
statistical mechanics laws. A simple mechanism of cooling of 
material is applied in steps till the lowest energy is reached. The 
state at this lowest energy is the optimized state. Pseudocode 
for the SA algorithm applied for tuning the gain parameters of 
the proposed PID controller is given as: 
 
Step 1: The ranges for the 3 gain coefficients of a PID control 

are fixed in the form of an objective function u(�)  = [�c, �e , �g]t 

Step 2: Set to as the temperature at the beginning of the process 

Step 3: Take �e as the initial stage of the system 

Step 4: Take �#ct as the desired optimized state of the system 

Step 5: Initially, assign t as a#  and �#ct as �e  

Step 6: vwx a = 1  to ayz{  do 

Assign �#ct[^ to adjacent/nearest (�#ct) 

Change ∆} to (u(�#ct[^)-u(�#ct)) ~v ��� (1, dT∆� t� ) ≥ random (0,1) ���� 

Update �#ct to �#ct[^ 

end if 

Assign t as the temperature-schedule(t) 

end for 

Step 7: Output the final solution of the optimized function 
 
The values for the 3 gain coefficients Kp, Ki and Kd obtained 
using SA method are -19.9298, -4.9419 and -41.25 
respectively. However, the simulated annealing technique 
poses a critical drawback while working on minimization 
problems. For instance, any change in the system values that 
decrease the cost function ‘f ’ will be accepted as desired, but 
sometimes, changes that increase ‘f’ might also get counted. 
This happens with a probability p, known as the transition 
probability. Due to this disadvantage offered by SA, we use GA 
to stabilize the system. 

B. Genetic Algorithm Tuned PID Controller  

  Genetic algorithm (GA) is a nature-based optimization 
technique applied to solve computational problems. It is used 
on a chromosome population where every chromosome 
represents a solution that has an associated fitness value to it. 
This value defines how optimal a solution is. Some arbitrarily 
generated population is initially taken, followed by the 
selection process, which is fitness based. The next step involves 
recombination to develop the next generation. For the above 
step, parent genes are used to obtain child chromosomes. 
Several iterative processes continue till the stopping criteria is 
achieved. Pseudocode for the genetic algorithm is: 
 
Step 1: Designate the ranges for the control parameters of the 

PID controller to model an objective function as-  u(�)  = [�c, �e , �g]t 

Step 2: Generation of initial source population of �  chromosomes 
randomly. 
Step 3: Calculation of the fitness � using Eq. (14) 

Step 4: for � =  1: � 
Take two chromosomes from the current population. 
Crossover is applied to chromosomes with crossover rate �. 
Mutation is applied to the chromosome with mutation rate � to generate a new chromosome. 
Add the above generated chromosome to next generation 
population. 
Current Population is replaced with next generation 
population. 

            end for 

Step 5: Finally, output the solution of the optimized global best. 
 

One practical step for applying GA is to evaluate the fitness 

value for all the chromosomes to reduce the error signal d(�). 
PID controller is applied to minimize this error. As this fitness 
value is inversely proportional to the value of the performance 
index, we can define the chromosomes' fitness as (14). 
 � = ^�k��#�yz�ik ��gk{                                                              (14) 

 

The tuned optimized parameters�c, �e and �g, using GA are -

17.4092, -1.8497 and -38.4368, respectively. The response 
obtained using GA shows an overshoot of more than 10%. This 
result also shows that GA does not have a high speed of 
convergence that is why an alternative algorithm, designed 
using evolutionary strategies can be deployed to obtain a faster 
and more efficient performance of the system. The moth flame 
optimization algorithm (MFO) is one such technique. 

C. Moths Flame Optimization Algorithm tuned PID  

  MFO is a newly developed nature-based solution finding 
mechanism made from the algorithms inspired by the 
population search strategy. This bio-inspired optimization 
algorithm is very flexible, and can easily be implemented in 
finding the optimal solution of real-world problems. Some 
applications of MFO are available in literature ranging from the 
tuning of controllers such as fuzzy-PID, fuzzy-PI, PID, PI. 
Moth–flame optimization (MFO) technique was introduced by 
Mirjalili[16]. It initiates by creating moths arbitrarily inside the 
solution region by a transverse orientation shown in Fig.3. 
 

 
 

Fig.3 Moth’s Transverse Orientation 
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After this, the fitness function values for every moth are 
calculated and tagged the most optimum position by flame. 
Then, depending on the spiral movement function, the moths' 
positions are modified to attain more acceptable positions 
sorted by a flame, the new most acceptable positions of 
individuals are upgraded, and replicating the previous 
operations. 
 
This process takes place until the total number of iterations have 
been completed. The MFO algorithm has three main postulates. 
These are given below: 

1.Initializing Population: 

It is taken that all moths can fly in all the dimensions. The moth 
set can be represented as: 
 

� = ⎣⎢⎢
⎡�^,^ �^,V ⋯ ⋯ �^,g�V,^ ⋯ ⋯ ⋯ �V,g⋮ ⋮ ⋮ ⋮ ⋮�{,^ �{,V ⋯ ⋯ �{,g⎦⎥⎥

⎤                                                  (15)    

            

Where �  stands for the number of moths and s  gives the 
number of dimensions in the solution region. 
 
Array to store the values of the fitness function is as follows: 

�� = ���^��V⋮��{
�                                                                         (16)    

 
The given matrix defines the flames in the d-dimensional 
region, and their fitness value vector follows it. 
 

� = ��̂ ,^ �̂ ,V ⋯ ⋯ �̂ ,g�V,^ ⋯ ⋯ ⋯ �V,g⋮ ⋮ ⋮ ⋮ ⋮�{,^ �{,V ⋯ ⋯ �{,g
�                                         (17)    

�� = ���̂��V⋮��{
�                                                                         (18)  

   
The solutions are moths and flames. What distinguishes them 
is how we treat and update them after every iterative step. 
Actual searching agents which move throughout the search area 
are moths. Flames are optimal positions of moths which have 
been derived until now. 

2.Updating Moths’ Position: 

The optimal global value can be obtained for the optimization 
problem; this algorithm employs three steps. These are given 
below: ��� = (&, �, �)                                                              (19) 
 
where I describe the function, which gives the first moth 
population randomly &: � → {�, ��} 

P signifies the moths’ movement in the search area �: � → � 
 
T is the condition for termination �: � → a��d, u���d 
 
The equation below, explains the function I, which applies 
random distribution. 
 M(p, q) = ¢ub(p) − lb(q)¥ ∗ rand( ) + ��(�)                  (20) 

  

Where ��  and ��  represent the lower and the upper bounds, 
respectively.  
 
Three conditions which should be followed while applying a 
logarithmic spiral are: 
 

• The starting point of the spiral should begin from the 

moth. 

• The ending point of the spiral should be in the flame 

position. 

• Spiral’s range fluctuation is not supposed to surpass 

the search space. 

ª¢�c, �«¥ = fc ∙ dt ∙ cos(2Πa) + �«                                (21) 

 

Where fc  represents the region within �t²  moth and �t² 

flame. 
 f� = |�� − ��|                                                                                  (22)    
                      �� describes the logarithmic spiral’s shape, and a stands for 

any arbitrary value within [�, 1]. The spiral motion guarantees 
the balance between exploitation and exploration close to the 

flame. Where � changes from [-1,2] in the whole process of 
iteration, which is called as the convergence constant. The 
logarithmic spiral shape, as described above, is shown in Fig.4. 
 

 
Fig.4. Logarithmic spiral shape 

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 82



3.Mistakes Update in Flames 

Moth positions are updated in � different locations inside the 
search region, which might reduce the exploitation of the most 
optimized solutions. Thus, minimizing the flames solves the 
conflict using an equation given below: 
 u���d �³. = �³��s ´� − � ∗ µT^� ¶                                   (23) � represents the total flames � represents the present iteration 
T represents the total iterations 
Pseudocode for the MFO algorithm is described as: 
 
Step 1: Assign the fixed ranges for each control parameter of the 
proposed PID controller in the form of a cost function as-u(�)  =  [�c, �e , �g]t 

Step 2: Initialize the Moth-Flame population  
Step 3: Initialize position of moth � arbitrarily 

Step 4: for � = 1 a³ � do 
Calculate the value of fitness function F 

             end for 
Step 5: While iterations<=total iterations do 

Update flame no by using Eq. (23) �� = Fitness Func(�); 
if iteration == 1 � = sort(�); �� = sort (��); 

else � = sort (�tT^, �t); �� = sort (�tT^, �t); 

end 

Step 6: for � =  1: � 

for � =  1: s 
Update the values of � and a 

Calculate the value f using Eq. (22) 

Update ª(�, �) using Eq. (21) 

end 

end 

Step 7: Consequently, the precisely tuned solution of the 
optimized cost function is output. 
 

The tuned optimally calculated parameters�c, �e and �g,  by 

using MFO are -15.5343, --0.025 and -38.93, respectively. 

V. SIMULATION AND RESULTS 

For comparison of the optimization performances of Moth-
Flame Optimization (MFO), Genetic Algorithm (GA) and 
Simulated Annealing (SA) method, the output response of AUV, 
controlled by tuned PID controllers are observed for unit step 
and unit square wave input. In the square wave input case, the 
chosen frequency for simulation was fixed at 15 mHz. 

The tuned PID controller’s step and square wave responses for 
MFO-PID, GA-PID and SA-PID controllers for AUV steering 
control are shown in Fig.5. and Fig.6 respectively. 

 

Fig.5. Unit Step Responses by the respective tuned controllers 

 

 

Fig.6. Square Responses by the respective tuned controllers 

The precisely optimized solutions of the gain parameters are 
given in Table II. 

TABLE II. GAIN PARAMETERS OF TUNED PID CONTROLLER 

Gain Parameters 
PID Parameters SA GA MFO �c -19.9298 -17.4092 -15.5343 �e  -4.9419 -1.8497 -0.025 �g  -41.25 -38.4368 -38.93 

 

The PID transient performance characteristics using MFO, GA 
and SA are given in Table III. 

TABLE III. TRANSIENT PERFORMANCE OF TUNED PID CONTROLLER 

ITAE 

 Tuning Algorithm SA GA MFO 

Rise Time (Sec) 1.37 1.56 1.72 

%Overshoot 17.1 10.3 3.3 

Settling Time (Sec) 14.1 12.4 5.7 

 

The cost comparison amongst MFO, GA and SA are given in 
Table IV. 
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TABLE IV. COST COMPARISON 

ITAE ERROR 
Tuning Algorithm SA GA MFO 

Error(J) 0.6396 0.4371 0.2066 

 

It is observed from Table III that the MFO tuned PID controller 
has remarkable performance as compared to GA tuned PID and 
SA tuned PID in terms of lesser overshoot and settling time. It 
proves that the MFO tuned PID for AUV steering control is 
optimally and accurately meeting the design objectives. It is also 
noted from Table IV that the cost and error are drastically 
reduced in contrast to GA tuned PID and SA tuned PID 
controllers.    

VI. CONCLUSION 

     To obtain the robust control for an autonomous underwater 
vehicle, this paper presents the application of a bio-inspired 
optimization algorithm called Moth-Flame Optimization to 
optimally tune the gain parameters of a PID based controller for 
efficient motion stabilization of the AUV system. Tuning of the 
proposed PID controller is done for an error-based performance 
index ITAE. Genetic Algorithm and Simulated Annealing 
Method are also used to compare the system's step and square 
responses. The response obtained for MFO-PID is clearly, 
better than GA-PID, followed by SA-PID in case of overshoot, 
settling time and rise time. The scope of future work can be the 
application of this algorithm to design more complex 
controllers for advanced systems.  
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Abstract— In In-Band Full Duplex (IBFD) transceivers, 
Electrical Balance Duplexers (EBDs) provide Transmit (TX)-
Receive (RX) isolation to implement a form of self-interference 
(SI) cancellation to facilitates simultaneous transmission and 
reception from a single antenna. EBD works by coupling 
transmitter, receiver, antenna, and balancing impedance using 
a hybrid coupler. The balancing impedance in the EBD needs to 
be equal as much as possible to the antenna impedance to 
achieve a high isolation while the antenna impedance variations 
limit the isolation bandwidth. Hybrid couplers are also not ideal 
elements, and their S parameters are variable in frequency 
domain. An antenna with a stable impedance, designed by 
authors, has been connected in this work to two different hybrid 
couplers in the EBD stages. One coupler is a commercial coupler 
and the other one, designed by the authors, has more S 
parameter stability in the frequency domain than the 
commercial one. It is shown that by using the designed coupler 
in the front-end EBD stage more stable isolation bandwidth and 
45% better isolation value at ultra-wideband range of 1.5- 
3.5GHz are obtained, in comparison when using the commercial 
one. 

Keywords—duplexers, in-band full duplex, self-interference 
cancellation, couplers, antennas 

I. INTRODUCTION 

In-band full-duplex (IBFD) systems can theoretically 
double link capacity of Time Division Duplex (TDD) and 
Frequency Division Duplex (FDD) systems thus allowing 
simultaneous transmission and reception on the same 
frequency and reduce wireless latency [1], [2]. Transmitting 
and receiving on the same time-frequency resource results in 
strong co-channel Self-Interference (SI), which can be more 
powerful than the desired receive signal [2]. Any residual SI,  
due to unsuitable transmit (Tx) to receive (Rx) isolation, will 
effectively increase the receiver noise floor therefore reduces 
the capacity of the receive channel [3]. 

Existing IBFD designs [4], [5] involve various 
combinations of analog cancellation, digital cancellation, and 
antenna based suppression to provide the required isolation. 
Digital cancellation [6] cannot properly prevent SI from 
overloading the receiver. Analog cancellation [5], [6], can 
provide significant isolation and prevents receiver 
overloading in most cases [5]. Antenna based suppression and 
separation methods can provide significant isolation also, 
however these designs require additional antennas [6]. Single 
antenna full duplex systems in [5] use circulators to provide 
some level of Tx-Rx isolation but these are unattractive 
options due to their cost, size, and limited bandwidth. New 
duplexers based on SI Cancellation (SIC) at the receiver have 
received substantial interest to enable IBFD operation [1], [5]–
[8]. 

Recent results [3], [7], [9]–[11] have demonstrated that 
Electrical Balance Duplexers (EBDs), which is of interest as 
the first stage of passive Radio Frequency (RF) front-end 
cancellation in IBFD transceivers, implement a form of SIC in 
order to provide high transmit to receive isolation whilst 
facilitating simultaneous transmission and reception from a 
single antenna. EBD could potentially be combined with 
analog cancellation, digital cancellation, and full duplex 
MIMO technology [4]. The analog circuit technique of EBD 
works by coupling the transmitter, receiver and antenna using 
a four-port hybrid junction, along with a balancing impedance 
connected to the fourth port, Fig. 1. Using a suitable hybrid 
coupler, a high transmit-to-receive isolation is expected in the 
EBD stage when the balancing impedance is equal to the 
antenna impedance at all frequencies within the aimed 
bandwidth. However, in practice, the antenna impedance is 
not an ideal 50 Ω resistor but has a complex impedance having 
real and imaginary parts. This exhibits variations with respect 
to frequency so the bandwidth and value of the  Tx-Rx 
isolation will be limited by the impedance mismatching 
between the antenna and balancing impedance.  

Measured real antenna data in [3], [8], and results for a 
prototype EDB in [12], demonstrate that the variation in 
antenna impedance significantly reduces the isolation 
bandwidth. Evaluations that include measured antenna data in 
the EBD in [7], [9], [11] shows a mean isolation of 35 dB over 
a 20-MHz bandwidth at 1.9 GHz but poor performance of 
wider bandwidths, again said because of antenna impedance 
variations. A Micro- ElectroMechanical Systems (MEMS) 
implementation of tuneable balancing impedance of the EBD 
is presented in [13], balancing at 800 MHz and 1900 MHz to 
provide 43 dB isolation over a 20 MHz bandwidth at each 
frequency but introduce non-linear distortion into the system. 
Consequently, to maintain Tx-Rx isolation, the balancing 
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Fig. 1.  EBD stage of IBFD system with adaptive balancing impedance  
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impedance must be tuneable as it tracks and mimics the 
antenna impedance as it changes. This requires an adaptive 
architecture [9], [11], Fig. 1, using a balancing algorithm 
which extremely limits both the mimic and the isolation 
bandwidths. 

In all above scenarios in the literature, analyses consider 
the antenna impedance variations as the main factor limiting 
the SIC when the antenna is connected to a hybrid coupler. 
The main aim in this work is to investigate how the EBD 
isolation is affected by stability of coupler S parameters in the 
frequency domain. In the rest of this paper, in Section II, Tx-
Rx gain function of EBD circuitry is briefly reviewed to assess 
EBD isolation in generic form. Used devices in the 
experiments of this work (stable impedance antenna, stable S 
parameter coupler, commercial coupler, and balancing load) 
are introduced in Section III. Stable impedance antenna and 
stable S parameter coupler are designed by authors. In Section 
IV, EBD isolations are measured when the two couplers are 
connected to the stable impedance antenna in two separate 
experiments. In comparison when using the commercial 
coupler in the EBD, it is shown that the EBD isolation 
bandwidth is increased, and the isolation value is optimized 
when using the designed coupler with higher S parameter 
stability. Finally, a conclusion is given in Section V. 

II. TX-RX GAIN OF ELECTRICAL BALANCE DUPLEXERS 

Tx-Rx gain of an symmetrical EBD is given [10] by:  

   𝐺𝑇𝑥−𝑅𝑥(𝜔) = 𝐿 |Γ𝐵𝐴𝐿(𝜔) −  Γ𝐴𝑁𝑇(𝜔)|2.            (1) 

where ΓBAL and ΓANT are the complex reflection coefficients 
of the balancing impedance and antenna impedance, 

 
 
Fig. 2. Designed antenna with stable impedance, Section III.A (whole and cross-section views),  

 
Fig. 3.  Measured and simulated impedance of the antenna in Fig. 2. 

 

 
 
Fig. 4.  Measured directivity pattern of the antenna in Fig.2. 

 

 
Fig. 5.  Measured gain and radiation efficiency of the antenna in Fig. 2.  
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respectively (see Fig.1), and for an ideal (lossless) hybrid L = 
¼. As we can see from (1), the Tx-Rx gain is theoretically 
zero when the balancing reflection coefficient and antenna 
reflection coefficient are equal at the carrier frequency. To 
obtain maximum (theoretically infinite) Tx-Rx isolation over 
a given frequency band, the balancing impedance must be 
equal to the antenna impedance at all frequencies within that 
band such that ΓBAL(ω) = ΓANT (ω) for ωl<ω<ωh where ωl and 
ωh are the lower and upper limits of the band of interest, 
respectively. Also, coupler characteristics is a determining 
parameter to calculate the Tx-Rx gain. Results in [10] 
demonstrate that (1) remains valid for non-ideal circuit. 

III. DEVICES 

In this section, four RF elements used in the paper 
experiments are introduced. First device is an antenna with a 
stable impedance. More details about the antenna design are 
given in the authors other papers in [14] and [15]. Also, two 
couplers are introduced here, first one is a commercial 
coupler, and the second coupler is designed by the authors. 
The second coupler has more S parameter stability in the 
frequency domain than the first one. More details about 
design procedure of the second coupler are given in author’s 
separate paper. Also, a wide band 50-ohm RF load is used as 
the balancing impedance. 

A. Antenna with Stable Impedance - Designed 

A single arm Archimedean Spiral (AS) is backed by a 
cavity, Fig. 2, to have an antenna with a unidirectional beam. 
The AS is formed as a conducting spiral strip arm of width w 
=2 mm on bottom of a disc shaped Rogers RT 5880 substrate 
- so called DIEL1- of radius AC = 62 mm with a dielectric 
constant of εr = 2.2, loss tangent of 0.0009, h=0.79-mm 
thickness plus a 9 µm copper coating. DIEL1 has no copper 
on the top. The centerline of the spiral arm is defined by the 
function of r = K Φ, where K is a constant and Φ is the winding 
angle, ranging from starting angle ΦS = 0.07π Rad to ending 
angle ΦE = 28π Rad. The antenna circumference C is defined 
by C = 2π Rmax with Rmax = K ΦE where K = 0.64 mm/rad, 
Rmax= 56 mm. The cavity radius, AC, has 6 mm distance from 
the arm end to the cavity wall as AC = 62 mm= 0.31 λL whilst 
λL is the wavelength at the lowest design frequency of 1.5 
GHz. The distance between the bottom of the cavity and the 
spiral on the bottom of DIEL1 substrate is considered as HC = 
6.9 mm = 0.035 λL. The height of the copper case wall is 
chosen as HC + 2h to surround the DIEL1 disc substrate while 
the case has a 1 mm uniform thickness of copper. 

Reflected fields from bottom of the case are attenuated in 
the designed antenna using electromagnetic absorbers 
(EMAs) made up of model UD-14518 of ARC Technology to 
make the antenna impedance more stable in an UWB 

frequency range. The UD-14518 specified by relative 
permittivity of εr=ε’-jε” ~ 22+3j and relative permeability of 
µ r=µ’-jµ”~ 4.5+2j at aimed the bandwidth [16]. As shown in 
Fig. 2, a ring-shaped Electromagnetic Absorber (EMA) strip - 
so called EMA1- of optimized width 11mm and with the same 
height of copper case Hc = 6.9 mm is placed under the antenna 
arms. Also, second EMA, so called EMA2, is added to above 
the DIEL1 substrate to more improve impedance stability. 
EMA2 has an optimized thickness of 2h = 1.6 mm while its 
outer radius is equal to the cavity diameter of AC and its inner 
radius is AC -17mm = 45mm. 

A capacitive impedance matching using two cocentric 
planar copper rings, Fig. 2, is also used to improve impedance 
stability. Maximum bandwidth for a stable impedance is 
achieved when air with dielectric constant of εr =1 is 
considered between the copper rings and the spiral. As seen, 
the two cocentric planar copper rings are considered on the top 
surface of a disc shape dielectric material, so called DIEL2, 
with a distance of h = 0.79 mm between the copper rings and 
the spiral body. DIEL2 with a thickness of h is made up of the 
same material of Rogers RT 5880. DIEL2 has a small hole 
with Ri = 1.7mm radius in the centre for passing the coaxial 
cable whilst the outer radius of DIEL2 is 41mm. Also, a planar 
dielectric ring, so called DIEL3, with the same thickness and 
the same material with DIEL2 is used as a spacer between 
DIEL2 and DIEL1. DIEL3 has a hole with radius of RH = 
35mm in the centre whilst its outer radius is equal with the 
outer radius of DIEL2. The internal copper ring has inner 
radius of Ri=1.7mm and outer radius of RO= 5.5 mm while the 
external ring has inner radius of Rii = 8mm and outer radius of 
ROO =11 mm. To hold the substrates and spiral a cylindrical 
ring is 3D printed on Acrylic material with a dielectric 
constant of εr(ACR) = 3.5, internal radius of RiA = of 41 mm, 
outer radius of RoA = 51 mm and height of HCC = HC -2h = 
5.3mm. The antenna is fed by a 50 Ω coaxial cable whereas 
the inner conductor of the cable is connected to the AS at its 
starting angle and outer ground conductor of the cable is 
connected to the inner radius of internal capacitive ring at the 
top surface of DIEL3. 

            
 
Fig. 6.  Commercial 3-dB coupler, Model Krytar1831 [18] (Section III. B) 

 

 

 
 

Fig. 7.  Measured S parameters of the 3- dB Krytar1831 coupler in Fig. 6 
(Section III. B). 

 

 
 

Fig. 8.  Measured phase characteristic of the 3-dB Krytar1831 coupler in Fig. 
6 (Section III. B), Zoomed view 
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The Finite Integration Technique (FIT) with high meshing 
in CST MICROWAVE STUDIO [17] software is used for 
simulations. Measured and simulated antenna impedances 
with a stable impedance at 1.5 GHz to 3.5 GHz range are 
shown in Fig. 3, with an average variation of about 15 Ω for 
the measured imaginary and real impedance. Also, measured 
directivity pattern of the antenna and its measured 
gain/efficiency vs frequency plots are shown respectively in 
Fig. 4 and Fig. 5. The antenna has a measured Axial Ratio 
(AR) below 3 dB indicating a circular polarization over 1.6 
GHz (AR plot is not shown here). These results indicate good 
impedance stability at 1.5 - 3.5 GHz range for the designed 
antenna while the antenna also has a suitable radiation 
performance at this Ultra-wide Band (UWB) bandwidth. The 
fabricated antenna is shown in Section IV. 

B. Commercial 3-dB Coupler (Krytar Model 1831) 

Krytar coupler model 1831 is an UWB commercially 
available coupler [18], Fig. 6. Measurement results of the 
coupler by Vector Network Analyzer (VNA) are given in Fig. 
7 and Fig. 8. As seen, this commercial coupler features UWB 
characteristics with the coupling of 3 ± 1 dB at 1-5 GHz 
bandwidth. Also, isolation in the order of better than 30 dB 
and return loss in the order of better than 20 dB are measured. 
It is seen that the measured S parameters are not very stable in 
the frequency domain as there are dense variations around 15 
dB for isolation and 25 dB for return loss at 1-3.5 GHz range. 
In Fig. 8, it is observed that the measured phase difference 
between output ports is dominantly around 90o over the 
bandwidth, needed for a suitable quadrature hybrid coupler.  

C. 3-dB coupler with Stable S Parameter - Designed  

Proposed miniaturized coupler capable of providing tight 
coupling over an UWB band, is shown in Fig. 9 where its 
coupling mechanism is similar to [19] and [20]. The 
differences for the proposed model concern the shaping factor 
of the broadside coupled strips, the slot, electrical size and 
most importantly the operation frequency which is in the ultra-
high frequency band. This coupler consists of three conductor 
copper layers which are interleaved by two dielectric 
substrates. The top copper layer includes ports 1 and 2.  The 

bottom copper layer is similar to the top layer, but the ports 
here are ports 3 and 4. Ports 3 and 4 are on opposite sides of 
the substrate compared to ports 1 and 2. The two layers are 
coupled via a slot, which is made in the copper layer 
supporting the top and bottom dielectrics. As seen in Fig. 9, 
the two microstrip conductors and the slot are of an elliptical 
shape. The 50 Ω microstrip lines are included to make 
connections to SMA ports. The structure features double 
symmetry with respect to both horizontal and vertical plans.  

Analysis starts in a similar way to the ones described in 
[21] for the equivalent rectangular shaped microstrips. If 
characteristic impedance of the microstrip ports of the coupler 
is Z0 = 50 Ω and the coupling factor is C dB = 3 dB, the values 
of even mode characteristic impedance Zev and odd mode 
characteristic impedance Zod are calculated as 175.5 Ω and 
14.2 Ω, respectively. 

    The validity of the presented design is tested in the 1.5–
3.2 GHz frequency band where the centre frequency of 
operation is 2.35 GHz. A Rogers RO4350B substrate with a 
dielectric constant of 3.48 and a loss tangent of 0.0037, h = 
0.51mm thickness, plus 35- µm-thick conductive copper is 
used for the coupler development. The elliptical body length 
is chosen as 20.5 mm ~ λ/6 ~ λe/4 where λe is effective 
wavelength and λ is free space wavelength at the central 
frequency of 2.35 GHz. The return loss, coupling, and 
isolation of the designed coupler are first verified by running 
high mesh FIT in the CST software and the final obtained 
dimensions are shown in Fig. 9.  

 
 
Fig. 9.  Designed 3-dB coupler with stable S parameter (Section III. C) 

 

 
 

Fig. 10.  Fig. 7.  Measured S parameters of the designed 3-dB coupler with 
stable S parameter in Fig. 9 (Section III. C). 
 

 
Fig. 11.  Measured phase characteristic of the designed 3-dB coupler with 
stable S parameter in Fig. 9 (Section III. C), Zoomed view 
 

 

     
 
Fig. 12.  Wideband 50-ohm RF Load (Section III. D) 
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Four phase shifters each having length of LL = 33 mm= 
0.4 λe are added to the terminals of elliptical bodies to adjust 
output phase difference to 90o, needed for a suitable 
quadrature hybrid coupler, Fig. 9. To maintain a compact size, 
phase shifters are formed as curved microstrip lines. 
Simulations do not show considerable differences in results 
when the curves angle are not smaller than 75 degree. A 
combination of impedance matching technique and structural 
modifications also have been employed to optimize the 
coupler results. The impedance matching is carried out in a 
similar way for all four ports by narrowing the width of tracks 
which connect the ports to the elliptical body as shown in Fig. 
9. Also, two narrow slots have been etched on each elliptical 
body as shown in the same figure. Measurement results by 
VNA are given in Fig. 10 and Fig. 11. The coupler features 
measured UWB characteristics with coupling of 3 ± 1 dB at 
the aimed 1.5-3.2 GHz band. Also, smooth isolation in the 
order of better than 25 dB and return loss in the order of better 
than 17 dB is achieved as there are non-dense variations 
around 10 dB for isolation and 9 dB for return loss at 1-3.5 
GHz range. It is seen that the S parameters for the designed 
coupler have less variation density and more stability in the 
frequency domain in comparison with the commercial Krytar 
1831 in Section III.B. It is observed in Fig. 11 that the 
measured phase difference between ports 2 and 3 is about 90o 
over the target band. The fabricated coupler is shown in 
Section IV. These results indicate that this compact coupler 
with 35 mm × 30 mm × 1.1 mm (0.27 λ× 23 λ× 0.009λ) 
dimension operates as a backward wave quadrature coupler.  

D. Wideband 50-ohm RF Load  

A wideband commercial 50-ohm RF load (Fig. 12) - which 
has the nearest commercially available impedance to the 
antenna impedance - is used in the experiments. 

IV. TX-RX ISOLATION IN EBD STAGE AND COMPARISONS 

In this section Tx-Rx isolations of EBD are investigated 
when the devices introduced in Section III are used and the 
obtained results are compared together. The designed stable 
impedance antenna (Section III.A) is connected to the 
commercial Krytar 1831 hybrid coupler (Section III.B) and 
stable S parameter coupler (Section III.C) in two separate 
experiments to from EBD, Fig. 13. For the Krytar 1831 
coupler from Fig. 7 it is seen that the measured S parameters 
are not stable in the frequency domain at 1-3.5 GHz range as 
there are dense isolation variations around 15 dB and return 
loss variations around 25 dB while for the designed coupler 
(Fig. 10) there are less dense variations with the isolation 
variations around 10 dB and return loss variations around 9 
dB. A 50 Ω wideband 50-ohm RF load (Section III.D) is also 
connected as balancing impedance to both couplers. The 
experiment setups are shown in Fig. 14. 

Average isolation of 20 dB and 29dB are measured by 
VNA at 1.5GHz-3.5GHz bandwidth respectively for EBD 
with the Krytar 1831 coupler and EBD with the designed 
stable S parameter coupler, Fig. 13. While both EBDs use the 
same antenna and the same 50 Ω RF load, it is seen that when 
using the designed coupler more stable UWB bandwidth and 
45% better isolation value are obtained in comparison when 
using the Krytar 1831 coupler.  

First reason of variations and limitations still seen in the 
obtained optimized UWB isolation could be the small inherent 
impedance variations of the designed coupler and the antenna. 

The second reason could be impedance mismatch between 
antenna and 50 Ω balancing load.  

      
 
 

 
 
Fig. 13.  Measured Tx-Rx EBD isolation when using designed stable 
impedance antenna with the commercial Krytar 1831 coupler and the 
designed stable S parameter coupler 

      
 

 
 
Fig. 14.  EBD Setup to measure Tx-Rx isolation when the designed stable 
impedance antenna is connected to: (Top) Krytar 1831 hybrid coupler 
(Below) Designed stable S parameter coupler. 
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V. CONCLUSION 

Electrical Balance Duplexers (EBDs) in In-Band Full 
Duplex (IBFD) transceivers, isolates transmit and receive 
signals to implement a form of self-interference cancellation 
to facilitates simultaneous communication from single 
antenna. EBD works by coupling transmitter, receiver, 
antenna, and balancing impedance using a hybrid coupler. The 
balancing impedance in the EBD needs to be equal as much 
as possible to the antenna impedance to achieve a high 
isolation where the antenna impedance variations limit the 
isolation bandwidth. Hybrid couplers are also not ideal 
elements, and their S parameters are variable in the frequency 
domain. An antenna with a stable impedance, designed by 
authors, has been connected to two different hybrid couplers 
in the EBD stages. One coupler is commercial Krytar model 
1831 and the other one, designed by authors, has more S 
parameter stability in the frequency domain. It is shown that 
using hybrid coupler with more stable isolations results to 
higher isolation bandwidth and better isolation value in the 
EBD stage at an UWB frequency range from 1.5 GHz to 3.5 
GHz. 
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Abstract— Noise has been used as a way of 

protecting privacy of users in public datasets 

for many decades now. Differential privacy is a new 

standard to add noise, so that user privacy is 

protected. When this technique is applied for a 

single end user data, it’s called local differential 

privacy. In this study, we evaluate the effects of 

adding noise to generate randomized responses on 

machine learning models. We generate randomized 

responses using Gaussian, Laplacian noise on 

singular end user data as well as correlated end user 

data. Finally, we provide results that we have 

observed on a few data sets for various machine 

learning use cases. 

Keywords—Differential Privacy, Randomization, Privacy 

I. INTRODUCTION  

Data is being collected in large amounts from a web browser 
to purchasing of data for applying machine learning 
algorithms to engage with customers. Machine learning 
algorithms work by studying a lot of data and updating their 
parameters to encode the relationships between features and 
the output in that data. If Machine learning is used to solve 
important tasks, like making a cancer diagnosis model, credit 
card eligibility, customer engagement, customer lifetime 
value, then features need to be developed using personally 
private information leading to invasion of privacy. In a study 
by PWC more than 83% of participants did not want to share 
their due to fear of privacy loss. [1] 
 
In the 1990s, the American state of Massachusetts made 
medical data publicly available which included minimal 
demographic information: birth date, zip code and gender, in 
addition to the diagnosis. A computer scientist Latanya 
Sweeney purchased a voter list with 54,000 names. Sweeney 
was able to link the demographic information in the medical 
records released by the government to the demographic 
information in the voter database and in many cases, she was 
able to match an unlabelled medical record to the patient’s 
name using the voter list she had bought earlier. She tried this 
data-matching technique for the then-governor William 
Weld. Just six people in the city of Cambridge shared his 
birthday. Out of the six, only three of them were men. Weld 
was the only one who lived in the correct zip code. Cynthia 
Dwork came up with a new way to define privacy as a 

quantifiable measure, also giving a formal guarantee that 
information is not leaked, called “differential privacy”. [2] 
 
“Differential privacy” describes a promise, made by a data 
holder, or curator, to a data subject: “You will not be affected, 
adversely or otherwise, by allowing your data to be used in 
any study or analysis, no matter what other studies, data sets, 
or information sources, are available.” [3]  
Differentially private algorithms are able to answer a large 
number of aggregates, statistical queries approximately, so 
that the approximate answers can draw roughly the same 
conclusions as if the original data. Local differential privacy 
is a model of differential privacy with the added restriction 
that approximates personal responses of an individual such 
that we do not reveal too much about the user's personal data. 
Some of the methods in Differential privacy methods are: 

Randomization 
Laplace Method 
Exponential Mechanism 

In this paper we explore methods for local differential privacy 
by adding noise to generate randomized responses for 
features in Machine learning models. 
 

II. DEFINITIONS 

Our idea is to explore methods adding noise and generate 
randomized responses to be used in features. Here are few 
ways noise can be expressed mathematically:  
 

1. Noise limitations expressed mathematically: 

Gaussian noise 

x: Gaussian random variable 
The probability density function, p of a Gaussian 
random function, x is: 

 
 

���� = 1
��√2�� �������

���  

 
 
where µ is the mean and σ is the standard deviation. 
 

Laplacian mechanism 
The Laplace Distribution (centred at 0) with scale b is the 
distribution with probability density function:  
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where b is a scale parameter. 

 

2. Pearson Correlation 
 

� = ∑��� − �̅���� − � �
!∑��� − �̅����� − � �� 

where: 
r = correlation coefficient 
xi = values of the x-variable in a sample 

x = mean of the values of the x-variable 
yi  = values of the y-variable in a sample 

y = mean of the values of the y-sample 
 

 

III. METHODOLOGY 

A sample dataset with a selected subset of features is shown 
below. ‘Engaged’ is the output of the dataset.  
 

Engaged Income Number of 
Open 

Complaints 

Number 
of 

Policies 

Total 
Claim 

Amount 

0 71941 0 2 198.23 

1 21604 0 1 379.20 

 
Before noise was added to Income: 
 
Shown below is a histogram plot of ‘Income’ before noise 
addition to ‘Income’.  
 

 
After noise is added to Income: 
 
Shown below is a histogram plot of ‘Income’ after noise 
addition to ‘Income’.  
 

 
 

 
Shown below is a scatter plot which shows how ‘Number of 
Policies’ values’ change as noise is added.  
The horizontal axis corresponds to ‘Number of Policies’ 
variable before noise addition. 
The vertical axis corresponds to ‘Number of Policies’ 
variable after noise addition. 

 
 
 

 Pseudo Code 

 Input f(x) = {f1, f2, ...., fn}: features of x 
G(x): Gaussian noise function 

 Function Repeat for all features f in {f1, f2, ...., fn}: 
    Take a random feature column, fx ∈ f 
    For each M in {Logistic Regression, 
Random Forest Classifier}: 
        if fx is categorical: 
            call pseudoCodefunction1 
        else 
            call pseudoCodefunction2 

 

 Pseudo Code -- Function 1 

 Input Example data x1, x2, …, xn in X 
Random sample percentage for selecting 
values to add noise 
 

 Function For x ∈ X: 
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    Take random sample x with sampling 
probability L/N 
    Compute   
        For each value compute the noise 
g(x): 
            Clip noise g(x) to g(x)’ 
            Add Noise 
            x’ = x + g(x)’ within a bound 
            Fx’ append x’ where Fx’ is the 
new noise feature 

 

 Pseudo Code -- Function 2 

 Input Input: Example data x1, x2, ..., xn  
Random sample percentage for 
selecting values to add noise. 
 

 Pre-process If Categorical introduce a new random 
value based on data: 
        Method 1: Increase a max bound 
        Method 2: Introduce a categorical 
value in range 
Bounds changed and gaussian function 
updated 
 

 Function For x ∈ X: 
        Take random sample x with 
sampling probability L/N 
        Compute  
        For each value compute the noise 
g(x): 
                Add Noise 

   x’ = x + g(x) within a bound 
                Fx’ append x’ where Fx’ is 
the new noise feature 

 
 

IV. RESULTS 

 

 
 

The results were determined using the above workflow for 
ML training. The Noise Analyzer and Feature Selection 
module were used to add noise to the features. This was done 
using Python and scikit-learn in Jupyter notebooks. Finally, 

the ML models were trained with noise and without noise as 
expressed in the flow. 

The IBM-Watson Customer Marketing Value data set was 
selected. 'Engaged' is the output column. 'Yes' and 'No' in 
'Response' feature were converted into 1 and 0 respectively 
and made the output column. Categorical variables were 
factorized and added to the dataset. 

Eleven features were chosen for randomization, namely, 
‘Customer Lifetime Value’, ‘Education’, ‘Gender’, ‘Income’, 
‘Location Code’, ‘Marital Status’, ‘Months Since Last Claim’, 
‘Months Since Policy Inception’, ‘Number of Open 
Complaints’, ‘Number of Policies’ and ‘Sales Channel’ from 
the data set. 

 
Model: Logistic Regression 

1. Before Gaussian noise and randomized responses were 
added to the features, a logistic regression model was trained 
on the data set. The training accuracy was 86.41%. 

 

Feature chosen Trained on 
noisy dataset; 

Tested on 
original dataset 

Trained on original 
dataset; tested on 

noisy dataset 

Customer 
Lifetime Value 

86.41% 86.39% 

Education 86.40% 86.32% 

Gender 86.40% 86.40% 

Income 86.39% 86.45% 

Location Code 86.40% 86.30% 

Marital Status 86.40% 86.41% 

Months Since 
Last Claim 

86.36% 86.19% 

Months Since 
Policy Inception 

86.42% 86.26% 

Number of Open 
Complaints 

86.40% 86.22% 

Number of 
Policies 

86.35% 86.11% 

Sales Channel 86.45% 86.38% 

 
 

Model: Random Forest Classifier 

2. Before Gaussian noise and randomized responses were 
added to the features, a random forest classifier was trained on 
the data set. The training accuracy was 100%. 

 

Feature chosen Trained on 
noisy dataset; 

tested on 
original dataset 

Trained on original 
dataset; tested on 

noisy dataset 

Customer 
Lifetime Value 

100% 100% 

Education 100% 99.26% 

Gender 100% 100% 

Income 100% 100% 

Location Code 100% 99.37% 

Marital Status 100% 99.75% 
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Months Since 
Last Claim 

100% 98.9% 

Months Since 
Policy Inception 

99.99% 97.89% 

Number of Open 
Complaints 

100% 99.98% 

Number of 
Policies 

99.99% 100% 

Sales Channel 100% 99.77% 

 
3. In contrast to the previous results, here three features are 
considered instead of one for randomization. 
 
‘Customer Lifetime Value’, ‘Income’ and ‘Marital Status’ 
are chosen for randomization. 
 
 

Model Trained on noisy 
dataset; tested on 
original dataset 

Trained on 
original dataset; 
tested on noisy 
dataset 

KNN 100% 100% 

SVM 85.68% 85.68% 

 
‘Months Since Last Claim’, ‘Months Since Policy Inception’, 
‘Number of Open Complaints’ are chosen for randomization. 
 

Model Trained on noisy 
dataset; tested on 
original dataset 

Trained on 
original dataset; 
tested on noisy 
dataset 

KNN 96.66% 94.70% 

SVM 85.68% 85.68% 

 
 
4. ‘LocationCode’ was found to have the highest Pearson 
Correlation value, which meant that ‘LocationCode’ was the 
feature which had the closest to a linear relationship with the 
output ‘Engaged’. 
 
 

Model Trained and 
tested on 
original 
dataset 

Trained on 
noisy 
dataset; 
tested on 
original 
dataset 

Trained on 
original 
dataset; 
tested on 
noisy 
dataset 

KNN 100% 99.9% 99.68% 

SVM 85.68% 85.68% 85.68% 

Logistic 
Regression 

86.41% 86.38% 86.30% 

RF 100% 100% 99.42% 

 
 

V. CONCLUSION 

From our experiments we can safely conclude machine 
learning applications will not be affected by differential 
privacy preserving mechanisms and in fact can become allies. 
If proper care is taken to add noise to the data, we have seen 
the models are almost alike with noise and without noise. We 
could easily extend the methodology to build features using 
SQL join, distributed joins as well as advanced data 
aggregation methods. There are several real world  machine 
learning applications like targeting customers, marketing 
funnels, segmentation, churn prediction in ecommerce, 
communication, retail as well as health care applications 
where  differential privacy and local differential privacy 
techniques could be applied in order to protect the privacy of 
the end user data. Personalization while preserving end user 
privacy is something that we all want and we hope we were 
able to present a strong case for it in our study. 
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Abstract—The possible fields of application for small sensor
nodes are tremendous and still growing fast. Concepts like the
Internet of Things (IoT), Smart City or Industry 4.0 adopt wire-
less sensor networks for environmental interaction or metering
purposes. As they commonly operate in license-exempt frequency
bands, telemetry transmissions of sensors are subject to strong
interferences and possible shadowing. Especially in the scope of
Low Power Wide Area (LPWA) communications, this scenario
results in high computational effort and complexity for the
receiver side to perceive the signals of interest. Therefore, this
paper investigates means to an adequate segmentation of receive
spectra for a partial spectrum exchange between base stations of
telemetry-based IoT sensor networks. The distinct interchange
of in-phase and quadrature (IQ) data could facilitate stream
combining techniques to mask out interferences amongst other
approaches. This shall improve decoding rates even under severe
operation conditions and simultaneously limit the required data
volume. We refer to this approach of a reception network as
Edge-RAN (Random Access Network). To cope with the high data
rates and still enable a base station collaboration, especially in
wirelessly connected receiver mesh networks, different filter bank
techniques and block transforms are examined, to divide teleme-
try spectra into distinct frequency sub-channels. Operational
constraints for the spectral decomposition are given and different
filter methodologies are introduced. Finally, suitable metrics are
established. These metrics shall assess the performance of the
presented spectrum segmentation schemes for the purpose of a
selective partial interchange between sensor network receivers.

Index Terms—Wireless sensor network, IoT, spectrum segmen-
tation, Low Power Wide Area (LPWA) communications, long
range telemetry, Edge-RAN decoding

I. INTRODUCTION

978-1-6654-4067-7/21/$31.00 c©2021 IEEE

Over the last recent years, the Internet of Things (IoT) is
one of the most driving forces for developments and research
interest in the area of wireless sensor networks. The conception
comprises the communication between numerous different
sensor nodes with the aim of environmental interaction or
data aggregation, for example in infrastructure monitoring
[1]. For many applications, the mobility of nodes must be
preserved, putting harsh constraints on weight and energy
consumption when powered by battery. The layout of these
nodes is therefore targeted on an extremely energy efficient
minimalist design. This in turn shifts complexity towards
the receiver side for detection and decoding, which can be
considered a general characteristic of Low Power Wide Area
(LPWA) sensor networks [2]. Often, license-exempt frequency

 

Fig. 1. Telemetry reception network utilizing Edge-RAN decoding for an
overall improved decoding rate in a dynamic IoT sensor network.

bands are utilized, inevitably exposing signals to strong in-
terferences. Given also the nodes’ restricted transmit power,
the signal-to-noise-ratio (SNR) at receiving stations can be
quite unfavorable, particularly for high path losses in distances
of several kilometers and severe shadowing by obstacles like
trees or buildings. While a station may detect the presence
of a burst, the signal strength might not be sufficient for
an overall successful decoding. In Figure 1, such a typical
scenario is depicted with several receiving stations spanning
a network and continuously monitoring the spectrum for
transmissions of sensors within range. Especially for highly
mobile transmitter nodes, for example attached on bats for the
purpose of wildlife tracking [3], that are frequently changing
their position relative to the reception grid, the receive spectra
can differ notably between stations. At this point, the idea
arises to further improve the system decoding rate via an in-
terchange of inphase and quadrature (IQ) data among different
base stations. This approach is then in compliance with the
schemes of Cooperative Multi-Point (CoMP) [4] or Distributed
Base Station Cooperation [5] discussed in the context of
the fifth mobile communication standards (5G). Within the
scope of telemetry-based IoT sensor networks, we refer to this
conception as Edge-RAN (Random Access Network) decoding,
in allusion to Centralized-RAN (also Cloud Radio Access
Network, C-RAN) in 5G. Contrary to the central approach
of C-RAN, a distributed demand-based pre-processing of
IQ streams within the edge of the receive network among
the collaborating base stations is performed. By providing
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Fig. 2. Proposed telemetry-dedicated IQ compression scheme.

several spectra synchronized in time and obtained by various
receivers, the combination of those streams or a fragmentary
exchange between them, may compensate for distinct sample
sections, that would otherwise be affected by interferences or
suppressed by shadowing. A server (cf. Figure 1) might then
request a specific fraction of manipulated interference-cleared
spectral recordings, in order to provide the resulting streams
to several connected users for an individual final decoding.
A wirelessly linked and rate restricted base station system,
however, renders this collaboration quite challenging. While
we do not address stream combining techniques here, we
focus on means to provide the desired IQ interchange over
a rate-limited channel and thus facilitate those subsequent
algorithms. We propose to divide the receive spectra into
sub-channels, that exploit the small bandwidth of telemetry
signals. This shall enable a partial spectral exchange to cope
with the rate limitations of links in an IoT base station
network. In Figure 2, the overall IQ compression scheme
is shown. It comprises the frequency segmentation as its
key feature, followed by in-band signal detection providing
a decision about the presence of user signals to a content-
adapted quantization (Q) stage and later encoding (Enc) of
requested sub-bands. The decoding side may only reconstruct
a fraction of the entire spectrum.

The paper is structured as follows. At first, state of the art IQ
compression schemes are addressed in Section II. Section III
introduces spectrum segmentation for a distinct exchange and
combination of sub-streams in telemetry-based IoT networks.
Constraints on possible approaches are given and suitable
filter bank techniques and block transforms are illustrated. In
Section IV, the metrics of coding gain, basis restriction and
complexity measures are established and the performance of
presented filtering procedures, regarding their eligibility for
telemetry data, is discussed. Section V finally summarizes the
findings and concludes this paper.

II. STATE OF THE ART IQ COMPRESSION

As has been stated in Section I, IQ compression is especially
tackled in the scope of 5G. To reduce the rate requirements
within the backhaul, Guo et al. [6] proposed a scheme that
directly acts on time domain data. A stream is divided into
groups, that are processed via block floating point encoding.
Vosoughi et al. [7] apply a similar method, yet operate on
difference symbols and an adapted Arithmetic coder. A lossy

extension is given by least significant bit removal. While
these approaches are simple and applicable to generic signals
of any shape, they are reported to achieve only a minor
compression factor of about 3.5 [7]. Samardzija et al. [8]
exploit the specific signal characteristics in mobile commu-
nications, applying a deliberate downsampling, block scaling
and non-linear quantization. Nieman et al. [9] follow the
same idea. They remove the signal’s cyclic prefix, perform
decimation and a spectrum-adapted quantization via noise
shaping. Contrary to those time domain approaches, Grieger et
al. [10] conduct the compression in frequency domain. Via a
Fast Fourier Transform (FFT), a subset of carriers is quantized
and Huffman encoded. Although these proposals promise
higher compression rates, they are specifically designed for
orthogonal frequency division multiplex (OFDM) signals. The
algorithms make use of particular signal properties and require
a-priori knowledge. Hence, they are not directly transferable to
streams in case of IoT networks. Here, a generic compression
scheme is required, easily adaptable to unknown narrowband
transmissions, that are heavily fluctuating over time. Another
approach that operates on transform coefficients is the scheme
denoted as Compressive Sampling or Compressed Sensing
[11]. This conception is based upon the assumption, that a
signal’s representation can be sparse, thus exhibiting only
few non-zero coefficients within the frequency domain. The
Nyquist sampling theorem presumes a rather fully occupied
spectrum. In this way, it is deemed to be too pessimistic.
These considerations give rise to a quasi sub-Nyquist rate
reduction, implicitly compressing any input signal in the
process of sampling. While in [12] and [13] corresponding
telecommunication compression frameworks, referred to as
Random Demodulator and Modulated Wideband Carrier, have
been presented, a large-scale adoption is still impeded by
the system’s susceptibility to noise aggregation. The inverse
transform comprises the extensive search for a sparse solution
of an under-determined system. However, an IoT spectrum
is inherently exposed to rather harsh noise (cf. Figure 3).
Furthermore, possible short time interferences counteract the
sparsity assumption, leaving a successful reconstruction im-
possible [14], [15].

Existing generic compression approaches can not provide
sufficient performance, whereas schemes proposed in the con-
text of 5G are based upon OFDM-related signal characteristics.
The conception of Compressive Sampling suffers from noise,
which is the prevailing process in IoT spectra. To overcome
these limitations, the scheme in Figure 2 shall be adopted.
The division of spectra in distinct sub-bands is a crucial
component. Therefore, this paper investigates proper means
of spectrum segmentation, in order to exploit the narrow
bandwidth characteristic of low rate telemetry transmissions.
This shall be a building block for an efficient compression of
reception spectra in IoT sensor networks.

III. BAND SEGMENTATION APPROACH FOR THE
INTERCHANGE OF TELEMETRY SPECTRA

The interchange of spectra among telemetry base stations
shall exploit the inherent macro diversity of the reception
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Fig. 3. Spectogram of a typical telemetry stream in the SRD frequency band.

network. IQ streams of different stations might be combined
to mask out interferences or compensate for notches in the
channel transfer characteristic, as observed by one receiver
but not the other. The spectral segmentation might also limit
the overall noise bandwidth and thus increase the relative in-
band SNR. This can alleviate decoding by concealing possible
strong disruptive frequency components nearby, that would
otherwise dominate the signal as seen by the receiver. In
a practical setup, this network must meet the requirements
concerning ease of installation, maintenance and cost. Wired
connections and high speed fiber-based solutions are therefore
not a viable option. Wireless approaches like WiFi or radio link
systems are both flexible and economical, but are limited in
rate. This issue gets apparent, when considering an actual large
scale telemetry network as presented in [1]. Here, a common
exposed receiver records the frequency-scattered signals being
broadcast by a distributed network of numerous sensor nodes
for the purpose of infrastructure monitoring. Scanning the
complete Short Range Devices (SRD) band from 863 MHz
to 870 MHz and gathering complex samples with 24 bit
resolution in a configuration with up to four antennas, easily
results in a necessary rate of 1.34 Gbit/s. Even with the latest
standards of WiFi, this high rate can not be provided. The rate
problem appears even more acute for a fully meshed receiver
network or in a hierarchical network structure that aggregates
several streams in the backbone. As elaborated before, in order
to alleviate this challenge, we propose a partial exchange by
means of a spectrum segmentation.

Figure 3 exemplarily depicts an excerpt of a typical actually
recorded telemetry spectrum with approximately 2 MHz band-
width centered around the frequency of 868.13 MHz, acquired
by the reception system presented in [1]. As this range
corresponds to the license free SRD radio bands (equivalent
to the frequency bands around 915 MHz in the United States),
numerous transmissions are present. Besides persistent or
temporary carriers, also momentary bursts are perceivable. One
has to note, that common to all of the signals shown, is their
comparatively low bandwidth in relation to the sampling range.
Often rates of only a few kHz or even less are sufficient for
IoT use cases with low overall data throughput. An example

is the LoRa1 protocol with a typical bandwidth of 125 kHz,
gaining increased research interest in the scope of low power
and long range sensor applications. This is in contrast to
mobile communication with a constantly high channel oc-
cupancy. Besides, only a minor fraction of the stream is
actually populated with user data, while the rest is dominated
by noise. It is this characteristic of momentary narrowband
transmissions that gives rise to the segmentation of telemetry
spectra into a frequency-time grid. With knowledge about
the transmit hopping pattern, a base station for which the
connected decoder indicated a failed decoding, might then
state a request for a specific frequency band and time span
to all receivers within the network (cf. Figure 3). Rather than
an exchange of the complete spectrum, a partial and selective
streaming of data with minimal rate can be performed, still
adhering to the limited rate of each wireless link within
the wireless receiver mesh network. Also, by this separation,
each of the resulting frequency bands within the addressable
frequency-time grid can be compressed individually depending
on its actual content (presence of signals or prevailing channel
noise).

This raises the question which spectral segmentation method
at server side is advantageous for the purpose of partial
telemetry IQ exchange and related Edge-RAN decoding at the
client side. Considering the context of spectrum compression
in sensor network applications, corresponding constraints have
to be imposed on potential techniques for partitioning:

• Handling of complex values: As the sample stream is
composed of IQ samples, the algorithm must be suit-
able for complex data. Furthermore, the phase of the
representing complex rotator must be preserved, as actual
payload information might be encoded into this parameter
by modulation.

• Critical sampling: Considering an overall compression,
critical sampling is a favorable feature for the filtering
procedure. This implies that the total number of samples
over all resulting filter sub-channels remains constant
compared to the input [16]. Even moderate oversampling
structures would increase the data volume. This would
force a possible subsequent compression scheme to settle
for the loss that the preceding analysis stage provoked.

• Aliasing cancellation (AC): Adherence to critical sam-
pling denotes an operation at the Nyquist rate. This
inevitably leads to Aliasing, that has to be canceled
when recomposing the sub-channels or at least suppressed
as best as possible, to not corrupt the payload signal
within the frequency range of interest. One refers to those
methods providing perfect reconstruction (PR) or near
perfect reconstruction (NPR), respectively [16].

• Relation to time-frequency pattern: For a selective inter-
change of partial spectra, a relation to the actual physical
parameters of frequency and time must be given for
the obtained general transform coefficients. This would
for example also preclude the previously mentioned
methodology of compressive sampling [11], often cited

1https:// lora-alliance.org/ last accessed 10 June 2020
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in relation to compression in wireless sensor networks,
but not abiding by this restraint.

• Scalability: A partitioning technique must support various
numbers of sub-bands, thus implementing a scalable
sub-channel bandwidth to properly adopt to the signal
characteristics.

In the following, we briefly introduce the spectral segmen-
tation algorithms that, at least partially, adhere to the given
constraints. Basically, the approaches can be grouped into two
fundamental categories.

Filter Bank Techniques
Spectral decomposition based on filter bank structures can

be considered as the more classical approach. As there is no
priority to different sub-bands in the application at hand, a
uniform filter bank with equal spectral spacing and bandwidth
can be targeted. It is thereby common to design a single pro-
totype filter with a relative bandwidth according to the desired
number of sub-channels. This prototype is then modulated
to form the overall filter bank structure [16]. The Discrete
Fourier Transform (DFT) [17] is among the most utilized
approaches and will be considered for the evaluation. Besides,
the so-called Modified Discrete Fourier Transform (MDFT)
proposed by Fliege et al. [18] fulfills the stated constraints
above and will be issued in the following analysis. In [19],
Viholainen et al. presented the Exponentially Modulated Filter
Bank (EMFB) as an alternative complex modulated critically
sampled filter approach. It will be considered as the third filter
bank representative. It is characterized by an odd channel
stacking, as opposed to the DFT and MDFT with even
stacking.

Block Transforms
While for the filter bank techniques the common sub-filter

characteristic is designed in frequency domain, the block
transforms operate in the equivalent time domain. Here, the
prototype is considered a window function, weighting the
input sample sequence organized in successive blocks [20].
Detached from the domain of filtering and referring to the
notation of transforms, the sub-channel filters are also identi-
fied as basis vectors. Requirements for Aliasing cancellation
and perfect reconstruction for the case of a full assembly of
the spectrum are expressed in terms of those windows and
summarized in the phrase of Time Domain Aliasing Cancel-
lation (TDAC) [21]. As representatives for block transforms,
the Modulated Complex Lapped Transform (MCLT), Extended
Complex Modulated Lapped Transform (ECLT) [20] and the
Karhunen-Loève Transform (KLT) [22] are considered. While
the latter can be deemed critically sampled, the MCLT and
ECLT do actually state PR structures with inherent two-fold
oversampling. However, they provide exponential modulation,
processing of complex streams and efficient implementations.
Therefore, they are also incorporated into analysis.

Selection of proper PR and NPR prototypes
Due to the various filter structures and modulation ap-

proaches, there are different constraints for Aliasing cancel-
lation and (near-)perfect reconstruction. These constraints are
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Fig. 4. Prototype transfer functions. Sub-channel border is indicated by Ωb.

mapped to certain restrictions on the prototypes. The only
prototype that allows for PR in the case of a DFT is rectangular
in time [23]. With a length of L samples, the corresponding
number of channels M is equal to L and the DFT structure is
thereby fully determined. A popular solution for the prototype
of the MCLT is a sine window [24]

p[n] = − sin
[ π

2M
(n+ 0.5)

]
, n = 0, . . . , 2M − 1 (1)

where the length L of the window p[n] is restricted to
2M samples. The ECLT can be considered a generalization
of MCLTs, extending the basis function to arbitrary length
L = 2KM , with K a positive integer. The filter retrieval
process for PR includes a highly non-linear and rather sensitive
complex optimization, for which a global optimum is not
guaranteed [25]. For K = 2, however, a possible closed-form
solution is given by [24]

p[n] = 0.5 cos
[ π

2M
(n+ 0.5)

]
− 1

2
√

2
. n = 0, . . . , 4M − 1

(2)
With the MDFT and EMFB as classical filter bank approaches,
their prototype is designed utilizing the Quadrature Mirror
Filter (QMF) property [24]. The filter structure assures for a
direct Aliasing cancellation of adjacent sub-channels, while
other aliasing components are supposed to be sufficiently
suppressed by the filter’s stopband attenuation [18]. Various
filter design methods for this purpose do exist, whereas we
resort to the iterative optimization process that was proposed
by Doblinger et al. in [26], with L = 16M and a desired
stopband attenuation of 100 dB. The KLT can be considered
a special case of a varying block transform, depending on
the actual signal itself. Rather than a fixed set of basis
vectors or equivalently sub-channel filters, the basis vectors
are dynamically computed as the eigenvectors of the estimated
autocorrelation matrix within the current block. The transform
is thus constantly changing, trying to decorrelate its output
coefficients, so no fixed filter structure can be stated in
advance. Figure 4 illustrates the one-sided transfer functions∣∣H(ejΩ)

∣∣ of the discussed prototypes in decibel scale for
a sub-channel number of M = 32. All curves have been
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normalized for DC gain, where again no prototype can be
given for the KLT due to its non-static structure. The entity
Ωb represents the channel border. Distinctive differences in the
filters’ frequency responses are evident. While the prototypes
of the MCLT and ECLT can provide perfect reconstruction,
their progression in frequency exhibits rather large side lobes.
In contrast, the common MDFT and EMFB prototype features
a much smoother progression within the passband and a harsh
decay in the stopband. Yet, these approaches can generally
only allow for a near perfect reconstruction. The perfect
reconstruction constraint is thus not bounded to the classical
filter optimization goals. It is therefore of scientific interest
to investigate the feasibility of the presented transforms for
spectrum segmentation in a telemetry-dedicated IQ compres-
sion scheme.

IV. FILTER BANK EVALUATION

A fundamental relation of source coding is the so-called
rate-distortion function. Without restriction to a specific signal
source distribution, it can be expressed by [27]

R(D) ∼= 0.5 log2

(
ε2σ2

D

)
, (3)

where ε2 is a factor depending on the actual signal distribution
and σ2 is the corresponding variance. Equation (3) thus
relates the minimal rate R(D) needed to preserve the signal
information under the maximal allowed distortion metric D.
Regarding (3) with a direct dependence to σ2, in the context of
a sub-band coding system for IQ compression, it is favorable
for a segmentation to concentrate stream information in as
few sub-bands as possible. This in turn gives room for a harsh
compression and less rate for the low variance channels, while
only a minor number of channels need higher rates.

A. Coding Gain

As this feature is also desired in the context of audio
and video applications [28], [29], one can adopt metrics
commonly known in multimedia processing for the purpose
of IQ segmentation evaluation. A transform’s ability to focus
the signal energy in just a few sub-bands is therefore desirable,
denoted as the energy compaction characteristic. This can be
measured by the metric of transform coding gain GTC [28]

GTC =
1
M

∑M−1
i=0 σ2

i(∏M−1
i=0 σ2

i

) 1
M

. (4)

The coding gain relates the arithmetic mean of the transform
sub-channel variances σ2

i to the geometric mean. A more
irregular variance distribution yields higher gains and indicates
a better energy compaction. Figure 5 depicts the metric of
coding gain in decibel scale for the presented transforms. The
signal shown in Figure 3 serves as an input and the gain is
calculated along (4) in dependence of the sub-channel number
M .

For all segmentation techniques the coding gain increases
with an increasing number of sub-channels M . The relative
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channel bandwidth is reduced, approaching the narrowband
signal bandwidth, such that a separation of distinct telemetry
transmissions becomes feasible. Among the fixed filter struc-
tures, the EMFB and MDFT indicate the best compaction com-
pared to the DFT and the presented lapped transforms. This
advantage of the EMFB over the MDFT might yet be related
to the channel stacking, so also to the relative position of
signal carriers within the test signal to the transform grid. The
KLT, however, shows an overall superior performance with an
offset of about 3 dB to the EMFB curve. With its adaptivity to
the current signal autocorrelation, it decorrelates the channel
coefficients. It maximizes the coding gain and gives an upper
bound for a given block length, under the assumption of a
prevailing quasi-Gaussian overall source [30]. For a very high
sub-band number M , all curves show a saturation behavior.
The KLT reaches the maximal possible gain for the spectrum
in Figure 3 determined by the the spectral flatness measure γ2

[28], the inverse of (4) for M →∞, as indicated by the black
dashed line. A slight exceedance is seen, due to computation
inaccuracies and spectral smoothing via windowing (a von-
Hann window was used). Figure 6 shows the coding gain
evaluations in dependence of a varying normalized carrier
frequency Ωc.
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The position of a carrier in frequency domain, relative
to the transform grid, that equally subdivides the spectrum,
is decisive for the containment of energy within the cor-
responding sub-channel. Here, M = 32 is set and an un-
modulated carrier ejΩct superimposed by complex Gaussian
noise n(t) ∼ CN (0, σ2

n) is simulated for a SNR of 5 dB.
The carrier frequency Ωc is swept from the relative location
0.0 coinciding with the sub-channel center frequency up to
0.5 being positioned right between the actual transform grid.
Again, the KLT exhibits the best performance, unaffected by
the carrier position. It is followed by the MDFT and EMFB,
whose curves almost perfectly coincide. For all fixed filter
bank structures, a drop in gain is notable when the deviation
from the transform grid increases. While this loss is rather
moderate for the filter bank techniques as well as for the lapped
transforms MCLT and ECLT, especially the DFT suffers from
this effect. The finding for the coding gain simulations gets
apparent, when considering the prototype characteristics in
Figure 4. The blue curve for the DFT not only exhibits the
most decreasing progress in the passband region left to the
sub-channel border Ωb = π

M , but also shows the highest out-
of-band ripples. This not only makes it susceptible to signal
carriers off the ideal transform grid as shown in Figure 6, but
also leads to an undesired spreading of signal energy across
neighboring channels, notable by the inferior coding gain in
Figure 5. The prototype for the MDFT was the same as for
the EMFB and shows a flat passband progression, but then
drastically drops before the channel border Ωb, confirming the
behavior for both coding gain results presented.

B. Basis Restriction Error

When only a partial subset of the whole IQ stream is
exchanged, also only a fraction of the spectrum’s energy is
contained. A metric that reflects the ability of a segmentation
technique to preserve the overall energy under elimination
of certain sub-channels is the basis restriction error [29] or
equivalently the compaction efficiency [22]

ηE(l) =

∑l−1
r=0 σ

2
r∑M−1

r=0 σ2
r

. (5)

Here, only a subset of l = 0, . . . ,M − 1 sub-channels are
used to re-transform the spectral coefficients to the time
domain reconstruction signal. The sub-channel variances σ2

r

are thereby sorted in decreasing order and all corresponding
sub-band coefficients addressed by an index r ≥ l are set to
0. Evaluating (5) for the input spectrum in Figure 3 yields the
result shown in Figure 7.

Again, M = 32 channels have been simulated and only
the first l sub-bands, exhibiting the highest variance, have
been used for reconstruction. Larger values of ηE(l) closer
to 1 indicate better efficiency. As before, the KLT expectedly
outperforms the other techniques. Given the configuration of
prototypes as in Section III, the EMFB shows also here a
superior result among the fixed structure approaches, revealing
a better channel segmentation than the ECLT and MCLT fol-
lowing. Interpreting the basis restriction in (5) in the sense of
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Fig. 7. Basis restriction error for the presented segmentation techniques.

Aliasing distortion, the EMFB also exhibits a slight advantage
over the MDFT, with its internal downsampling factor being
half of that of the MDFT [19].

C. Measures of Complexity

Besides the characteristics of PR or NPR and the energy
compaction for later compression or partial spectrum transfer,
the aspects of design complexity, computational effort, over-
head and signal delay are decisive for practical usage. For the
transforms as described in Section III, these factors are listed
in Table I. The implementation aspect of complexity for the
evaluated techniques is addressed in terms of the number of
multiplications µ(M) and additions α(M) (real valued) for
the calculation of the next M complex sub-channel samples
in the process of segmentation. While there are various com-
putationally efficient approaches in literature, we rely on the
Cooley-Tukey algorithm [31] in the case of the DFT. For the
MCLT and ECLT the setup presented in [32] is employed,
based upon lattice structures and butterfly operations. The
polyphase and crossover scheme applied in [33] serves as a
reference for the MDFT, while the EMFB is assumed to be
implemented by a fast lapped transform structure for a pair of
cosine/sine modulated filter banks [32]. The KLT is considered
a complex matrix multiplication. In order to get also a visual
impression of the transforms’ complexity, Figure 8 depicts
the computational effort in terms of multiplications µ(M), in
dependence of the number of sub-channel samples M to be
calculated. When comparing µ(M) and α(M), an asymptotic
effort can be noticed for all filter bank approaches, with the
MDFT and EMFB showing a slightly higher cost due to
the larger prototype length used (cf. Section III). The KLT,
however, reveals a quadratic increase of µ(M) for increasing
M , which is manifested by the harshly rising progression in
logarithmic scale, seen in Figure 8. It appears to be feasible
for minor sub-channel numbers M . Though, for higher and
more practical values of M , its complexity is not manageable
any more. Furthermore, the calculation of the eigenvectors and
the related matrix inversion are not even taken into account
here. While it may be the quasi-optimal transform with regard
to energy compaction and basis restriction, its computational

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 100



TABLE I
IMPLEMENTATION RELATED ASPECTS OF FILTER TECHNIQUES FOR IQ STREAM SEGMENTATION. THE COMPUTATIONAL EFFORT IS COMPARED IN TERMS

OF THE NUMBER OF MULTIPLICATIONS µ(M) AND ADDITIONS α(M) TO COMPUTE THE NEXT M COMPLEX SUB-CHANNEL SAMPLES.

Transform µ (M) α (M) Overhead Design Complexity d [Ts]

DFT 2M log2M 3M log2M none none M − 1

MCLT M (log2M + 5) M (3 log2M + 5) none none 2M − 1

ECLT M (log2M + 7) M (3 log2M + 7) little/moderate none/extensive 4M − 1

MDFT M (log2M + 30) + 4 M (3 log2M + 34)− 4 moderate extensive 16M + M
2 − 1

EMFB M (log2M + 19) M (3 log2M + 19) moderate extensive 16M − 1

KLT 4M2 4M2 − 2M extensive none M − 1
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Fig. 8. Quantity of multiplication operations µ(M), dependent on the number
M of new sub-channel samples to be obtained in each transform.

complexity renders it rather impractical for the scenario of
an Edge-RAN telemetry reception network. The complexity
of the remaining transforms correlates with their respective
channel selectivity, where the EMFB structure seems to offer
a reasonable balance between those aspects. The qualitative
overhead given in Table I also supports these findings, as
it is quite extensive for the KLT having to transmit the
eigenvectors for each single stream segment, while the filter
bank and lapped transforms only rely on a single transmission
of prototype coefficients. Under the presented configuration,
the MCLT, ECLT and DFT use fixed windows deemed known
to the remote site. Therefore, they do not contributing to
the overhead. Nevertheless, it has to be noted again, that
the ECLT, MCLT introduce two-fold oversampling, reducing
the effective comparable compression ratio. The prototype
design complexity coheres to the energy compaction ability,
showing higher effort for ECLT, EMFB and MDFT, but in
exchange also offering a more desirable channel separation
performance. The last column represents the overall transient
delay d [Ts] in terms of sampling periods Ts. It is of interest
for a proper layout of buffer storage in the process of stream
synchronization. Considering the block transforms as filter
banks, their corresponding delay conforms to the filter order

L − 1 [34], with L the prototype length, respectively. The
MDFT and EMFB exhibit also here a higher cost. Again, this
is related to the longer prototype length and their PR structure.
Nevertheless, these schemes bring the benefit of improved
frequency selectivity, which is deemed to be of more practical
relevance.

V. CONCLUSIONS

This paper investigated means for spectrum decomposition,
taking advantage of the narrowband characteristic of telemetry
transmissions. A partial IQ exchange between base stations in
an Edge-RAN IoT network shall exploit the inherent macro
diversity. Partial spectrum combining may mask interferers
and shadowing effects seen at various stations and improve
the overall decoding success rate. The selective transmission
of sub-bands shall also limit the overall data volume, as only
a minor spectrum portion is actually populated with low-rate
telemetry signals. Utilization of this characteristic is inevitably
required for a multi-station collaboration over wireless rate-
limited links. With the spectrum division as the most es-
sential building block, this publication gave a holistic view
on spectrum decomposition methods. Thereby, the operation
conditions and spectral features in narrowband IoT sensor
networks have been accounted for, not having been issued by
literature so far. The eligibility of the presented approaches has
been supported by both, theoretical analysis and simulation on
actually recorded real-word data. Constraints, such as critical
sampling and Aliasing containment have been given, upon
which eligible filter and block transform approaches have
been presented. Among those, the Karhunen-Loève Transform
(KLT) was found optimal regarding the employed metrics of
coding gain and basis restriction error. Despite its perfor-
mance, the usage of the KLT for spectrum decomposition can
be considered critical. The prerequisite of scalability for larger
sub-channel numbers M can not be satisfied, because the
computational effort and related overhead drastically increases
to a non bearable extent. For the given prototype configuration,
the Exponentially Modulated Filter Bank (EMFB) performed
best among the static approaches, yet at the cost of a higher de-
sign and computational effort. While it might be sub-optimal,
the fixed structure allows for reduced overhead and shows
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a robust behavior against deviations of carrier frequencies
relative to the transformation grid. In general, it transpires that
the transfer function of the prototype is decisive with regard
to the metrics of coding gain and basis restriction. With the
Modulated Complex Lapped Transform (MCLT) and Discrete
Fourier Transform (DFT) being restricted in their prototype
length L, that meet the preassigned perfect reconstruction
(PR) conditions, they exhibit a notable decay in passband.
Furthermore, they and can not provide sufficient stopband
attenuation for an adequate energy containment and minimal
spectral leakage. The Modified Discrete Fourier Transform
(MDFT), Exponentially Modulated Filter Bank (EMFB) and
Extended Complex Lapped Transform (ECLT) do not suffer
from this limitation. They can be implemented efficiently,
yet the design process is deemed simpler and more stable
for the case of MDFT and EMFB. While they involve more
computational complexity, these near-perfectly reconstructing
approaches appear superior over the perfect reconstruction
transfoms with respect to selectivity. This aspect is deemed
most important for a partial sub-band exchange. Given their
high selectivity capability while still exhibiting feasible com-
putational complexity and overhead, the EMFB and MDFT
are deemed the best choices for band segmentation within a
spectral sub-band compression system for telemetry IQ data.
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Abstract—Flex Sensor and Gyroscope based hand gloves are 

being used widely to detect gesture-based sign language patterns 

to provide aid for speech-impaired people. However, detecting 

dynamic gestures is not an easy task due to the variability and 

redundant implementation precautions. This article approaches 

a dynamic hand gesture recognition system by using 

Probabilistic Neural Network (PNN) deliberately focused on 

practical usage of dynamic gestures on day-to-day life. In this 

experiment, 10 gesture patterns have generated by using a data 

glove. For each gesture, 360 training input vectors are generated 

to train the PNN model, and the output has provided via a 

speaker.  

Keywords—flex sensor, gyroscope, dynamic gesture, PNN 

I. INTRODUCTION  

There are approximately 360 million people around the 
world who are deaf and mute [1]. Due to speech and hearing 
impairment, these people have to communicate by using sign 
language. By using a convenient Man-Machine Interface 
(MMI), it is possible to generate the record and validate such 
sign language gestures to mediate a communication system 
between mute and unmute people. Kinect sensor-based works 
are proposed in previous years to design gesture recognition 
prototype [2]–[6]. Kinect is a depth sensor that has designed 
by Microsoft. However, these systems are not portable and 
cheap. User needs stationary Kinect sensor on board to work 
with it. Authors have used Convolutional Neural Network 
(CNN) to detect static gestures from the user on [7], [8]. Static 
sensor-based work also has done using Time-of-flight (ToF) 
camera [9] and Dynamic Time Wrapping algorithm [10]. As 
these works are based on the camera sensor, they are highly 
dependent on the image quality, lighting condition, camera 
angle and many more factors. There is much approach to 
detecting various versions of sign language as well. Authors 
approached to detect Vietnamese, Indian and American Sign 
Language [11], [12]. Most of these approaches are not capable 
of detecting dynamic gestures. 

 This proposed system will approach a dynamic gesture 
recognition system to eliminate these problems at a much 
affordable solution as well as portability. This system also 
consists of a speaker module to generate Bangla speech as 
output for each corresponding gesture.  

II. METHODOLOGY  

A. Hand Gloves Design  

The hand glove has designed using flex sensors attached 
with the fingers.  

• Three flex sensors have used for gesture recognition.  

• These three sensors have mounted in index, middle 
and ring finger. 

• An MPU-6050 which is a three-axis and 
accelerometer and three-axis gyroscope has used. 
This device uses I2C protocol for communication 
and has 16-bit built-in ADC channel for high 
accuracy.  

• A Raspberry Pi 3B has used for interfacing the flex 
sensors and the MPU-6050. 

• An MCP-3008 ADC has used to interface the flex 
sensors with Raspberry Pi as Pi does not have inbuilt 
analog pins.  

B. Mathematical Model 

The mathematical models are used to process raw data 
from sensors and using them for gesture recognition purpose. 
The first 20 reading of sensors at the time t for generating a 
training set, can be expressed as: {��,�,�� �	
,  ��,�,�� �	
, ��,�,� �	
, … ��,�,��� �	
}              (1) 

Where x is the signal value, n is the user index, k is the 
replicate index, and t is the time. 

A replicate of a gesture by a person can be expressed as: 

Π�,�,� =  {��,�,1� ��. �	
, ��,�,2� ��. �	
, ��,�,3� ��. �	
 

… ��,�,��� ��. �	
 ∶ � ∈ {0, 1, … ��,�,�}}        (2) 

Where dt is the interval between sampling of sensors data and ��,�,� is the last reading from sensor by nth user for gth gesture. 

C. Overall Framework  

The proposed gesture recognition system consists of three 
stages of processing. The framework consists of three main 
procedures where the value of gyroscope is preprocessed 
first. In the next stage, the raw data from flex is retrieved.  
After gathering these data, the sensors data have trained and 
tested by PNN further to analyze the recorded gesture. The 
PNN has specifically chosen to solve the classification 
problem for each dynamic gestures. The overall system has 
demonstrated in Fig 1. 

D. Reading MPU-6050  

The MPU-6050 is consists of a three-axis gyroscope and 
accelerometer integrated on a single chip. This sensor is also 
called 6 Degree of Freedom (DoF) device because of its six 
outputs. It measures the rotational velocity of the rate of 
change of the angular position over time in X, Y, and Z-axis. 
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Micro-Electro-Mechanical Systems (MEMS) technology has 
used inside this sensor. 

 

Start
Reading 

MPU-6050

Reading 

Flex

Analyzing DataEnd

 

Fig. 1. Overall demonstration of the system 

The outputs of the gyroscope are measured in degrees per 
second. The unit for measuring acceleration is meter per 
second squared. To read the sensor, we have used the wire 
library after that the by resetting the power management 
register; the sensor was reset. The register address is as 
follows: 

TABLE I.  MPU-6050 REGISTER ADDRESS  

Register  B7 B6 B5 B4 B3 B2 B1 B0 

0x6B DEVICE_RESET SLEEP CYCLE  TEMP_DIS CLKSEL[2:0] 

 
As the datasheet says, the data of each axis is stockpiled in 
two registers. The addresses of these registers are shown in 
Table 2. 

TABLE II.  MPU-6050 ACCELEROMETER DATA REGISTERS 

Register  B7 B6 B5 B4 B3 B2 B1 B0 

0x3B ACCEL_XOUT[15:8] 

0x3C ACCEL_XOUT[7:0] 

0x3D ACCEL_YOUT[15:8] 

0x3E ACCEL_YOUT[7:0] 

0x3F ACCEL_ZOUT[15:8] 

0x40 ACCEL_ZOUT[7:0] 

 
To read all the registers value correctly, at first the value of 
X, Y and Z-axis for first six register are requested. After that, 
we read the second register, perform 2’s complement and 
combine them appropriately to generate the actual values. 

Here, the roll   and pitch !  angles are calculated for 

normalized accelerometer reading "#.  

 "#$%"#%$ = & −(��!)*(!(�� )*(!)*( +  ⇒  1-"#.� +  "#0� + "#1�  2"#."#0"#1
3  

=  & −(��!)*(!(�� )*(!)*( +                        (3) 

 	4� .01 = 5678679:                                     (4) 

 	4�!.01 =  ;67<
=67<> ?  679>                               (5) 

Similarly, the register values of Gyroscope are: 
 

TABLE III.  MPU-6050 GYROSCOPE DATA REGISTERS 

Register  B7 B6 B5 B4 B3 B2 B1 B0 

0x43 GYRO_XOUT[15:8] 

0x44 GYRO _XOUT[7:0] 

0x45 GYRO _YOUT[15:8] 

0x46 GYRO _YOUT[7:0] 

0x47 GYRO _ZOUT[15:8] 

0x48 GYRO _ZOUT[7:0] 

 

Reading 

MPU-6050

Begin Transmission 

on MPU Address

Ending 

Transmission on 

MPU Address

Left Shift 8 Bit Bitwise OR

Left Shift 8 Bit Bitwise OR

Left Shift 8 Bit Bitwise OR

Requesting Data 

from Slave

Write 

Data

Left Shift 8 Bit Bitwise OR

Left Shift 8 Bit Bitwise OR

Left Shift 8 Bit Bitwise OR

Left Shift 8 Bit Bitwise OR

Reading 
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Reading 

AcY Value

Reading 

AcZ Value

Reading 

Tmp 

Value

Reading 

GyX 

Value

Reading 

GyY 

Value

Reading 

GyZ 

Value

Mapping AcX Value Mapping AcY Value Mapping AcZ Value End

 

Fig. 2. MPU-6050 Data Reading Procedural  

E. Reading Flex Sensors 

Flex sensors are ideal for measuring the amount of 
deflection. Generally, these sensors can be capacitive, fiber 
optic or conductive ink-based.  

Reading Flex

Reading Data from Flex 

Sensor

Initializing Flex Sensors

Mapping Values

Recording Data for Gesture

End
 

Fig. 3. Flex Sensor Data Reading Procedural  
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We have used conductive ink-based flex sensors here. Flex 
sensor works as a variable pin resistor. The output from a flex 
sensor can be determined from the following equation. @ABC =  @D� E FGFG? F>H  (6) 

 

F. Building Gestures 

Gestures have a changeable property, which changes 
dynamically every time we execute a particular gesture.  

 
No Bangla Speech Flex Sensor Data 

1 
আসসালামুয়ালাই	ম 

(Greetings!) 

 

 
 

2 

আমার নাম অপু 

(My name is 

Opu.) 

 

 
 

3 

আিম চ$%াম থািক । 

(I live in 

Chittagong.) 

 

 
 

4 

আপনার নাম িক ? 

(What’s your 

name?) 

 

 
 

5 
আিম ভােলা আিছ। 

(I’m fine.) 

 

 
 

 
 

Therefore, it is necessary to record a gesture for more than 
once to identify it correctly. The gesture properties are plotted 
below. 

    We noted the parameters by recording the values for flex 
sensors and gyroscope from 88 volunteers for 20 times. We 
have trained each gesture for 1760 times using a Probabilistic 
Neural Network algorithm. The algorithm implemented in 
TensorFlow 1.15 with Python 3.5 GPU support on Nvidia 
720m card. The learning rate was 0.1 at 180 epochs.  

 

6 

আপিন 6ক মন 

আেছন? 

(How are 

you?) 

 

 
 

7 

এই িদেক  আসুন। 

(Please come 

here.) 

 

 
 

8 

এখােন বসুন। 
(Please Sit 

down.) 

 

 
 

9 

আিম এক দম 

ভােলা 6নই। 

(I am not 

well.) 

 

 
 

10 
িবদায়। 

(Goodbye!) 
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III. RESULT 

To evaluate the performance, the system was tasted with 
23 disabled people. Every person has repeated each gesture 
for 20 times. Therefore, each gesture was tested for 460 times. 
In the case of gestures 7 and 10, the gesture recognition 
algorithm was having a problem to detect them accurately. 
The values of gyroscope are considered at this position to 
resurrect the detection issue, which was successful for both 
gestures.  

 

Fig. 4. System Implementation  

    The Gyroscope data has plotted in Fig 5 to discriminate 
between the gesture 7 and 10.  

 

Fig. 5. Gyroscope Datapoints for Gesture 7 and 10 

    The system has performed overall 92.7% accuracy. The 
performance can be improved by adding more training 
datasets.  

IV. CONCLUSION 

    Our proposed hand gloves have made using three flex 
sensors. Primarily, that limits our capability to track finger 
gesture for the remaining two fingers. However, due to this 
purpose, the device's overall cost is less, which is a 

tremendous advantage from a consumer perspective. On the 
other hand, the dynamic gesture that has been used here is 
entirely chosen by us. As these are not universally recognized 
patterns, the user may need to adapt to the patterns on the first 
hand. But the output generated using dynamic gestures are 
considerably faster than static gesture patterns like American 
Sign Language (ASL).  

    Mainly we have proposed a method to recognize dynamic 
gesture patterns using flex sensor and gyroscope which can 
be used not only in speech but also in drone control, haptics, 
augmented reality etc. We have converted the data generated 
from gloves into a two-dimension matrix where in x-axis 
sampling time and in y-axis flex sensor’s resistances are plot. 
Thus, it will give us a visual idea about the data. This 
proposed method helped to identify gestures from different 
user even though the user response wasn’t the same as the 
training data because we have used a form of pattern 
recognition.  
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Abstract— Prediction of energy consumption is useful in 
energy budgeting of smart grids, expenditure budgeting by 
consumers, and comfort management of smart buildings. 
Essentially, building management systems of smart buildings need 
to manage energy, efficiently. In order to do this, energy prediction 
plays an important role.  The energy consumption, in general, is 
predicted using machine learning algorithms. However, machine 
learning algorithms demand massive amounts of data for 
performing well. Acquisition of this data from data owners can 
lead to privacy breaches. Federated learning is a framework of 
distributed systems which can mitigate privacy breaches to certain 
extent. Federated learning has as such been developed for mobile 
edge devices like vehicles, phones etc. In this paper, a novel 
application of federated learning framework focused on the smart 
building energy prediction scenario is presented. The 
architectural details on how the federated learning framework is 
applied is presented. Also, the performance of this prediction 
model as compared to centralized method of machine learning is 
discussed. Deep neural networks are used with the American 
Society of Heating, Refrigerating and Air-Conditioning Engineers 
(ASHRAE) dataset to realize and evaluate this architecture.     

Keywords—Smart building, Federated learning, Deep Neural 
Network, Energy prediction. 

I. INTRODUCTION  

Smart buildings comprise of lighting, surveillance, Heating, 
Ventilation and Air Conditioning (HVAC), water supply etc.  
subsystems along with the inhouse kitchen appliances. These 
subsystems are automatically controlled to provide user 
comfort energy efficiently. Prediction of energy consumption 
of such smart buildings is crucial because of the involved 
energy efficiency related decision making. The predicted 
energy can help the smart buildings in optimizing their energy 
consumption. In other words, by using energy prediction, the 
building management system can automatically minimize the 
expenditure towards energy, without compromising on the user 
comfort [1]. Energy predictions can also help energy budgeting 
by smart grids. Peak demands in certain periods affect the 
stability of the grid. Hence, the smart grid technology, needs to 
predict and schedule the load in real-time, and thus achieve the 
energy demand-supply balance [2] & [3].  The prediction 
techniques used need to forecast the energy consumption 

accurately for a specific time interval, under varying 
environmental conditions, using the past data.  

With the advances in the artificial intelligence and data 
analytics, several Machine Learning (ML) based building 
energy consumption prediction techniques have been discussed 
in literature. For example, [4] proposes a novel hybrid 
prediction approach based on the evolutionary deep learning 
method combining genetic algorithm with long short-term 
memory. [5] discusses ML approaches like artificial neural 
network, Support Vector Machines (SVMs), Gaussian-based 
regressions, and clustering applied in forecasting and 
improving building energy performance. [6] presents a deep 
learning-based model to predict cooling energy consumption of 
a building based on outdoor weather conditions. A composite 
model of power prediction based on fuzzy C-means clustering 
and grey wolf optimized back propagation neural network is 
proposed in [7]. However, it has been realized that, in order for 
any ML algorithm to perform well, it is crucial to train the 
model with large amounts of data. 

The data required to train the ML algorithms could be 
sensitive and be a threat to the data owners’ privacy. The 
Internet of Things (IoT) devices and applications are usually 
deployed in our homes and workplaces, while the ML 
algorithms run remotely on cloud. This can result in unethical 
usage of the data shared with the cloud applications. Sharing of 
data even within an organization has issues because of privacy, 
competition, policies etc. These privacy concerns get 
aggravated further, when cloud services are adopted and inter-
organizational data needs to be handled. The commercial value 
of that data plays an important role in these privacy breaches.  

In order to tackle the serious privacy breaches while using 
cloud-based ML applications, privacy-sensitive data need to be 
stored and processed securely, privately, and within the ethical 
regulations. Electronic health/medical records, location 
information, browsing history, photographs are few examples 
of such private data. General Data Protection Regulation 
(GDPR) enforced by the European Union on May 25, 2018, 
aims to protect users’ personal privacy, and provide data 
security [8]. GDPR suggests techniques like data minimization, 
anonymization, pseudonymization etc. for privacy protection. 
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Adhering to these regulations helps in building trust towards the 
data handlers. 

In addition to the regulations, privacy enhanced ML 
techniques play an important role in preventing privacy and 
ethical breaches. For Eg., homomorphic encryption, differential 
privacy, multi-party computation, and federated learning are 
few such techniques. Such privacy enhanced ML techniques are 
being researched actively. In [9], a hybrid approach for 
breaking down large, complex Deep Neural Networks (DNNs) 
for cooperative, privacy-preserving analytics using a concept of 
Siamese fine-tuning is discussed. [10] describes how non-linear 
SVMs can be practically used for image classification. 
Classification is applied on data encrypted with a Somewhat 
Homomorphic Encryption (SHE) scheme. [11] compares the 
efficiency and privacy of two emerging solutions to privacy-
preserving ML, namely local differential privacy and federated 
learning. Differential privacy is a distributed data collection 
strategy, where each client adds digital noise to data locally 
before submitting to the server. Federated learning, on the other 
hand, is for multi-parties to train privacy preserving ML models 
in the cloud services. 

Federated Learning (FL) collaboration method of privacy 
enhancement was first coined by Google [12] & [13]. It is a 
privacy-preserving distributed machine learning framework, 
where the model reaches the data, instead of data reaching the 
model. The main idea in this framework is to build ML models 
based on datasets that are located at the data owners’ device, 
thus preventing data leakage. The advances in the edge 
processing are synergizing such distributed data frameworks. 

In this paper, the application of federated learning 
framework towards development of privacy enhanced energy 
prediction architecture for smart buildings is presented. A DNN 
model applied to the ASHRAE dataset is used to realize this 
framework. The framework is implemented in Python using 
PySyft and PyTorch libraries [14]. The accuracy and timing 
performances of this framework are compared with the 
centralized approach of ML. Section II describes the scenario 
& dataset along with the FL Framework. Section III discusses 
the data partitioning and feature engineering. Section IV shows 
the design, implementation, and evaluation of the framework. 
Finally, the conclusions are presented. 

II. SCENARIO & DATASET 

The architecture is of a horizontal federated-learning 
system, where all participants have the same data structure. The 
participants collaboratively train their machine-learning model 
with the help of a cloud server. A typical assumption is that the 
participants are honest, whereas the server though honest is 
curious. Therefore, no leakage of information from any 
participants to the server is allowed. 

Fig.1 shows the scenario where the N different buildings 
defined as N data owners {B1, . . . BN}. Each of the data owners 
train a local machine-learning model using their respective 
datasets {D1, . . .DN} [15].  

Training process of such a system usually constitutes of the 
following steps. Initialization: The model owner at the cloud 
decides upon the architecture of the DNN model and identifies 

the participants by selecting random buildings. Buildings get 
the weather data from the Weather Forecaster. Model owner 
sends a copy of its model to buildings. 
Step 1: At each building the data owner uses the local data to 
train its local model and compute gradients. The masked 
gradients are sent to the Trusted Third Party (TTP) server. 
Step 2: The TTP server performs secure aggregation without 
learning information about any participant. The aggregated 
model is sent to the model owner for updating the global model. 
Step 3: The model owner sends back the updated global model 
to the buildings’ data owners. 
Step 4: Data owners update their respective local models. 

The random selection of data owners (buildings in this case) 
improves the model as discussed in [16].  Inclusion of all the 
large number of workers (data owners) in a training epoch, can 
create a situation wherein, changes done by one data owner will 
be cancelled out by the other. In other words, the model 
parameters from a data owner can become insignificant.  Due 
to this situation, important changes recommended by one of the 
buildings will not be captured in the global model. This issue 
can be solved by using a small number of random data owners 
for each global epoch. However, if the number of workers is too 
small, then the model may take a very long time to converge.  
For aggregation performed in step 2, [16] suggests taking a 
weighted average of the received model. The weights are 
proportional to the amount of data contributed towards training 
by that data owner. Let nk is the amount of data possessed by 
the kth data owner and n be the total amount of data on which 
the model has been trained. Then, the weights at the model 
owner at t+1 th global epoch are taken as the weighted average 
of the weights from data owners as in (1).  

 
𝑤௧ାଵ ← ∑

ೖ



ே
ୀଵ 𝑤௧ାଵ

                                   (1)   

                                
Step 1 to 4 are repeated till convergence of the loss function. 
The objective of the local model is to minimize the loss function 
ϵ defined as in (2). The Root Mean Square Log Error (RMSLE) 
of federated learning is computed as an average of RMLSE of 
local models. 
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At each local model the RMSLE is given by (3). 
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∑ ൫𝑙𝑜𝑔(𝑝 + 1) − 𝑙𝑜𝑔(𝑎 + 1)൯

ଶ
ୀଵ                (3) 

 

Where, m = number of datapoint instances per batch. pi = 
predicted meter reading for ith row, ai = actual meter reading for 
ith row [17].  
The dataset considered is from ASHRAE [17]. It contains the 
building data, meter data and the weather data provided as a 
part of the ASHRAE great energy predictor III competition. 
The competition is to build models, to accurately predict the 
energy consumption or meter reading. The meters are of four 
different types: namely, electricity, chilled water, hot water, and 
steam meters. The data features are listed in Fig. 1.  
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Fig. 1: Scenario of federated learning for smart buildings and dataset features  

III. FEATURE ENGINEERING  

A. Dataset description: 

The ASHRAE dataset is vast, comprising data from more 
than 1000 buildings over a span of 3 years and of the 
following 3 types. 

1) Train: Size of train data (20216100, 4).  
Train data consists of a) Building_id - Refers to the identity 

(ID) of the building out of 1448 buildings, corresponding to 
the row, b) Meter - (0-Electricity, 1- Chilled Water, 2 - Steam, 
3- Hot Water). c) Timestamp - It is the time corresponding to 
the meter reading. d) Meter Reading - The target variable 
after scaling it to with log function. The loss function is 
RMSLE on the meter reading.  

2)   Building: Size of building data (1449, 6)  
Building Data contains a) Site_id - It is an ID pointing to 

the site at which the building is present, b) Building_id - A 
unique ID representing each building. c) Primary_use - it 
refers to the main purpose of the building, for what this 
building is being used for. For eg., education. d) Square_feet 
-It is the gross area of the building. e) Year_built -Year 
building was opened. f) Floor_count - Number of floors of 
the building. 

3) Weather: Size of weather data (139773, 9)  
Weather Data: a) Site_id: Unique Id representing the site 

of measurements. b) Timestamp: Time at which the reading 
was taken. c) Air_temperature: provided in degree Celsius. d) 
Cloud_coverage: Portion of the sky covered in clouds, in 
oktas e) Dew_temperature: provided in degree Celsius f) 
Precip_depth_1_hr: It refers to the amount of 
rainfall/precipitation occurred in one hour. It is measured in 
mm.  g) Sea_level_pressure: refers to air pressure h) 
Wind_direction: The direction of wind flow in degrees (0-
360). i) Wind_speed: It is measured in meters per second. 

B. Preprocessing 

Preprocessing involving cleaning, transforming, and 
reducing is based on the observations, which are discussed 
further in this sub-section.  
Observation 1: Not every building has every type of meter. 
Majority of the buildings have electricity meters (meter 1).  

 
This non-uniform presence of meters can be seen in Fig. 2 
which shows a plot of the meters present in each building.  
Observation 2: A periodic trend in the meter reading across 
the day, week and yearly is noticed. These trends are expected 
as the energy consumption primarily depends on the weather 
patterns across the year as well as day. 
Observation 3: Primary_use feature contains categorical 
data.  Only five dominant categories, namely education, 
office, entertainment public services and lodging are seen and 
the number of samples in other categories are negligible. 
Observation 4: The air temperature variation is highly 
correlated to the meter reading as expected.  

To capture the trends which were observed in observation 
2, timestamp column is split into 4 new columns: Hour, Day, 
Weekend and Month. 1 represents weekend, that is, when the 
day is Saturday or Sunday else it is 0. The tables are merged 
with features shown in red of Fig. 1, i.e., Site_id, Building_id 
and Timestamp. The following features are dropped after this 
join.  1. Floor_count: Most of the Buildings (80%) do not 
have floor count or have very low floor count.  Year_built - 
Again most of the buildings do not have Year_built.  No 
correlation between Year_built and power consumption has 
been observed. Next, Precip_depth_1_hr, 
Sea_level_pressure, Wind_direction, Wind_speed, 
Cloud_coverage, Dew_temperature and Site_id are the other 
features dropped as these do not show significant correlation 
with the meter reading.  

 
Fig. 2: Building_id versus meters available 
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Fig. 3: Feature engineering and DNN model at each Data owner 

The rows with meter reading 0 are dropped, as the hourly 
power consumption is not expected to be 0 generally, and 0-
meter reading also does not contribute towards training. The 
missing values in a column are imputed with the median of 
the corresponding column. Since the buildings may not have 
all the four types of meters, an ensemble of 4 models has been 
created, each for predicting for meter. The data was thus split 
based on meter type. The shortlisted features are shown in 
green in Fig. 1. With the timestamp split into Hour, Day, 
Weekend, Month, along with Air_temperature, Square_ft, 
Primary_use are the 7 features fed to the DNN. 

DNN comprises of a fully Connected Feed Forward 
Neural Network with Rectified Linear Unit (ReLU) as the 
activation function. The architecture of the model is arrived 
at progressively, with number of layers being added and a 
wider layer provided at the start to overcome underfitting. 

The predicted meter reading with the Timestamp, 
Building_id and Site_id can be used in the visualization and 
further usage of the energy prediction data, which is beyond 
the scope of this paper. Fig. 3 details the processes discussed 
in this section.  

IV. IMPLEMENTATION & EVALUATION 

The Jupyter notebook-based Python scripting using 
PySyft and PyTorch libraries is used to develop and evaluate 
the centralized and federated learning models. Both the 
models are trained in a CPU provided by Google Colab 
basic/free version. 

A. Centralized learning: 

In order to improve the training speed, the number of 
input variables (as mentioned in feature engineering) are 
reduced. The data normalization also helps the speed up the 
training process. The convergence of the model with different 
learning rates is observed experimentally. Results for the 
Learning rate = 0.001 and Batch size (m) = 512 are as seen in 
Fig. 4. The results presented here are for all the 1448 
buildings’ data considered meter wise. The training and 
validation tests were carried out epoch wise till convergence. 
The number of epochs required to converge, and the final 
accuracy depends on the distribution of data. Meters 2, 3 & 4 

have data containing higher number of 0 values as compared 
to meter 1. Hence, higher number of epochs are required for 
convergence in case of meters 2, 3, 4. The reason for meter 
readings being 0 could be for instance, hot water not turned-
on during summer months, resulting in 0 in meter 4 readings. 

B. Federated Learning: 

The FL framework uses the architecture as shown in 
Fig.1 and the ML model described in section III. 3 local 
epochs are considered for each global epoch fixed after 
experimentation.  In order to delve deeper into the 
analysis, only meter 1 is considered and reduced sizes of 
building data set are considered.  

1) Accuracy: 
Fig.5 shows the RMSLE versus global epochs of 

federated learning for different sizes of datasets (10, 25, 
50, 100) buildings for meter 1 computed using (2). It is 
observed that the performance does not vary drastically 
with increasing global epochs. In Fig. 6, the variation of 
RMSLE for increasing building numbers for both 
centralized and federated learning are seen.  The 
centralized learning improves with increasing data size as 
expected. There is no such improvement in case of 
federated learning. This can be explained that, as the 
number of buildings increases and the changes due to one 
building gets canceled out by the other buildings. But this 
very fact is very useful because it prevents the global model 
from overfitting. The performance of the centralized model 
improves as expected.  

The parameters that can be varied for experimentation at 
ML model level are the learning rate, batch size and depth of 
the model. In FL framework, the number of local epochs for 
one communication round, can be varied to study the 
performance. Better aggregation techniques are also 
recommended.  

2) Timing: 
Fig. 7 shows average time (in seconds) taken by the models 

to train for one epoch with different amounts of data. It can 
be observed that there is a massive difference between time 
taken by centralized model and federated learning model, 
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approximately 70-100 times. To understand the timing 
requirements, a parallel algorithm has been implemented 
where in the PySyft calls of federated learning are avoided. 
Multiple ML models are run for each building data 
simultaneously. For realizing this model, the complete 
dataset is split according to data corresponding to each 
building and is stored in an array. Similarly, an array is made 
to store models corresponding to each building. The models 
are then trained with respective datasets using pure PyTorch. 
The training process is the same as centralized and operations 
are performed on simple tensors, unlike PySyft where 
pointers are used for operation on SyftTensors. Also, the 
weights for each model can be directly updated here. In 

comparison, each parameter in PySyft is a pointer to the value 
which needs to be updated [18].  

The timing of this learning implementation is very close 
to that of centralized learning. Parallel learning has an 
overhead compared to centralized training as one needs to 
load and save multiple models and datasets. This overhead is 
trivial as compared to the delays due to inter process 
communications between the data owners and model owner 
in the FL framework, using PySyft. This inter process 
communication in PySyft is by means of sending or sharing 
tensors between workers (processes).  It should be noted that 
all models are simulated in the same system. Overhead also 
increases as the number of buildings increases as expected.  

 
Fig. 4: RMSLE versus epochs of the DNN for different meters 

 
Fig. 5: RMSLE versus communication rounds of federated learning 
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Fig. 6: RMSLE with increasing number of buildings centralized versus 

federated learning 

  
Fig. 7: Time taken with different number of building data for centralized, 

parallel, and federated learning. 

V. CONCLUSIONS  

The federated learning framework was applied 
successfully to the smart building energy prediction scenario. 
This enhances the privacy of the smart building energy 
prediction system as the data owners do not share the data 
with the model owners. Introduction of the TTP further helps 
in secure aggregation. The design details of how the federated 
learning framework is applied is presented along with the 
performance of this prediction model as compared to 
centralized method of machine learning. Further work can 
include more efficient implementation using better 
aggregation techniques than weighted average. 
Homomorphic encryption or differential privacy can be 
applied to enhance to prevent data and model leakages.  

In centralized learning the local data is available at the 
cloud and can be de-anonymized. For example, by matching 
Site_id & timestamp of building data with the weather data, 
Building_id attribute can be narrowed down to very small 
number. The corresponding meter readings give an indication 
of occupancy/non-occupancy, aiding the burglary plans. In 
the case of federated learning data is not visible to anyone 
expect its owner, which will eliminate the risk of leaking 
sensitive information.  
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Abstract— Hardware Security plays a major role in most of 
the applications which include net banking, e-commerce, 
military, satellite, wireless communications, electronic gadgets, 
digital image processing, etc. Cryptography is associated with 
the process of converting ordinary plain text into unintelligible 
text and vice versa. There are three types of cryptographic 
techniques; Symmetric key cryptography, Hash functions and 
Public key cryptography. Symmetric key algorithms namely 
Advanced Encryption Standard (AES), and Data Encryption 
Standard use the same key for encryption and decryption. It is 
much faster, easy to implement and requires less processing 
power. The proposed 256-bit AES algorithm is highly optimized 
in Key schedule and Sub bytes blocks, for Area and Power. The 
optimization has been done by reusing the S-box block. We are 
optimizing the algorithm with a new approach where internal 
operations are 32-bit operations, as compared to 128-bit 
operations. The proposed implementation helps in re-using the 
same hardware in a pipelined fashion which results in an area 
reduction by 72% using slice registers, 62% using slice LUT’s 
and 61% using LUT-FF Pairs. This in turn results in a power 
reduction by 78% in a FPGA implementation. The throughput 
(Mbps) of the proposed implementation using Virtex-7 
(xc7vx485tffg1157) FPGA improved by 10%.  

Keywords— AES (Advanced Encryption Standard), FPGA 
(field programmable gate array), LUT (Look up table), Mbps 
(megabit per second), sub (sub bytes), shift (shift rows), mix (mix 
column), add (add round key). 

I. INTRODUCTION  

Cryptography is associated with the process of converting 
ordinary plain text into unintelligible text and vice versa. 
There are three types of cryptographic technique namely - 
Symmetric key cryptography, Hash functions and Public key 
cryptography. 

Symmetric key algorithms namely Advanced Encryption 
Standard (AES), Data Encryption Standard use the same key 
for encryption and decryption. It is much faster, easy to 
implement and requires less processing power. 

In this paper, we have discussed about implementation of 
area, power and performance-based architecture of 256-bit 
key AES algorithm. Also, we discussed about the PPA 
comparison of the conventional and proposed based 
implementation in FPGA. 

II. ARCHITECTURE OF AES ALGORITHM 

A. Architecture of AES algorithm  

AES algorithm implementation is done using four 
operations namely Sub Bytes, Shift Rows, Mix Columns and 
Add Round Key. Fig. 1 shows the architecture of 256-bit AES 
algorithm.  In total there are 14 rounds of operation for 
encryption and 14 rounds for decryption. The ciphertext after 
encryption will be transmitted across the channel. The receiver 

side will decrypt the message using same key which is used in 
encryption. 

In 256-bit AES algorithm, the key size is 256 bits, but all 
the data size is 128 bits. Data include message to be encrypted, 
cipher text and the decrypted message. 

Fig. 1 Architecture of 256 AES Algorithm 

Fig. 2 explains the internal data structure of 128-bit data. 
The 128-bit data is used as 4x4 matrix, where each elements 
of the matrix is of 8 bits. Since all the four operations are 
performed on columns basis, we convert the 128-bit data in 
4x4 matrix with each element being 8 bits. 

 

Fig. 2 Data Structure of 128-bit Message 

III. IMPLEMENTATION OF AES ALGORITHM  

This paper explains about the implementation of both 
conventional and proposed architecture of 256 AES 
algorithm. This paper also compares the Power, Performance 
and Area number in FPGA implementation. 

A. Conventional Implementation of 256 bit AES Algorithm 

256-bit AES encryption block is implemented in 14 
rounds. Each round consists of Add Round Key, Sub Bytes, 
Shift Rows, Mix column. Round 0 consists of only Add round 
Key operation as shown in Fig. 3. Round 14 consists of Sub 
Bytes, Shift Rows and Add Round Key operations, which 
need 3 clock cycles as shown in Fig. 3. Rounds 1 to 13 consists 
of all the four operations as shown in Fig. 13.  We do a distinct 
operation in each clock cycle. Hence once the hardware has 
been implemented for Add Round Key, Sub Bytes, Shift 
Rows, Mix column, the same hardware can be used for all the 
14 rounds [7] [10]. None of the four operations shares the 
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same clock cycle. Fig. 3 shows the sequence of round 
operation with specific sequence of 4 operations to complete 
the AES encryption. AES algorithm is serial process, i.e. 
output of first round is the input to the second round. Hence, 
we can use the same hardware for each round. 

 

Table: 1 Cycles required in Each Round 

 

Fig. 3 Structure of conventional implementation 

Fig. 3 shows the structure of conventional implementation 
of 256-bit key AES algorithm. 

B. Data Structure  

Fig. 4 shows the data structure of 128-bit matrix. Each 
column consists of 4 elements of 8 bits each, so in total we 
have 32 bits per word.  

 

 

 

 

 

 

Fig. 4 Word Format of 128-bit Data 

 Fig. 5 shows the number of S-box required and Mix 
Column required to implement conventional AES algorithm. 

 

 

 

 

 

 

Fig. 5 S-box required for conventional Method 

 

 

 

 

 

 

 

Fig. 6 S box required for Proposed Method 

 Fig. 6 shows the proposed 32-bit AES implementation. 
We are doing operations per word (32-bits) in each cycle. 
Number of blocks required for conventional (128 bit) and 
proposed (32-bit) implementation are as follows 

1) S box  -   16, 4 per clock cycle 
2) Mix column block  -   4, 1 per clock cycle 
In the proposed implementation, we are using the same S-

box hardware for both encryption and decryption. Affine 
transform is the only difference between S-box (encryption) 
and inverse S-box (decryption). All the other logic (for 
encryption and decryption) is same for the S-box and inverse 
S-box. Hence, we are reusing every logic other than the Affine 
transform for encryption and decryption. Fig. 7 shows the mux 
selection between S-box and inverse S-box [1]. While doing 
AES encryption S-box path is chosen and while doing AES 
decryption inverse S-box path is chosen [1]. 

Fig. 7 Combined structure of S box and Inverse S box 

C. Proposed 32 bit operations Implementation  

In proposed 32-bit operation method, we are reusing 
S-box and Mix Column blocks. In proposed design “Mix 
Column” and “Add Round Key” together we called Mix 
block.  

 
Fig. 8 Combined structure of Mix Column and Add 

Round Key - Mix 
Fig. 9 shows the pipeline structure of the proposed design, 
where each color represents different round as follows, 

Mix – round 0 
Mix – round 1 
Mix – round 2 
Mix – round 3 
Mix – round 14 
 

 

Round 0 01 cycle

Round 1 to 13 52 cycles

Round 14 03 cycles

Total 56 cycles

1. Conventional

Cycle

Round 0 Add Round Key 1

Sub bytes 2

Shift Rows 3

Mix column 4

Add Round Key 5

Sub bytes 6

Shift Rows 7

Mix column 8

Add Round Key 9

Sub bytes 10

Shift Rows 11

Mix column 12

Add Round Key 13

. .

. .

. .

Sub bytes 54

Shift Rows 55

Add Round Key 56

Round 1

Round 2

Round 3

Round 14 S box in 
S box out 

1 5 9 13

2 6 10 14

3 7 11 15

4 8 12 16

4 S box,  
1 mix column 

1 5 9 13

2 6 10 14

3 7 11 15

4 8 12 16

16 S box,  
4 mix columns 

1 5 9 13

2 6 10 14

3 7 11 15

4 8 12 16

Word 0 Word 1 Word 2 Word 3 
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Fig. 9 Pipelined structure of mix operation 

From Fig. 9, each word having a size of 32 bits. In 
cycle 1, we are doing Mix operation of word 0 (mix_0). We 
can denote this as cycle1[round0(mix_0)].  

Hence this 32-bit word is available to undergo 32-
bit Sub operation. Hence in cycle 2 we are doing sub 
operation of word 0 (sub_0) and Mix operation of word 1 
(mix_1). We have valid input for “sub” block word 0 in clock 
cycle 2, and hence we don’t need to wait for all the 4 words 
“mix” block operation to complete. We can denote this as 
cycle2[round1(sub_0), round0(mix_1)]. 

In clock cycle 3, we are doing sub operation for 
word 1 (sub_1), shift operation of word 0 (shift_0) and mix 
operation of word 2 (mix_2), and. We can denote this as 
cycle3[round1 (sub_1, shift_0), round0(mix_2)]. 

In clock cycle 4, we are doing sub operation for 
word 2 (sub_2) and shift operation for word 1 (shift_1) and 
mix operation for word 3 (mix_3). We can denote this as 
cycle4[round1(sub_2, shift_1), round0(mix_3)]. 

Since all 128-bit (4 words) round 0 mix operation 
completed, we don’t have mix operation in cycle 5. In clock 
cycle 5, we are doing sub operation for word 3 (sub_3) and 
shift operation for word 2 (shift_2). We can denote this as 
cycle5[round1(sub_3, shift_2)]. 

Since all 128-bit (4 words) round 0 sub operation 
completed, we don’t have sub operation in cycle 6. In clock 
cycle 6, we are doing round 1 shift operation of word 3 
(shift_3) and mix operation of word 0 (mix_0) and. Since we 
already have the last byte value from sub_3, we are using that 
for mix_0. In this way we don’t need to wait extra one cycle 

of shift operation to start the mix operation. We can denote 
this as cycle6[round1(shift_3, mix_0)]. 

In clock cycle 7, we are doing sub operation for 
word 0 (sub_0) and mix operation for word 1 (mix_1). We 
can denote this as cycle7[round2(sub_0), round1(mix_1)]. 

In clock cycle 8, we are doing sub operation for 
word 1 (sub_1) shift operation for word 0 (shift_0) and mix 
operation for word 2 (mix_2). We can denote this as 
cycle8[round2(sub_1, shift_0), round1(mix_2)]. 

In clock cycle 9, we are doing sub operation for 
word 2 (sub_2), shift operation for word 1 (shift_1) and mix 
operation for word 3 (mix_3). We can denote this as 
cycle9[round2 (sub_2, shift_1), round1 (mix_3)]. 

In clock cycle 10, we are doing sub operation for 
word 3 (sub_3) shift operation for word 2 (shift_2). The same 
order of execution repeats for all 14 rounds. We can denote 
this as cycle10[round2(sub_3, shift_2)]. The same sequence 
repeats for all 14 rounds. 

 
Fig. 10 Pipelined structure of Key gen block 

As shown in Fig. 10, in cycle 6 we are using sub 
bytes S box for key generation block, because of this we don’t 

need extra S box for key generation block. We are generating 
128-bit key for every 5 cycles, so that it requires only 4 S box 
in one cycle. In conventional method, we need 8 S box for 
key generation block. 128-bit key generated in cycle 6 will be 
used in cycle 14 mix operation. Similarly, key generated in 
cycle 11 used in mix operation of cycle 19. 

As shown in Fig. 10, in cycle 9 we have valid output for 
round 1 (cycle 5 to 9), so we need 5 cycles to perform round 
1. Total we need 74 clock cycles to complete AES encryption.  

 
Table: 2 Cycles required in each round 

2. Proposed

S box Shift Mix Cycle

Mix_0 1

Sub_0 - Mix_1 2

Sub_1 Shift_0 Mix_2 3

Sub_2 Shift_1 Mix_3 4

Sub_3 Shift_2 - 5

- Shift_3 Mix_0 6

Sub_0 - Mix_1 7

Sub_1 Shift_0 Mix_2 8

Sub_2 Shift_1 Mix_3 9

Sub_3 Shift_2 - 10

- Shift_3 Mix_0 11

Sub_0 - Mix_1 12

Sub_1 Shift_0 Mix_2 13

Sub_2 Shift_1 Mix_3 14

Sub_3 Shift_2 - 15

- Shift_3 Mix_0 16

. . Mix_1 17

. . Mix_2 18

Sub_0 - Mix_3 19

Sub_1 Shift_0 . .

Sub_2 Shift_1 . .

Sub_3 Shift_2 - .

- Shift_3 Mix_0 71

Mix_1 72

Mix_2 73

Mix_3 74

S box Shift Mix Cycle

Mix_0 1

Sub_0 - Mix_1 2

Sub_1 Shift_0 Mix_2 3

Sub_2 Shift_1 Mix_3 4

Sub_3 Shift_2 - 5

Key_2 Shift_3 Mix_0 6

Sub_0 - Mix_1 7

Sub_1 Shift_0 Mix_2 8

Sub_2 Shift_1 Mix_3 9

Sub_3 Shift_2 - 10

Key_3 Shift_3 Mix_0 11

Sub_0 - Mix_1 12

Sub_1 Shift_0 Mix_2 13

Sub_2 Shift_1 Mix_3 14

Sub_3 Shift_2 - 15

- Shift_3 Mix_0 16

. . Mix_1 17

Key_14 . Mix_2 18

Sub_0 - Mix_3 19

Sub_1 Shift_0 . .

Sub_2 Shift_1 . .

Sub_3 Shift_2 - .

- Shift_3 Mix_0 71

Mix_1 72

Mix_2 73

Mix_3 74

Round 0 04 cycles

Round 1 to 14 70 cycles

Total 74 cycles

This is round 0 and  
hence this mix is just  
add round key 
operation 

Key Generation 
for Round 2 
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Fig. 11 Conventional Method 

 

 
Fig. 12 Pipelined structure of proposed method 

 Fig. 11 and Fig. 12 shows the pipelined structure 
comparison between the implementation of conventional and 
proposed method. 

D. Results and Comparison 

 
Fig. 13 Simulated waveform of standard 256-bit key 

example 
 Fig. 13 shows the VCS simulation of 256-bit key 
AES encryption and decryption. The cipher text is matching 
with standard 256 AES algorithm results. Also verified all the 
internal sub bytes, shift rows, mix columns and add round key 
output with standard test case for 256 key AES 
implementation. 

 

 
Fig. 14 Output of round 4 internal operations 

 

 
 Fig. 15 Reference example from AES standard 

 
Fig. 15 shows the round 4 internal operation outputs 

from AES standard example document “Federal Information 
Processing Standards Publication 197 November 26, 2001 
Announcing the ADVANCED ENCRYPTION STANDARD 
(AES)” 
 

 
Fig. 16 Simulated waveform of random inputs 

 
 Fig. 16 shows the VCS simulation of 256-bit key 
AES encryption and decryption with random message and 
256-bit key. We are seeing plain text is matching with 
message. 
 

 
Fig. 17 Conventional implementation on-chip power 

 

 
Fig. 18 Proposed implementation on-chip power 

 Fig. 17 & Fig. 18 shows the on-chip power in 
Vivado implementation for conventional and proposed 
methods. 
  

 
Fig. 19 Conventional implementation Area utilization 

1. Conventional

Cycle

Round 0 Add Round Key 1

Sub bytes 2

Shift Rows 3

Mix column 4

Add Round Key 5

Sub bytes 6

Shift Rows 7

Mix column 8

Add Round Key 9

Sub bytes 10

Shift Rows 11

Mix column 12

Add Round Key 13

. .

. .

. .

Sub bytes 54

Shift Rows 55

Add Round Key 56

Round 1

Round 2

Round 3

Round 14

S box Shift Mix Cycle

Mix_0 1

Sub_0 - Mix_1 2

Sub_1 Shift_0 Mix_2 3

Sub_2 Shift_1 Mix_3 4

Sub_3 Shift_2 - 5

Key_2 Shift_3 Mix_0 6

Sub_0 - Mix_1 7

Sub_1 Shift_0 Mix_2 8

Sub_2 Shift_1 Mix_3 9

Sub_3 Shift_2 - 10

Key_3 Shift_3 Mix_0 11

Sub_0 - Mix_1 12

Sub_1 Shift_0 Mix_2 13

Sub_2 Shift_1 Mix_3 14

Sub_3 Shift_2 - 15

- Shift_3 Mix_0 16

. . Mix_1 17

Key_14 . Mix_2 18

Sub_0 - Mix_3 19

Sub_1 Shift_0 . .

Sub_2 Shift_1 . .

Sub_3 Shift_2 - .

- Shift_3 Mix_0 71

Mix_1 72

Mix_2 73

Mix_3 74
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 Fig. 20 Proposed implementation Area utilization 

 
 Fig. 19 & Fig. 20 shows the area utilization in 
Vivado implementation for conventional and proposed 
methods.  
 

Table:3 Subblock utilization Comparison 
 

 Table:3 shows the comparison for modules used 
between final implementation of conventional and proposed 
256-bit key AES algorithm.  
 Table: 3 shows that area reduced 4 times in sub bytes 
and mix column operations in conventional vs proposed 
methods. S box usage came down to 0 for Key Gen block, 
since we are reusing same S box of sub bytes. 
 

 
Table: 4 PPA comparison Conventional vs Proposed 

 
Table: 4 shows the PPA number comparison for 

conventional and proposed methods in FPGA 
implementation [6] [8].  

 
Fig. 23 PPA comparison Conventional vs Proposed 

 

 
Table: 5 Area Comparison for Proposed vs Existing 

Methods  
Table: 5 shows area utilization comparison for 

proposed vs existing methods [12] [13].  

 
Fig. 24 Area comparison Proposed vs Existing Methods 

Fig. 24 shows area utilization comparison in chart 
for proposed vs existing methods [12] [13]. 

IV. CONCLUSION 

In this paper, we have compared the PPA numbers of 
conventional and proposed method in Virtex-7 
(xc7vx485tffg1157) FPGA implementation of a 256-bit Key 
AES algorithm. The proposed implementation has an area 
reduction by 72% using slice registers, 62% using slice LUT’s 
and 61% using LUT-FF Pairs. This results in a power 
reduction by 78%. The throughput (Mbps) of the proposed 
implementation improved by 10%. We proposed reusing the 
32-bit Sub bytes and 32-bit Mix column blocks for 128-bit 
data, reusing the S-box for Sub Bytes and Key Schedule 
operations, reusing the same hardware for both encryption and 
decryption. The proposed method is generic and can be used 
for 128, 196 and 256-bit Key size. The proposed method is 
generic and can be used with word size operation of 16, 32, 64 
bits. 
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Abstract -- This paper demonstrates the working of   

UWB MIMO antenna with individual and common 

feedline ports for excitation. Etched on a highly reliable 

dielectric, the functioning of designed antenna at 

different working states of radiating patch elements is 

evaluated and presented.  

  

Furthermore, the detailed study and analysis of the 

generated responses of antenna with common feeding 

system is elucidated. The variations of the antenna 

characteristics, geometrical modifications and design 

parameters are discussed.     
 

Keywords -- Ultra-wideband (UWB), Wilkinson Power 

Divider (WPD), Multi-Input-Multi-Output (MIMO). 
     

 

I. INTRODUCTION 

     With increasing technological advances, constant 

development in radio wave technologies is rightly 

acknowledged. In Wireless Communications, the   

designing of antenna which works under adverse 

conditions is necessary. Microstrip patch antenna is 

considered as simple and basic working antenna which 

paves path to design and fabricate antennas that have 

high frequency communication channels [6] .  

  

     Ultrawide band can be achieved through microstrip 

antenna with certain geometrical modifications. 

MIMO antenna uses more than one radiating element 

to offer high and multiple data transmissions [10]. 

Power dividers, Directional Couplers and Microwave 

filters can be used to enhance or isolate desired 

bandwidth [5] [7].      

 

      UWB with MIMO antenna is complex yet efficient 

combination to tune and obtain user demanded 

frequency applications in Academical, Industrial, 

Research and Realtime Implementations. This paper 

demonstrates the working of two proposed antennas 

along with brief discussion on their results, design 

parameters and challenges.     

II. METHODOLOGY 

 

A. DESIGN OF UWB MIMO ANTENNA  

     A MIMO antenna for UWB frequency range is 

proposed. Dimensions for circular patch antenna at 

2.4GHz is calculated. Two circular radiating elements 

with better isolation is placed on Rogers RT/duroid 

5870 ™ dielectric with relative permeability of 2.33 

and loss tangent of 0.0012. This is further excited to 

resonate in ultra-wide band by using partial ground 

plane of height 20mm. The radius of the patch is 

calculated by the dimensions of rectangular patch 

antenna which gives 21.86mm at 2.4GHz.    

    With the substrate dimensions of 70mm x 140mm x 

3.6mm and insertion of slots on the circular patches, 

the proposed design exhibits power transmission less 

than -10dB in UWB frequency range. The study and 

analysis of antenna parameters like radiation pattern, 

scattering, co and cross polarization, current 

distribution is presented. At maximum current and 

minimum voltage point on the surface, the antenna is 

modified such that the antenna parameters are 

changed.       

     Proposed UWB MIMO antenna consists of two 

radiating patch elements. Hence, two different feeding 

systems are used for antenna excitation. The working 

of antenna is now based on excitation magnitude of 

antenna ports 1 and 2.      

     Three port states can be derived from above 

condition. Excitation of antenna can be done with both 

the ports processing or any one of the ports being 

terminated. Evaluation of these possibilities are 

simulated in High Frequency Structure Simulator 

(HFSS).        
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Fig. 1. Design 1 – UWB MIMO Antenna   

 

 

Fig.2. S-parameter (S11) of UWB MIMO Antenna  

    

      All the application frequencies like Bluetooth, 

WLAN, WiMAX, C-Band, X-Band achieved Return 

loss less than -10dB.     

    

 

Fig. 3. S-parameter (S12) of UWB MIMO Antenna   

     S12 represents the power transmitted from port 1 

to port 2. The Return loss obtained is less than -10dB.  

 

 

Fig.4. Radiation Pattern of UWB MIMO Antenna  

 

      Gain achieved for the proposed antenna is nearly 

7dB.  

 

 

Fig. 5. Current Distribution of UWB MIMO Antenna  

 

    The surface current distribution of an antenna 

determines the electric current transmission all over 

the surface. This helps in identifying and modifying 

the antenna geometry to obtain desired outputs. Each 

color signifies the magnitude of current distribution at 

the specific area.      

 

Fig.6. Co-Polarization of UWB MIMO Antenna   
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     The Co-polarization of UWB MIMO antenna is 

presented above. The orthogonal radiation of obtained 

co-polarization is the cross-polarization of the 

proposed antenna. It is helpful to minimize the 

interference of radiating waves.     

 

Fig.7. Cross-Polarization of UWB MIMO Antenna.  

  

  

B. EXCITATION MAGNITUDES OF UWB 

MIMO ANTENNA   

 

State 1: Excitation Magnitude (1,1).   

     Here, both the sources have equal magnitude. Both 

the ports are in ON state. Figure 2 is the Return loss 

obtained in this state. Figure 4 represents the radiation 

pattern with gain obtained.      

 

State 2: Excitation Magnitude (0,1). Termination of 

Port 1.        

      In this state, the magnitude of port 1 is 0 (OFF 

state) and the magnitude of port 2 is 1 (ON state). The      

S-Parameters S11 and S12 when single source is 

excited is shown below.      

 

 

 

Fig.8. S11 of Excitation Magnitude (0,1)   

 

Return loss when Port 1 is terminated.     

   

 

Fig.9. S12 of Excitation Magnitude (0,1)  

    Power transmission from port 1 to port 2 when port 

2 is processed.      

 

Fig.10. Radiation pattern for Excitation Magnitude (0,1)  

 

 

State 3: Excitation Magnitude (1,0). Termination of 

port 2.        

      In this state, the magnitude of port 1 is 1 (ON 

state) and the magnitude of port 2 is 0 (OFF state).  

The S- Parameters S11 and S12 are shown below.  

 

 

 

Fig.11. S11 of Excitation Magnitude (1,0) 

 

     Return loss when port 2 is terminated and port 1 is 

processed.       
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Fig.12. S12 of Excitation Magnitude (1,0) 

    Power transmission from port 1 to port 2 when port 

2 is in OFF state.      

 

Fig.13. Radiation Pattern for Excitation Magnitude (1,0) 

     From the above S-Parameters for different 

excitation states, we can observe the change in Return 

loss when either of the port is terminated. The 

significant change in gain is illustrated by below table. 

   

Table I.  Maximum Gain at π= 0˚ and π=90˚ for excitation 

mechanisms 

State 1 2 3 

Excitation 

Magnitude 

1-Active State 

0-Inactive State 

 

(1,1) 

 

 

(0,1) 

 

(1,0) 

 

Port status 

 
Port1 ON 

Port2 ON 

 

 
Port1 OFF 

Port2 ON 

 
Port1 ON 

Port2 OFF 

 

Gain 

(dB) 

 

7dB 

(Fig.4) 

 

4dB 

(Fig.10) 

 

5dB 

(Fig.13) 

 

Return loss at 

2.4GHz 

 

19.1433 dB 

 

-20.3635 dB 

 

-20.3635 dB 

 

C. DESIGN OF WPD BASED UWB MIMO    

ANTENNA  

 

    Design 1 is limited to classical representation of 

attaining UWB with MIMO antenna. Design 2 is 

proposed to avoid the challenges like individual 

feeding system and high Return loss. The proposed 

antenna with MIMO acts as type of array for common 

excitation. Two resistors are placed near the input 

ports to provide better isolation. The WPD is designed 

with proper positional and dimensional optimizations. 

This approach for required application is evaluated  

and commended with proper study of antenna result 

parameters.       

 

Fig.14. Design of Wilkinson Power Divider Based UWB MIMO 

Antenna  

 

 

Fig.15. S11 of Wilkinson Power Divider Based     

UWB MIMO Antenna  

 

     Bandwidth of Ultrawide band is less than -10dB for 

proposed antenna.     
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Fig.16. Current Distribution of Wilkinson Power Divider Based 
UWB MIMO Antenna      

    With slots etched on both patch and ground plane, 

the current distribution is presented. Here, the resistors 

placed are active elements which provide isolation for 

both input ports.       

 

 

Fig.17. Radiation Pattern of Wilkinson Power Divider Based UWB 
MIMO Antenna  

     Evaluated at π= 0˚,90˚,180˚,270˚ and 360˚, the gain 

obtained for the proposed antenna is nearly 3dB.  

 

Fig.18. Co-Polarization of Wilkinson Power Divider Based UWB 

MIMO Antenna  

     Co-polarization and Cross-polarization of an 

antenna indicates the radiation of E-fields in its actual 

and orthogonal direction. Both the polarizations are 

indicated.      

 

Fig.19. Cross-Polarization of Wilkinson Power Based UWB 

MIMO Antenna  

III. RESULTS 

     Proposed antennas are designed and simulated in 

HFSS software. With solution frequency of 2.4GHz, 

the results are evaluated in terms of Return loss, 

Bandwidth, Gain and Current distribution. Below is 

the table which represents the antenna parameters and 

their responses for both design 1 and design 2.  

Table II. Comparison of antenna parameters at 2.4GHz.  

Parameters Design 1 (Fig.1) Design 2 (Fig.14) 

 

 

 

 

 

S11 

 
-19.64dB at 2.4GHz 

(Bluetooth) 

-10.9 dB at 3.5GHz 

(WiMAX) 

-10.4dB at 4GHz 

(C-Band) 
-21.5dB at 5.5GHz 

(WLAN) 

-12.4dB at 7.7GHz 

(X-Band) 

 
-11.65dB at 2.4GHz 

(Bluetooth) 

-18.5 dB at 3.5GHz 
(WiMAX) 

-19.6dB at 4GHz 

(C-Band) 
-10.6dB at 5.5GHz 

(WLAN) 

-11.7dB at 7.7GHz 
(X-Band) 

 

 

 

Bandwidth 

(dB) 

 

3.1-10.6GHz. 
<-10dB 

9-9.9GHz 

<-8dB 
 

 

 

3.1-10.6GHz 

<-10dB 

 

Gain 

(deg) 

 

7dB at 2.4GHz 
ϴ=0˚ to 180˚ 

Π=90˚ 

 

 

3dB at 2.4GHz 
ϴ=0˚ to 180˚ 

Π=90˚ 

 

Current 

Distribution 

(in W)  

 

 
 

1W for each port 

 
 

 
 

2W 
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The proposed work is compared to previous related 

works [23] [24] [25], their important parameters are 

compared and analysed in Table III.   

Table III. Comparison of proposed work with existing works. 

Related 

works 

S11 

 

Bandwidth 

(dB) 

Gain 

(dB) 

 

 
 

[23] 

 

 
 

<-15dB 

 

3.1-11.2GHz 

Band rejection 

at 

3.1-3.8GHz 

(Wi-Fi) 

5.2-5.8GHz 

(WLAN) 
 

 

 
Ranges from 

2.5-5.5 dB 
at given 

bandwidth 

 

 

 
 

 

 

[24] 

 

 

 
 

 

 
<-5dB 

 

2.5-10.6GHz 

Band rejection 
at 

5.2-5.8GHz 

(WLAN) 

7.92-8.395 

GHz 

(Uplink X-
band) 

7.252-7.75 

GHz 

(Downlink X-

band) 
 

 

 

 

 

14dB at 3.8GHz 

15dB at 5.6GHz 

18dB at 10GHz 

 

 

[25] 

 

 

<-10dB 

 

 

3.4-11.7GHz 

 

5dB at 4.1GHz 

5dB at 5GHz 
5dB at 9.5GHz 

 

 

Proposed 

work 

 

 
<-10dB 

 

2.4-10.6GHz 

 

3dB at 2.4GHz 

     

IV. CONCLUSION 

      In this paper, a UWB MIMO antenna is designed 

and simulated. Antenna excitation for multiple feed 

sources is analyzed. To avoid individual feeding 

systems, Wilkinson power divider is integrated with 

the MIMO system. This increases the Return loss of 

UWB frequency range throughout its bandwidth. The 

wireless application frequencies like Bluetooth, 

WLAN, WiMAX, C-Band, X-Band show decent 

Return loss in both the cases. Gain and current 

distributional changes for each antenna is briefed.  

     The results obtained for both individual fed and 

Wilkinson fed antenna is discussed. It is concluded 

that MIMO system with multiple source feeding 

involves the antenna radiation at different port stages. 

Using Wilkinson power divider, the gain and overall 

bandwidth Return loss has been amplified. Moreover, 

it provides better isolation which helps in achieving 

desired output.      
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Abstract—Predictive emission monitoring systems for gas tur-
bines are important in the power generation industry. A key task
in this context these systems is the prediction of flue gas emissions
using process and environmental measurements that are easier to
obtain. This paper presents methods for such predictions with an
emphasis on explainability. A notable result is that despite the
potential restrictions imposed by this emphasis, the numerical
accuracy compares very favorably with prior work that uses
models that are more difficult to explain.

Index Terms—Predictive Emission Monitoring Systems; Ex-
haust Emissions Prediction; Gas Turbines; CO; NOx; Machine
Learning.

I. INTRODUCTION

Monitoring emissions from industrial systems, such as flue
gas emissions from turbines, and in particular emissions of CO
(carbon monoxide) and NOx (nitrogen oxides), are of growing
environmental and regulatory concern and, consequently, there
is a growing need to measure and estimate them accurately.
While direct measurements are an obvious and effective
method, such measurements often come with high associated
costs in equipment, maintenance, and operations. There is
therefore significant interest in estimating or predicting these
emissions using other, more easily measured variables, such
as temperatures and pressures in different parts of a turbine.

This paper studies such predictions of CO and NOx emis-
sions experimentally, using a recently published dataset from
prior work. A notable feature of this work is the emphasis on
explainable predictions in addition to prediction accuracy.

The main contributions are:

• A detailed exposition of a valuable dataset from prior
work, making it more accessible to further research.

• An experimental study of prediction accuracy of explain-
able methods.

• A detailed examination of some concrete predictors pro-
duced by such methods.

• A quantitative investigation of the merit of the attributes
in this dataset for prediction.

The main results are:

• Contrary to what may reasonably be expected, limiting
prediction models to those that are easily explainable does

not result in a penalty in prediction accuracy.
• Simple and well understood explainable methods, such as

M5P in particular, provide accuracies that are higher than
those reported by more opaque models in prior work on
the same dataset.

• Measures of attribute merit based on the Relief algorithms
are better suited to this data than are measures based on
correlation.

Outline: The domain and dataset motivating this work is
described in Section II. Explainable prediction methods are
outlined in Section III, followed by an experimental study of
their prediction accuracy in Section IV. A few representative
concrete predictors are examined in Section V. Attribute merit
and selection is studied in Section VI. Related work is de-
scribed by Section VII and Section VIII provides a summary.

II. DATASET

The work in this paper is based on a recently published
dataset of turbine flue gas emissions due to prior work [1], [2].
The data span the years 2011 through 2015 and there are 36733
records in total. Each record includes the year in which it was
collected along with the values of the attributes summarized
by Table I. The first three columns of that table, which list
the abbreviations, descriptions, and units of the attributes, are
from the original dataset documentation while the remaining
columns, which provide a brief description of the distributions
of each attribute’s values, are computed from the base dataset.
The attributes in bold font, CO and NOx, are the dependent
variables and the others are the independent variables.

Fig. 1 summarizes the attribute-value distributions using
histograms. While the distributions of some attributes, such
as ambient temperature (AT) and ambient humidity (AH) are
unsurprising, some of the other attributes, such as compressor
discharge pressure (CDP) and gas turbine exhaust pressure
(GTEP), have interesting multimodal distributions. Others,
such as turbine after temperature (TAT) and turbine inlet tem-
perature (TIT) are characterized by highly skewed distributions
and this observation may also be confirmed by noting the high
magnitudes of the related statistics in Table I.978-1-6654-4067-7/21/$31.00 c©2021 IEEE
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TABLE I
ATTRIBUTES IN THE TURBINE FLUE GAS EMISSIONS DATASET [1] ALONG WITH SOME COMPUTED STATISTICS.

Attr. Description Unit Min Mean Variance Skewness Kurtosis Max

AFDP Air filter difference pressure mbar 2.09 3.93 0.60 0.38 0.22 7.61
AH Ambient humidity % 24.08 77.87 209.13 -0.63 -0.27 100.20
AP Ambient pressure mbar 985.85 1013.07 41.77 0.19 0.44 1036.60
AT Ambient temperature C -6.23 17.71 55.46 -0.04 -0.83 37.10
CDP Compressor discharge pressure mbar 9.85 12.06 1.19 0.24 -0.63 15.16
CO Carbon monoxide mg/m3 0.00 2.37 5.12 4.84 49.08 44.10
GTEP Gas turbine exhaust pressure mbar 17.70 25.56 17.61 0.33 -0.65 40.72
NOx Nitrogen oxides mg/m3 25.90 65.29 136.38 1.03 2.04 119.91
TAT Turbine after temperature C 511.04 546.16 46.82 -1.76 2.02 550.61
TEY Turbine energy yield MWH 100.02 133.51 243.94 0.12 -0.50 179.50
TIT Turbine inlet temperature C 1000.80 1081.43 307.52 -0.89 -0.05 1100.90

III. PREDICTING CO AND NOX

The primary task in the context of the dataset of Section II
is predicting the values of the CO and NOx attributes given
the values of some or all of the other attributes. Prior work
has addressed this task using the connectionist approach and,
in particular, using extreme learning machines (ELMs) [1].
In contrast, the focus of this work is on the use of simpler
and more explainable machine learning methods. In addition
to permitting human oversight and fine tuning, these models
also exhibit very competitive accuracy, as summarized in
Section IV. In particular, the mean absolute errors in prediction
of several of the options listed below are lower than those
reported in prior work on the same dataset.

A baseline is established by the 0-R (ZerR) method which
predicts the overall mean value of the dependent attribute
regardless of the values of the other attributes in an instance.
The rule-based DTab method uses Decision Tables [3]. The
LinR method uses linear regression with the Akaike infor-
mation criterion [4]. The related SLin method uses simple
linear regression, picking the attribute that gives the lowest
squared error. The M5P method uses the M5’ model tree
algorithm [5], [6]. The REPT method builds a regression tree,
using information gain, which is pruned using backfitting and
reduced-error pruning. The RanT method builds a regression
tree by randomly selecting k attributes at each node, using the
implementation’s default value of k = 1 + blog2(m)c, were
m is the number of independent attributes. In this work, m is
9 (10 for one set of experiments) giving k = 4. Finally, RanF
uses the popular Random Forest ensemble learning method
[7].

IV. EXPERIMENTAL EVALUATION

The first set of results is summarized by Figs. 2 and 3,
which depict the mean absolute error in the predictions of CO
and NOx, respectively, for each calendar year of records in the
dataset and for each of the methods noted earlier. In this set
of experiments, the dataset was segmented by year and each
method was evaluated on each segment using conventional 10-
fold cross-validation. While there are a few easily discernible

trends across dependent variables, years, and methods, one
particularly notable one is the high accuracy of the M5P
method. In this and other experiments (unless noted otherwise)
the dependent attributes (CO and NOx) are predicted using
only the independent attributes. That is, when studying the
accuracy in predicting one dependent attribute, the other is
excluded from the dataset completely during both training and
testing phases.

The above experiments do not distinguish records within
each segment by times of observations. Indeed, the dataset in-
cludes no timestamps beyond the year of observation, making
such considerations difficult to address. To characterize the
practical requirement that predictions are most useful when
made forward in time, the next set of experiments makes
predictions for each calendar year models trained on only the
data from the previous calendar year. (The very first year,
2011, is included in training but excluded for predictions,
and conversely for the very last year, 2015.) The results are
summarized by Figs. 4 and 5. As may be expected, the greater
restriction on the training data in comparison with that used by
the earlier experiments maps to greater errors in prediction in
general. However, as the figures illustrate, some of the methods
are more resilient than others in this regard. In particular, the
M5P method continues to exhibit the lowest or close to lowest
errors in prediction for both CO and NOx.

The next set of experiments studies the effect of the avail-
ability of measured values of one of the dependent attributes
when predicting the other. That is, unlike in all the other
experiments reported here, this set of experiments retains the
values of the CO attribute when training and testing a model
for predicting NOx, and vice versa. Apart from gaining a
better understanding of the data in general, this setup may
also have practical ramifications in situations where one of
the dependent variables is easier to measure (or to measure
more frequently) than the other. The results are summarized
by Figs. 6 and 7 using the same conventions as earlier figures.
While there are small differences across methods and years, a
general observation here is that the availability of the other
dependent attribute’s value does not significantly improve
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Fig. 1. Histograms for the attributes (Table I) in the experimental dataset [1].

prediction accuracy.

V. EXAMINING PREDICTORS

As noted earlier, this work emphasizes the use of explain-
able predictions and predictors in addition to the usual quality
metrics studied in the previous section. It is interesting to note
that one of the more consistently accurate predictors for this
dataset is also one that produces prediction models that are
scrutable to humans: The M5P (M5′) predictor. The imple-
mentation underlying the experiments reported in Section IV

allows interactive examination of the tree produced by M5P as
well as similar artifacts from other methods. A static version
of a portion of such a tree appears in Fig. 11. In M5P, the
leaves represent linear regression models while the interior
nodes serve to guide the prediction to the best linear regression
model by using the values of other attributes for branching.
A representative sample of the linear regression models at the
leaves appears in Fig. 10. Although this particular model is a
rather large tree, it is nevertheless intuitively easy for a human
to comprehend.
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Fig. 2. Mean Absolute Error in CO prediction by classifier and year.
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Fig. 3. Mean Absolute Error in NOx prediction by classifier and year.
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Fig. 4. Mean Absolute Error in CO prediction by previous-year classifier and
year. (Year 2011 is used for training models for year 2012 but cannot be used
for testing given this restriction.)
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Fig. 5. Mean Absolute Error in NOx prediction by previous-year classifier
and year. See also Fig. 4.
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Fig. 6. Mean Absolute Error in CO prediction by previous-year classifier and
year, using the other dependent attribute as well.
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Fig. 7. Mean Absolute Error in NOx prediction by previous-year classifier
and year, using the other dependent attribute as well.
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Fig. 8. Mean Absolute Error in CO prediction by forward classifier (using
only historical data for each year) and year, using the other dependent attribute
as well.
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Fig. 9. Mean Absolute Error in NOx prediction by forward classifier (using
only historical data for each year) and year, using the other dependent attribute
as well.

Another one of the more accurate methods from the previ-
ous section, Decision Tables (DTab) also produces models that
are suitable for human interpretation, although their tabular
form is different from the hierarchical nature of the tree-based
models such as M5P or RanT. An excerpt of the decision
table produced for predicting NOx values using the 2015 data
appears in Fig. 12.

VI. ATTRIBUTE MERIT

Measures of attribute merit (for regression) are frequently
used to trim the set of attributes used for prediction. Although
the set of attributes in the dataset and underlying domain in the
present case is quite small, it is nonetheless useful to examine
attribute merit to determine if some attributes may be omitted
without significant negative impact on prediction accuracy.

LM num: 1 LM num: 4
NOX = NOX =
1.3178 * yr -1.7587 * yr
- 0.6062 * AT - 0.7118 * AT
- 0.0008 * AP + 0.037 * AP
- 0.0643 * AH - 0.1764 * AH
+ 3.0378 * AFDP + 0.7175 * AFDP
- 1.7196 * GTEP + 0.6021 * GTEP
+ 0.0953 * TIT + 0.1463 * TIT
- 0.2839 * TAT - 0.2638 * TAT
- 0.3692 * TEY - 2.1183 * TEY
- 2.6659 * CDP - 2.7387 * CDP
- 2383.2419 + 3866.7144

LM num: 2 LM num: 5
NOX = NOX =
6.2128 * yr -1.7587 * yr
- 0.9424 * AT - 0.7118 * AT
- 0.0008 * AP + 0.037 * AP
- 0.3477 * AH - 0.1764 * AH
+ 13.9495 * AFDP + 0.7175 * AFDP
- 1.2765 * GTEP + 0.6021 * GTEP
- 0.3251 * TIT + 0.2328 * TIT
+ 0.6484 * TAT - 0.2638 * TAT
- 3.2606 * CDP - 2.1466 * TEY
- 12345.0094 - 2.7387 * CDP

+ 3781.1312
LM num: 3
NOX = LM num: 6
-0.6452 * yr NOX =
- 0.6763 * AT -1.7587 * yr
- 0.0008 * AP - 0.7118 * AT
- 0.1955 * AH + 0.1778 * AP
- 0.6063 * AFDP - 0.1764 * AH
- 0.2197 * GTEP + 0.7175 * AFDP
- 0.6088 * TIT + 0.6021 * GTEP
+ 1.3572 * TAT + 0.1655 * TIT
- 6.1882 * CDP - 0.2638 * TAT
+ 1391.65 - 1.6279 * TEY

- 2.7387 * CDP
+ 3647.8532

Fig. 10. Six linear models (among several) used by the M5’ regression model
excerpted by Fig. 11.
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Fig. 11. A portion of the M5’ classifier related to the linear models of Fig. 10.
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AT AFDP GTEP TIT TAT TEY NOX
(-inf--1.90102] (3.19204-3.74436] (26.9052-29.207] (1090.89-inf) (546.653-inf) (155.656-163.604] 84.334
(15.4341-19.76788] (4.849-5.40132] (29.207-31.5088] (1090.89-inf) (546.653-inf) (147.708-155.656] 58.179
(6.76654-11.10032] (4.29668-4.849] (29.207-31.5088] (1090.89-inf) (542.696-546.653] (155.656-163.604] 72.824
(11.10032-15.4341] (3.74436-4.29668] (33.8106-36.1124] (1090.89-inf) (538.739-542.696] (155.656-163.604] 57.752
(24.10166-28.43544] (4.29668-4.849] (29.207-31.5088] (1090.89-inf) (546.653-inf) (147.708-155.656] 55.083
(19.76788-24.10166] (4.29668-4.849] (29.207-31.5088] (1090.89-inf) (546.653-inf) (147.708-155.656] 60.624
(15.4341-19.76788] (4.849-5.40132] (31.5088-33.8106] (1090.89-inf) (538.739-542.696] (155.656-163.604] 64.833
(6.76654-11.10032] (3.74436-4.29668] (29.207-31.5088] (1090.89-inf) (542.696-546.653] (155.656-163.604] 90.0885
(24.10166-28.43544] (3.74436-4.29668] (33.8106-36.1124] (1090.89-inf) (542.696-546.653] (147.708-155.656] 50.505
(19.76788-24.10166] (3.74436-4.29668] (33.8106-36.1124] (1090.89-inf) (542.696-546.653] (147.708-155.656] 62.6495
...

Fig. 12. An excerpt of regression using a decision table.

Omitting an attribute may remove the need for hardware and
other costs associated with its measurement.

Figs. 13 and 14 summarize the results of experiments
quantifying attribute merit using the correlation metric. The
results are a bit counter-intuitive as they allot low scores to
several attributes that are intimately associated with the turbine
operations (e.g., TIT, TAT, GTEP) and that may be reasonably
assumed to have a significant impact on emissions.
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Fig. 13. Attribute merit using the correlation metric for CO prediction using
combined data for all years 2011–2015.

Figs. 15 and 16 summarize similar results using the RRe-
liefF metric of an attribute, which metric evaluates, for each
instance (sampled), the value of that attribute for the nearest
instances of the same and different classes [8]–[10]. A notable
feature of this and related Relief -based attribute merit metrics
is that they use contextual information to better estimate the
merit of attributes in the presence of strong dependencies. With
this metric, in contrast to the correlation metric above, some of
the turbine sensor attributes have high scores, as does the air
temperature (AT) attribute. These observations invite further
study using a pruned set of attributes for predictions, and such
work is ongoing.
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Fig. 14. Attribute merit using the correlation metric for NOx prediction using
combined data for all years 2011–2015.
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Fig. 15. Attribute merit using the ReliefF metric for CO prediction using
combined data for all years 2011–2015.
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Fig. 16. Attribute merit using the ReliefF metric for NOx prediction using
combined data for all years 2011–2015.

VII. RELATED WORK

This work was motivated and enabled by prior work us-
ing the same dataset that used extreme learning machines
(ELMs) for prediction and that provided the dataset as well
[1]. This work focuses on explainable results and initially
anticipated that emphasis to translate to a modest penalty in
prediction accuracy. However, contrary to this expectation, the
accuracy of the explainable models here is comparable and
typically higher than the accuracies reported earlier, which
is a very encouraging result. Although not included in this
paper, some experiments on attribute selection with this data
also use principal components analysis (PCA), and share some
characteristics with work on dimensionality reduction [11].

The methods of this work are part of a larger class of data
driven methods that have been successfully applied in diverse
domains, such as financial indexes [12]. The evaluation of
attribute merits and subsequent selection of a small subset
of attributes may be viewed as an optimization problem with
regression accuracy as merit and weighted costs of attributes
(modeling physical-world costs of acquiring those data) as
cost. It may then be studied in the context of the very
large and diverse body of work on optimization methods and
applications [13], [14].

VIII. CONCLUSION

Predicting CO and NOx levels in turbine flue emissions
is a task of growing importance given the increasing need
for such monitoring. While direct measurements provide the
most reliable values, they are cumbersome and expensive.
Augmenting such direct observations with predictions from
more easily and inexpensively measured attributes, such as
temperature and pressure values in the ambient environment
and at key locations in the turbine, is a valuable way of
reducing the cost and complexity of monitoring.

This paper has reported on an experimental study of the
accuracy with which such predictions may be made, using a
recently published dataset from prior work. In contrast to some
earlier work, a notable feature of this work is the emphasis
on explainable predictions. While one may reasonably expect
this emphasis (restriction) to imply a penalty in prediction
accuracy, the study reveals quite the opposite: These predictors
provide higher accuracies than those reported in prior work on
the same data. Ongoing work is studying the use of attribute
merit metrics to trim the set of attributes used for prediction.
Evaluations on other datasets are also planned.
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NOx emissions from gas turbines: novel data and a benchmark PEMS,”
Turkish Journal of Electrical Engineering and Computer Sciences,
vol. 27, pp. 4783–4796, 2019.

[2] Tamara Grujic Supuk, Ana Kuzmanic Skelin, and Maja Cic, “Design,
development and testing of a low-cost sEMG system and its use in
recording muscle activity in human gait,” Sensors, vol. 14, no. 5, pp.
8235–8258, 2014. http://www.mdpi.com/1424-8220/14/5/8235

[3] Ron Kohavi, “The power of decision tablesa,” in Proceedings of the 8th
European Conference on Machine Learning (ECML), Apr. 1995, pp.
174–189.

[4] Hirotogu Akaike, Information Theory and an Extension of the Maximum
Likelihood Principle. New York, NY: Springer New York, 1998, pp.
199–213. https://doi.org/10.1007/978-1-4612-1694-0 15

[5] Y. Wang and I. H. Witten, “Induction of model trees for predicting
continuous classes,” in Poster papers of the 9th European Conference
on Machine Learning. Springer, 1997.

[6] Ross J. Quinlan, “Learning with continuous classes,” in 5th Australian
Joint Conference on Artificial Intelligence. Singapore: World Scientific,
1992, pp. 343–348.

[7] Leo Breiman, “Random forests,” Machine Learning, vol. 45, no. 1, pp.
5–32, 2001.

[8] Marko Robnik-Sikonja and Igor Kononenko, “An adaptation of relief for
attribute estimation in regression,” in Fourteenth International Confer-
ence on Machine Learning, Douglas H. Fisher, Ed. Morgan Kaufmann,
1997, pp. 296–304.

[9] Igor Kononenko, “Estimating attributes: Analysis and extensions of
RELIEF,” in European Conference on Machine Learning, Francesco
Bergadano and Luc De Raedt, Eds. Springer, 1994, pp. 171–182.

[10] Kenji Kira and Larry A. Rendell, “A practical approach to feature
selection,” in Ninth International Workshop on Machine Learning,
Derek H. Sleeman and Peter Edwards, Eds. Morgan Kaufmann, 1992,
pp. 249–256.

[11] A. Alhowaide, I. Alsmadi, and J. Tang, “PCA, random-forest and
pearson correlation for dimensionality reduction in ioT IDS,” in 2020
IEEE International IOT, Electronics and Mechatronics Conference
(IEMTRONICS), Sep. 2020, pp. 1–6.

[12] R. Kyung and M. Kye, “Study on the CBOE volatility data forecast using
statistical and computational simulations,” in 2020 IEEE International
IOT, Electronics and Mechatronics Conference (IEMTRONICS), Sep.
2020, pp. 1–5.

[13] Mykel J. Kochenderfer and Tim A. Wheeler, Algorithms for Optimiza-
tion. Cambridge, Massachusetts: MIT Press, 2019.

[14] S. Ray, S. K. Bishnu, A. Chatterjee, and M. Gangopadhyay, “Resonant
frequency optimization of cylindrical liquid antenna using particle
swarm optimization algorithm,” in 2020 IEEE International IOT, Elec-
tronics and Mechatronics Conference (IEMTRONICS), Sep. 2020, pp.
1–3.

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 132



978-1-6654-4067-7/21/$31.00 ©2021 IEEE 

Forecasting the Early Market Movement in Bitcoin 
Using Twitter’s Sentiment Analysis: An Ensemble-

based Prediction Model 
 

Ahmed Ibrahim 
University of Waterloo  

Computer Science Department 
Waterloo, Ontario, Canada 

a24ibrah@uwaterloo.ca

Abstract—Data collected from social media such as tweets, posts, 
and blogs can assist in an early indication of market sentiment in 
the financial field. This has frequently been conducted on Twitter 
data in particular. Using data mining techniques, opinion mining, 
machine learning, natural language processing (NLP), and 
knowledge management, the underlying public mood states and 
sentiment can be uncovered. As cryptocurrencies play an 
increasingly significant role in global economies, there is an 
evident relationship between Twitter sentiment and future price 
fluctuations in Bitcoin. This paper assesses Tweets' collection, 
manipulation, and interpretation to predict early market 
movements of cryptocurrency. More specifically, sentiment 
analysis and text mining methods, including Logistic Regressions, 
Binary Classified Vector Prediction, Support Vector Mechanism, 
and Naïve Bayes, were considered. Each model was evaluated on 
their ability to predict public mood states as measured by ‘tweets’ 
from Twitter during the era of covid-19. An XGBoost-Composite 
ensemble model is constructed, which achieved higher 
performance than the state-of-the-art prediction models.   

Keywords—Bitcoin, Sentiment Analysis, Market Movement, 
prediction Models, Ensemble Modeling, Validation Measures. 

I. INTRODUCTION  
 
Cryptocurrencies, such as Bitcoin, Ethereum, and Litecoin, are 
an alternative class of digital assets primarily used as a medium 
of exchange [1]-[5]. Public key cryptography and blockchain 
technology are utilized to facilitate decentralized peer-to-peer 
transactions. Bitcoin, created in 2009, is widely regarded as the 
world’s first cryptocurrency. Following Bitcoin’s success, 
numerous other cryptocurrencies, dubbed ‘altcoins’ have been 
developed. The rise of Bitcoin and altcoins has produced a 
deluge of data on social media platforms, blogs, forums, and 
countless other online mediums. There have been quite a few 
researchers trying to predict Bitcoin prices' behavior based on its 
emotions on social media platforms, such as Twitter, using 
various machine learning algorithms [6]-[8]. Researchers have 
been known to get some significant prediction results. However, 
very few focus on using ensemble modeling to achieve better 
prediction results.  

XGBoost is an ensemble classifier that provides benefits such as 
no need for normalized data, scalability to larger data sets, and 
rule-based behavior that is easier for people to interpret. Thus, 

this paper aims to propose a Composite Ensemble Prediction 
Model (CEPM) using the notion of sentiment analysis. The 
CEPM framework is comprised of five stages, 1) text 
preprocessing, 2) Sentiment Scoring, 3) individual XGBoost 
classifications, 4) composite ensemble aggregation, and 5) 
model validation. In stage1, various preprocessing steps are 
performed, including word quantization, text stemming, and 
stop word removal. The second stage includes converting tweet 
text into a sentiment score as a representative of its emotion. 
Such a task is suited to VADER, a lexicon and rule-based 
sentiment analysis tool that can deal with the syntax usually used 
on social media. In the third stage, various instances of the 
XGBoost classifiers are used. The ensemble modeling is 
designed to maximize the model performance by utilizing a 
stacking of ensembles using a majority vote of XGBoost 
ensembles. Finally, the composite ensemble model is validated 
using accuracy, recall, precision, and F-scores quality measure. 
Experimental analysis on Twitter datasets collected during the 
era of COVID-19 shows that the CEPM model outperforms the 
individual models. It can be effectively used as an efficient 
(Bitcoin) BTC predictor to forecast the early market movement 
of Bitcoin even after the COVID-19 pandemic. 

The rest of this paper is organized as follows: Section 2 provided 
a literature review. In section 3, the text preprocessing is 
discussed. Vader scoring is presented in section 3. Section 4 
presents the adopted classifiers. In section 5, the proposed 
staking ensemble is introduced. Experimental results and 
analysis are discussed in section 6. Finally, section 7 concludes 
the paper and highlights future directions. 

II. LITERATURE REVIEW 
Several attempts have been made that uses sentiment analysis to 
predict the early market movement of cryptocurrencies using 
tweets sentiment [9]-[17]. In [9], authors compared the causality 
of tweet sentiments, tweet volume, and buyers' ratio to sellers on 
Twitter with the price returns and daily trading volumes of 
cryptocurrencies. It has been speculated that sentiments 
expressed on Twitter could help in predicting cryptocurrency 
price changes. Li et al. [10] have attempted to demonstrate this 
concept by training an Extreme Gradient Boosting Regression 
tree model (XGBoost) with Twitter sentiments to predict 
ZClassic price changes. The research in [10] provided the 
KryptoOracle to predict the Bitcoin price for the next minute 
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using current and historical data from Twitter sentiments and 
Bitcoin closing prices. XGBoost, a regression tree model, was 
used because of its performance, speed, and retraining 
simplicity. In [13], Jain et al. attempted to predict the prices of 
Bitcoin and Litecoin two hours in advance based on the 
sentiments expressed in current tweets. They wanted to 
investigate if social factors could predict the prices of 
cryptocurrencies. So they used a Multiple Linear Regression 
(MLR) model to predict a bihourly average price from the 
number of positive, neutral, and negative tweets accumulated 
every two hours. Authors in [14] compared the significance of 
different preprocessing techniques for tweets' sentiment 
analysis. They used four different machine learning algorithms 
to classify tweets, and they tested 16 different preprocessing 
methods.  Based on their results, it was recommended to use 
lemmatization, replacing repeated punctuation, replacing 
contractions, or removing numbers. The research work in [17] 
attempted to characterize Twitter users who use controversial 
terms when mentioning COVID-19 on Twitter and trained 
various machine learning algorithms for classifying such users. 
The machine learning algorithms trained on these attributes 
included Logistic Regression, Random Forest, Support Vector 
Machine, Stochastic Gradient Descent, Multi-Layer Perceptron, 
and XGBoost. Random Forest had the highest AUC-ROC score 
out of all algorithms when trained on the baseline, demographic, 
and geolocation data. 

III. TEXT DATA PREPROCESSING METHODS 
To categorize a large data set as Twitter, the data be 
appropriately cleaned to save computational time and increase 
the data manipulation's overall accuracy. In heavily text-based 
datasets, stemming and stop word analysis are crucial in the 
proper analysis [19]-[22].  

A. Text Stemming 
Stemming is a pre-processing method utilized in text mining, 
natural language processing, and information retrieval 
applications. It is an effective approach to reduce grammatical 
and word conjunctions to essentially extract the root form or 
“stem” to improve searching by automatic sorting of word 
endings at the time of indexing and searching. Since certain 
words have similar semantic meanings but different word forms, 
stemming allows for a reduction in the number of distinct terms 
in a document and increases the number of retrieved documents. 
The decrease in overall variability of the text, thus shortening 
the final output processing time for an Information Retrieval 
System. In stemming, converting a word to its stem assumes 
each is semantically related, leaving separate words with 
different meanings. Two main errors occur with stemming: 
Over-stemming and under-stemming. In over-stemming, words 
with different stems are stemmed from the wrong root (false 
positive), and under-stemming is when words that should be 
stemmed to a specific root are not (false negative).  Porter's 
stemming is an example of a truncating method that removes 
suffixes or prefixes of a word. It consists of five steps, where 
within each step, rules are applied until a condition is met. The 
suffix is removed if the condition is completed and the 
subsequent step is performed. The result at the end of the 5th 
step is the resulting stem. The rules follow the syntax: Porter 
Stemming usually provides a much better output compared to 

other stemmers, has less stemming error rates, and also the 
Porter Snowball stemmer framework is independent of the 
language being used. A drawback of using the porter stemming 
algorithm is that the stems produced are not always real words, 
and the five steps in the algorithm make it a time-consuming 
process. 

B. Stop Word Removal 
Stop words in documents occur frequently but are effectively 
insignificant as they are used to join words in sentences. These 
words do not contribute to the context, and due to their 
frequency, they hinder information comprehension. Therefore, 
they are removed because they increase the amount of text in 
data slowing down information retrieval effectiveness in text 
mining. Stop words include words like "and", "are", "because" 
etc. 

IV. SENTIMENT ANALYSIS USING VADER SCORING 
To categorize tweets, the words must be assigned a positive or 
negative relative to cryptocurrency markets. A predefined value 
was assigned to the tweet's specific words to predict 
cryptocurrencies' probability of increasing or decreasing based 
on tweet sentiment. These words were cross-referenced with 
programming libraries containing lexicons of words that were 
assigned positive and negative values. The text used in early 
market predictors for cryptocurrencies using tweets was 
weighted positively or negatively based on these predetermined 
values.  

VADER is a lexicon and rule-based sentiment analysis tool that 
can handle words, abbreviations, slang, emoticons, and emojis 
commonly found in social media [23]. It is typically much faster 
than machine learning algorithms as it requires no training 
[23][24]. For each body of text, it produces a vector of sentiment 
scores with negative, neutral, positive, and compound polarities. 
The negative, neutral and positive polarities are normalized to 
be between 0 and 1. The compound polarity can be thought of 
as an aggregate measure of all the other sentiments, normalized 
to be between -1 (negative) and 1 (positive). VADER was 
introduced by C.J. Hutto and Eric Gilbert [24]. They found that 
it performed better than most other sentiment analysis tools and 
even surpassed some human judges. 

V. FORECASTING MODELS  
Several machine learning algorithms can be used to drill down 
the data to analyze how Twitter can be an early market indicator 
for cryptocurrency prices. Historical research indicates that the 
most commonly used Twitter Sentiment analysis tools include 
Vector Support Machines and Naïve Bayes to categorize the 
data into positive or negative reflections for cryptocurrencies in 
the market.  

A. Support Vector Machines (SVM) 
SVM is a supervised machine learning algorithm that can be 
used for classification. In this algorithm, each data item is 
plotted as a point in n-dimensional space (where n is the number 
of features), with the value of each feature is the value of a 
particular coordinate. For a binary categorization problem, the 
classification is performed by finding the hyperplane that 
differentiates the two classes, effectively separating the data 

. 
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using an n-dimensional plane. In cryptocurrency Tweet 
predictors, the support vectors are positively or negatively 
valued words in tweets. SVM can be used to clearly and 
accurately predict an optimal threshold for positive or negative 
sentiment towards a cryptocurrency given a given tweet.  In 
cases where there is no optimal solution utilizing a simple one-
dimensional line, and data points have substantial outliers, the 
data needs to be graphed in a higher dimension. It is possible to 
create an n-dimensional hyperplane by transforming the data set 
that utilizes the same maximum distance characteristics as a 
two-dimensional hyperplane. By using kernel functions, 
mapping the data in higher dimensions is possible. For SVM, 
kernel functions can be represented in 3D space. These functions 
take low dimensional input space and transform them into a 
higher-dimensional space, therefore converting a non-separable 
problem to a separable problem.  As the Logistic regressors do 
not optimize mislabeled data, we use SVM to minimize the 
classification error rather than solely rely on Naïve Bayes' 
likelihood. Therefore, the support vector machines model is 
chosen for the classification of mislabeled data. Using the 
hyperplane solution and mapping in the 3D plane, misplaced 
data can be encompassed in the proper classification. For 
applications in Twitter and cryptocurrencies, any Tweet related 
to cryptocurrencies is weighted with positive and negative 
values, then a hyperplane is placed to separate the data points.  
Once an initial hyperplane or line is determined and separates 
the data from each other,  the ideal placement is determined. 
Maximizing the distances between the nearest data point and 
hyperplane determines the optimal solution. Once this best 
separating hyperplane is found, all data points added to the data 
set will be classified based on their position relative to the 
hyperplane. 

B. Naïve Bayes Classifier 
The Naïve Bayes classification is a simple model to apply to text 
mining. Naïve Bayes is practical as its assumptions include a 
feature vector and dependant variable Y. The optimal 
classification is determined through the maximum likelihood of 
the given function: While sentiment can have either a positive 
and negative meaning, for the sake of simplicity in this paper, a 
simple binary classification is used for Naïve Bayes 
classification. Thus or large amounts of data with a short 140-
character document such as tweets, conditional-based 
probability can easily be used. There is little opportunity for 
varying thoughts in tweets about sentiments. This is based on 
the feature vector, words that are determined to be a positive or 
negative sentiment. Specifically, the frequency of these texts is 
collected for this specified model. In NB, targeted positive and 
negative words can be thought of as cues that direct each 
document being classified. Any words that appear multiple 
times with an insignificant or words that cannot be determined 
under any class can be removed from the documents to cleanse 
the data to ensure that probability calculations are more accurate. 
To account for negation, further manipulation of data with the 
addition of specific text to tag words with a negated meaning 
can then be counted as cues towards positive or negative 
sentiments accurately. The words are randomly grouped to 
determine the document's sentimental value, and each word's 
frequency is counted. Regardless of the word's position in a 
document, the words are placed to decrease frequency. This is 
based on the assumption that the word's position in the text does 

not affect how it is depicted in a document. The binary variable 
of each word is counted to determine the sentiment of the 
document. In this example, the tweet determines whether it is 
positive or negative or if the Bitcoin price increases or decreases. 
The maximum likelihood function is used using the prior class's 
probability with the likelihood that the document is given the 
class. Since we assume that the documents are independent of 
each other and do not affect the class, the maximum likelihood 
function becomes simpler to solve. Though the independence 
assumption is usually a constraint to using this model, tweets 
from individuals are unrelated to each other; thus, the 
independence assumption favorably works with the model. 

VI. THE PROPOSED COMPOSITE ENSEMBLE PREDICTION 
MODEL (CEPM)  

We built a composite of the Extreme Gradient Boosting 
(XGBoost) using a majority vote over multiple cross-validations 
iterations. This composite is used to achieve a better overall 
prediction accuracy than baseline classifiers and individual 
boosting algorithms. XGBoost is a novel machine-learning 
algorithm that improves the gradient boosting decision tree 
(GBDT) and can be used for classification and regression 
problems [18]. XGBoost is a boosting-tree approach that 
integrates many weak classifiers to form a robust classifier. It 
uses the CART, classification, and regression tree model. 

The CEPM framework is comprised of five stages, 1) text 
preprocessing, 2) Sentiment Scoring, 3) individual XGBoost 
classifications, 4) composite ensemble aggregation, and 5) 
model validation. In the initial stages, various preprocessing 
steps are performed, including text stemming and stop word 
removal. The second stage includes converting tweet text into a 
sentiment score using VADER. The VADER sentiment analysis 
algorithm was used to assign each tweet a compound sentiment 
score based on how positive, negative or neutral their words 
were. The final sentiment score is factored in the number of 
Twitter followers, likes, and retweets associated with each 
tweet. The closing price of Bitcoin, the final sentiment score, 
and the moving average of the last 100 data points were four 
input variables for our machine learning models. In the third 
stage, various instances of the XGBoost classifiers are used. The 
ensemble modeling is designed to maximize the model 
performance by utilizing a stacking of ensembles using a 
majority vote of XGBoost ensembles. In this paper, a 10-fold 
cross-validation method was employed. The dataset was divided 
into ten parts, 9 of which were taken in turn as the training set, 
one as the test set. The average value of the ten results was used 
as the evaluation value of the algorithm performance. 
Meanwhile, the experiment repeated the above process ten 
times, and ten evaluation values were obtained for each model, 
and their mean values and corresponding 95% confidence 
intervals were counted. The CEPM ensemble model is then 
validated using various quality measures.  

VII. EXPERIMENTAL ANALYSIS AND RESULTS  
A. Evaluation Metrics 
It was found that a confusion matrix is the most commonly used 
measure to determine the quality of the methods used in 
predicting the real-value cryptocurrency trading strategies. The 
confusion matrix provides a visual performance assessment of a 
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classification algorithm as a matrix, which is then used to 
determine the quality of the results given the classification 
problem. For example, a confusion matrix can analyze models 
for understanding sentiments toward bitcoin in Tweets. Based 
on the words used in association with the term “bitcoin,” each 
tweet is assigned to a negative or positive category. Positive 
tweets are indicators of upward movements in the bitcoin price. 
The most popular metrics used to evaluate the results presented 
in a confusion matrix include accuracy, precision, recall, and F-
score. Each metric gives a value that can communicate whether 
the model is a good model or not [25]-[29] .  

Accuracy is computed by determining the percentage of 
observations that were labeled correctly. This measure has been 
used as evidence to support the quality of some models used to 
predict bitcoin pricing. However, accuracy is not the most 
reliable metric since accuracy provides misleading results as the 
classes are not balanced, as is the bitcoin market. Accuracy is 
given as a percentage. The closer this value is to 100%, the better 
the model's predictive ability is. Precision measures the ratio of 
correct positive inputs. Recall, also known as the sensitivity, 
measures the ratio of the items present in the correctly identified 
input. These metrics focus on the true positives, making their 
results more reliable. If Precision is a higher ratio, it represents 
a robust predictive ability by the model. Lastly, the F-score; 
takes the weighted average of precision and recall, taking both 
false positives and false negatives. This metric is beneficial in 
evaluating cases with uneven class distributions [30]-[34]. 

B. Experimental Datasets 
We used the Twitter dataset from [35][36]. The preprocessing 
steps over time with BTC’s closing prices are computed per 
minute. As tweets are created much more frequently than once 
a minute, we aggregated all tweets’ scores into a per-minute. The 
CEPM ensemble model is validated using accuracy, recall, 
precision, and F-scores quality measure. It can be shown from 
Table 1 that the XGBoost ensemble has the highest Precision, 
recall, and F-score as compared to Logistic regression, SVM, 
NB, and a single XGBoost. We have assessed the proposed 
CEPM model's performance using “accuracy” as another quality 
measure, as shown in Fig.1. It can be shown from Table 2 that 
the CEPM model has achieved an improvement of up to 21%, 
16%, 18%, and 22%, in the Precision, Recall, F-score, and 
accuracy, respectively, as compared to the LR, SVM, NB, and 
XGBoost.  In Fig.2, it can be illustrated that the proposed CEPM 
takes more iterations measured by the increase in the 
computational time as compared to other algorithms. Further 
adjustment to the number of iterations is considered future work 
to balance the trade-off between accuracy improvement and 
time overhead.  

TABLE I.  PRECISION, RECALL, F-SCORE (COVID-19 TWEETS) 

  Precision Recall F-score 

LR 0.6743 0.4532 0.54207141 

SVM 0.64843 0.5543 0.59768152 

NB 0.665732 0.65421 0.65992071 

(XGBoost ) 0.78953 0.809532 0.7994059 

CEPM 0.8926 0.883474 0.88801355 

 

Fig. 1. Accuracy (COVID-19 Tweets) 

TABLE II.   % OF IMPROVEMENT IN PRECISION, RECALL, F-SCORE, 
ACCURACY (COVID-19 TWEETS) 

Precision Recall F-score Accuracy 

21% 16% 18% 22% 
 

 

Fig. 2.  Execution Time (COVID-19 Tweets) 

VIII. CONCLUSION AND FUTURE DIRECTIONS 
In this paper, we have developed a composite aggregate of the 
well-known XGBoost classifier to predict the BTC early market 
movement better. Experimental results show that the proposed 
CEPM outperforms other state-of-the-art techniques using 
Twitter datasets collected during the Era of COVID-19. The 
proposed model can be further adopted to forecast the BTC 
market even after the COV-19 pandemic to assess individuals 
and firms trading in future investments. Future research 
directions would include adjusting the number of incremental 
iterations of each XGBoost and incorporating various sentiment 
scoring schemes compared to VADER.  
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Abstract—In the era of digital transformation, when 
scholarly literature is rapidly growing, there are hundreds of 
papers published online daily in different fields, especially in the 
academic field. The huge volume of research papers published 
makes it difficult to find an expert/scholar to collaborate within a 
specific research area. This considers one of the most challenging 
factors in academia. Many researchers have proposed several 
methods to rank the authors based on their expertise in a specific 
area, focusing on co-citation, using keywords and their principal 
areas of research. The significant relationship or collaborations 
between scholars are credible.  This paper explores the existing 
methods and tools in related studies to obtain author expertise 
among the scholarly network in determining the expertise in a 
specific area. Also, the semantic relations in the heterogeneous 
networks are presented with an overview of building a visual 
scholarly network that is beneficial in many pieces of research in 
data mining and related areas. 

Keywords— Expert Finding, Co-colleaperation, Semantic 
Similarity, Expert Scholar.  

I. INTRODUCTION  
 Presently, the global collaboration between researchers 

expands that researchers and universities encourage knowledge 
and resource exchange. Researchers now disseminate their 
knowledge and publications throughout the world. Besides, 
digital technology has the power to bridge the distance and 
promote cross-disciplinary and cross-border collaborations 
inspiring scholarly networks enhancing the social activity 
experience at conferences creating a better professional network 
[1]. 

 From 1945 till 1970 had been the age of rapid growth 
amongst scholars. Print publishing was customary in the years 
between 1971 and 1995. Subsequently, researchers exper-
ienced the digital age between the years 1996 to 2004. Since 
2005, the era of open access and publications took 10 degrees 
shift. Thus, it is evident that the Internet had been the major 
contributor to the rise of scholarly community networks [2]. 

 Besides, scholarly communities have revolutionized the 
method of information publication and research sharing. Many 
academic communities that provide guidance have emerged 
influencing the structure of the research community. The 
website ResearchGate was designed to facilitate access to 
scholarly research in increasing the collaboration between 
researchers. People from around the world get registered on this 
to retain an instant online presence. It allows researchers to 
maintain their online presence and provides them with a 
convenient platform to exhibit the research, before publication. 
Researchers frequently use such platforms to review the 
research with the scholarly community, in creating professional 
partnerships. Google Scholar that supports new, inexperienced 
scientists to obtain assistance and advice from experienced 
professionals in the field is the best example. Despite this easy 
access, there are shortcomings in accessibility, usability, 

support from a range of contributions, open infrastructure, and 
most importantly, community building in scholarly 
communication and publishing [3]. 

According to [4], 265 young researchers use the Internet 
for informal communication and social networking to create 
and publish their work. Hence, comprehending the academic 
and scholarly networks is essential in handling different 
aspects of ongoing research. The scholarly articles create a 
professional community where researchers build social 
networking and connections through old collaborations while 
creating new links with relevant work. A scholarly network 
allows improved personal visibility through online profiles of 
the publications, areas of expertise, and through related 
content sharing. In the scholarly sphere, a community is a 
cluster of researchers having similar perspectives on the areas 
of science. The literature is filled with identifying the 
communities within a network through structured texts. This 
assists in various aspects, not being limited to, finding the 
trend analysis, searching for bibliographic recommendations, 
and looking for experts in a specific area [5]. 

However, the academic knowledge contains a massive 
sum of research work and academic expert information. Every 
domain needs experts who research the relevant field to 
explore new dimensions in the specific field. An expert is a 
master of a particular domain and possesses in-depth 
knowledge of the related area. Experts have extraordinary 
subject knowledge in the area of expertise due to the number 
of years of experience and research work done over a while. 
In the past decade, obtaining assistance from an academic 
research expert has gained some attention in simplifying 
complex tasks. Researchers have developed expert finding 
systems based on Machine Learning and Natural Language 
Processing. They had worked with scholarly networks and 
had collected datasets from large organizational and academic 
databases to discover the expertise of an individual [6]. 

Searching for a resource-person is to know the expertise 
of someone, who excels in a particular area. In some 
instances, authors are from similar areas of expertise but differ 
in the specialized field. There are many papers written on 
computer science. Identifying an author specialized in 
computer science is crucial because, the author can be a 
specialist in Artificial Intelligence, Networks, Web 
Development, or Data Science. Similarly, it is applied to all 
other domains of science, technology, other humanities 
groups, and where research work is applied [7]. 

 Despite the advancements in the research domain, this 
field is still progressing. The researchers are trying to make it 
more efficient, less time-consuming, and uncomplicated. Most 
of the studies that focus on automating this process by using the 
similarity of the keywords [8], the heterogeneous semantic 
similarity of texts [9], and collecting information about experts 
through citation networks [10]; containing a group of authors 
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with similar interests can be from different perspectives as 
presented in Fig.1. 

This study presents an overview of studies to scout the 
author's expertise in the academic network.  Also, exploring the 
heterogeneous information networks is presented through this. 
Searching for a potential collaborator or an expert within the 
network is one of the most challenging factors in academia. 
Additionally, an overview of the process of building a scholarly 
network is presented. 

The rest of the paper is organized as follows. In Section II, 
we review some related works on the Expert Finding in 
Scholarly Data categorize them into four sections. While in 
Section III, we present a discussion on the limitations of the 
existing methods. The final Section IV concludes the paper with 
a summary. 

II. EXPERT FINDING IN SCHOLARLY DATA 
Recurrent Scholarly datasets make the complexity of the 

researchers improves gradually. This causes a growing interest 
in obtaining author expertise through an automated process 
since various researchers with different areas of expertise gather 
in conducting research projects.  

In fact, in many instances, the researcher's expertise 
recognition is of vital importance. This can be conducted 
through qualitative attributes or evaluation since there is no 
known or established ground to assess the data and its needs.  

A. Scholarly Data Analysis 
There are several approaches under multi-type correlations 

amongst diverse academic entities within scholarly, big data 
environments. These industries and academic societies have 
attracted attention towards scholarly big data. There had been 
numerous studies conducted to explore international academic 
collaborations. The collaborator can identify through two 
aspects as behavioral and attitudinal perspectives [11]. 

Xia et al. [3], have presented a comprehensive survey of Big 
Scholarly Data (BSD). They have introduced the complete 
background of the BSD and have presented an overview of the 
relevant technologies used in data management. They start with 
scholarly data collection that has an acquisition framework and 
information extraction.  Besides, they have performed various 
analyses on popular datasets like statistical analysis, scholarly 
network analysis, scholarly text mining, etc. They have also 
divided the scholarly network into five categories. That includes 
Co-author Networks, Citation Networks, Co-citation Networks, 
Bibliographic Coupling Networks, and Co-Word Networks. 
The Scholarly Text Mining is based on Textual Pattern Analysis 
and Topical Analysis.  

Kwiek [12], has investigated the behavioural aspect, for the 
International Research Collaboration (IRC), and for the 
attitudinal aspect, the International Research Orientation (IRO) 
was studied. The dataset used for this study has collected 
through 17,211 survey forms filled by university scholars from 
11 European countries. Additionally, the research has addressed 
an important question "What makes some European academics 
more prone to collaborating with international colleagues in 
research than others?" The results of the experiment found that 
for the academic-discipline, individuals in hard academic fields 
consider their research less internationally concerned (low 
IRO), while they are intensely collaborating with international 
communities (high IRC). The opposite situation was observed 

among individuals in soft academic fields. Whiles the results for 
the academic-generation factor in all 11 European countries for 
international collaboration, was the lowest among the younger 
generation of scientists (joined academia since 2001).   

 
Fig. 1. Types of citation networks [10]. 

Kyvik et al. [13], examined the degree of scientific 
collaboration in research for four Norwegian research 
universities in order to find the effectiveness of research 
collaboration on the quantity and the quality of research 
outcomes. Accordingly, it mainly investigates whether the 
respondent conducts most of their research alone, in a formal 
group under the university administration, or within an 
international network. Further, they employed three 
independent logistic regression models (OLS-regression) to 
find effective and relevant factors on the research 
performance of individuals. As a result, the strongest 
influencer on the number of publications of a researcher is 
their membership in an international research network. 

Liu et al. [14], presented a novel technique to detect 
scholarly communities that will identify it using unstructured 
data. For this purpose, they have used three different types of 
datasets from the real-world. The nodes and edges present 
between the nodes are basically used to show researchers and 
the collaborations between those researchers respectively. 
The proposed technique has three main steps with multiple 
sub-steps in them. The technique is based upon Reference 
Entity Recognition, Researcher Relatedness Quantification, 
and Community Clustering. 

Zhou et al. [15], proposed the multi-dimensional network 
analysis method (AIMN), aims to address the activeness of 
researches and the popularity of the articles within a social 
context. It is a computational method that describes multi-type 
correlations amongst basic academic entities including three 
relations, Researcher-Researcher, Researcher-Article, and 
Article-Article. Moreover, they used an improved algorithm 
known as the Random Walk with Restart model (RWR) in 
order to calculate the similarity relevance of two nodes. Their 
results found that an overall performance average consists of 
between 101-140 nodes, and the performance of AIMN 
outperformed three other methods compared; MVCWalker, 
CCRec and basic RWR without AIMN. 

Batagelj et al. [16], explored the bibliographic networks and 
introduces the concept of time in it by using temporal quantities. 
Also, they have used the authorship network in order to get the 
author with the largest number of works, and the citation 
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network to know the most cited paper. Thus, by implementing 
the multiplication of networks, where the derived network can 
reveal more properties such as temporal co-occurrence, 
temporal co-authorship, and temporal citations between the 
journals. Moreover, presented a calculation of fractional 
productivity of an author in order to calculate the group 
productivity of authors. Whereas, the properties calculated from 
the citation network for peer review show that an author can 
have a smaller number of citations over a large number of years 
and vice versa. 

Batagelj et al. [17], focused to present peer review as an 
emerging research field by determining the relationships 
between authors, journals, and their fields. They have taken the 
time frame of 1950-2016 to determine the relationships, 
includes citations, recommendations, and collaborations over 
the specified time period. In this way, by determining authors, 
their publications, journals, and collaborations at different 
stages, they made a path to trace evolution over time. Authors 
have found out three stages of this emerging field. These 
include the first one that is before 1982 which was the most 
influential one, then from 1983 to 2002 which is based on 
biomedical journals, and then the last one from 2003-2016 that 
contained more specialized journals.  

B. Expert Recommendation Systems 
Online research search engines and forums are used by 

many researchers locating scientific articles, in exploring 
experts to work with, and discovering the venue of publishing, 
However, they do not receive the optimal outcomes in the initial 
phases due to the keyword-based searches and lack of interest 
towards the data. Several recommendation approaches have 
been proposed in ranking the authors on their expertise in a 
specific area, some focusing on co-citation, and others on the 
keywords. 

Xiancheng Li et al. [18], proposed a network approach in 
expertise retrieval. They studied credit allocation for co-authors 
based on credit allocation algorithms on author-papers using 
MeSH connections. They employ the HeteAlloc credit 
allocation algorithm based on path similarities. Here the main 
task is to allocate credit for each MeSH term in a paper, to 
correspond to the entire publication history of authors to find 
out their expertise. However, the unweighted version of the 
HeteAlloc algorithm is employed since the MEDLINE dataset 
mostly carries publications with numerous MeSh terms. 
Compared with the DHA and BL models, this method proved 
more effective in classifying scholarly expertise when served in 
different areas. 

West et al. [19], extended the capabilities of the Eigenfactor 
Recommendation algorithm (EFrec) score, proposing two 
methods as author-based [19], and citation-based [20]. The 
author-based Eigenfactor was applied in the social science 
research network (SSRN), which can successfully analyze the 
author's contribution. Hence, the listing of the authors is 
quantitative and is based on the number of citations (Fig.2). The 
results for the author ranking reflect that the first 20% of the 
authors are responsible for the overall 7.8% Eigenfactor score 
in author rating. The Institution ranking results show that the 
US is responsible for 70% Eigenfactor score in the social 
science research network. 

On the other hand, the citation-based method based on 
finding the most relevant papers for a given article (seed paper). 
The algorithm creates possible orders for the relevant papers for 

different users by utilizing the hierarchical arrangement of 
scientific knowledge. The overall results of an online 
comparison between EFrec and other recommendation methods 
co-citation and co-download by using the A-B testing 
environment indicate that in click-through rates (CTR) the co-
citation has 0.26% while EFrec 0.24%, but EFrec comprises a 
wide range of recommendation coverage than co-citation. 

Sriramoju [21], has proposed a framework based on the 
principle of heat diffusion algorithm that takes three different 
matrices and conducts web mining. Thus, by bringing the 
requested web pages and web users into various relationships 
and compute ranked outcomes. A prototype application was 
constructed where the findings are primarily related to the 
consistency of ranked results. The analytical results show that 
the proposed framework for heat diffusion is successful in 
seeking the best expert search results. 

Javadi et al. [22], proposed the Expert Finding System 
(EFS), which takes as input the user name and keywords that 
indicate expertise in that field. Hence, based on that a certain 
number of ranked experts are the output of the model (Fig.3). 
Consequently, it provides a list of expert's names in order to 
collaborate with an expert in a specific field, with an accuracy 
of 71.50%. However, the high cost and complexity of the 
calculation of the resemblance of the keywords was a serious 
problem in the execution. Thus, for saving efficiency, two 
measurements were estimated and saved for the existing 
38,531,031 keyword pairs for the similarity measure period of 
two years (2012 and 2013). 

Zevio et al. [23], proposed a model for finding the experts 
in the scholarly articles which take the input of data, graph 
mining, and semantic annotation in order to access the 
semantic concepts in any scholarly article. Also, they used bi-
pattern mining with a new substitute is presented in which the 
enumerations are reduced by the restriction of component 
patterns. As a result of precision 0.28 and recall 0.46 by 
selecting 12 patterns that contained IE field. 

      Zhou et al. [24], developed a methodology for the 
extraction of knowledge and expert findings from a numerous 
article. Compared to the other industry-oriented models, the 
novelty of the work lies in the use of a hybrid approach that 
employs not only graph mining (graph abstraction) but also 
text mining (machine learning algorithms) presenting more 
comprehensive output. Where the authors, title, and keywords 
were parsed from the raw data file using CERMINE parser. 

 
Fig. 2. Journals, authors, institutions citation network [19]. 

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 140



 

Fig. 3. Expert Finding System model [22]. 

Liang et al. [25], presented five different models in order to 
determine a group of experts rather than individual experts, thus 
by giving a query about a specific topic. Three types of variables 
were introduced which play a vital role in evaluation: Queries 
(Q), Documents (D), and Group (G), where the five models are, 
GDQ, GQD, QDG, QGD, and DGQ. For the evaluation 
process, the retrieval matrices MAP, p@k, and NDCG@k were 
used. The results indicate that the QDG model was estimated to 
be the least performing model among all.  

Vergoulis et al. [26], proposed a novel approach known as 
VeTo, for expanding the set of experts based on the scholarly 
knowledge graphs. VeTo utilized the latent patterns between the 
topics and their published venues for the extraction of field 
specialists. According to the aggregate similarities based on 
Author-Paper-Topic (APT) and Author-Paper-Venue (APV) 
meta paths. As result, VeTo-APT and VeTo-APV in both 
VLDB and SIGMOD conferences achieved better performance, 
thus by combining both meta paths VeTo will be capable to 
identify some unique good results. 

C.  Similarity in HINs 
 

 The advancement in Information Communication 
Technologies makes the nature of the networks heterogeneous, 
increasing the complexity of the network. Thus, every node 
carries a different relationship with the other node. 
Nevertheless, it has a great capability for knowledge discovery 
due to its enriched semantic. 

 Kong et al. [27], presented a simple way to classify 
heterogeneous networks by taking an account of each 
relationship between the nodes with the use of meta paths and 
graphs, thus aims to give class labels to these nodes collectively 
using graphs. The bibliographic graph network (Fig.4) is the 
used experiment example which has five different types of 
nodes including author, paper, conference, term, subject, venue. 
And thus, the heterogeneous networks were classified using 
graphs, just by using a dependence tree by applying the 
Breadth-First Search algorithm and send the longer paths into 
the path set and iterate the process. 

Hoang et al. [28], highlighted the importance of establishing 
a hybrid recommender system that enables scientists to 
collaborate and find relevant materials. Also, they used 
acquaintances-based collaboration such as friendship and co-
authorship. Research cooperation factored in scientific 
conferences, co-authors, and collaboration period. In addition,  

 
Fig. 4. The bibliographic graph network [27]. 

in evaluating the research cooperation metric, the time is 
included to value co-authors with recent publications more 
than the ones with outdated publications. The research 
similarity, on the other hand, describes the success rate for a 
pair of researchers who have never co-published a paper. This 
criterion is the more critical one, since unlike the research 
cooperation that is a quantitative review of the history already 
known to authors, the research similarity reveals information 
previously unknown. 

D. Semantic Relations 
 

In this era of digitalization, extracting useful or required 
data from any soft PDF article is a challenging task. A lot of 
recent studies have been focused on this topic as this can 
provide useful insights and important data for computation. 

Al-Zaidy et al. [29], proposed an approach to extracting 
data from any given number of documents, which they have 
incorporated iterative learner and a pattern learning external 
syntactic in order to extract the semantic relations between the 
entities. the knowledge base gained by the process in Fig.5, is 
then fed to a pairing sheet which is usually hypernym-
hyponym. As a result, compared to the existing web IE tools, 
the proposed system established an improvement of the 
accuracy over 23% to scholarly documents. 

Chen et al. [30], proposes a novel technique Weighted 
Heterogeneous Information Network Containing Semantic 
Linking (WHIN-CSL) for citation recommendations in three 
phases. Thus, by the abstract-abstract similarity among any of 
the two papers, then computing the citing linking hence select 
the topmost similar papers as semantic linking. Then, build 
undirected weighted HIN with semantic linking. As result, 
WHIN-CSL outperforms five baselines including PV-
DBOW, PW, PWFC, MMRQ, and BM25, with a 6.9-8.4% 
better performance percentage for the ANN dataset and 14.3-
20.4% better performance percentage for the DBLP dataset. 

E. Scholarly Data Visualization 
 

It requires a sort of time to organize and to analyze the 
scholarly article being published online qualitatively and 
quantitively. Therefore, in order to organize scholarly 
networks, the visualization technique is employed to organize 
the data by the use of statistics and other mapping methods. 
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Fig. 5. The proposed model workflow [29]. 

Mokhtari et al. [31], presented a bibliometric visualization 
and overview of the Journal of Documentation (JDoc) from its 
initiation from 1945-2018. Also, VOSviewer software utilized 
for the visualization process and implementation of various 
techniques such as co-occurrence, co-authorship, and co-
citations (Fig.6). Also, the result was represented as ranked 
tables and graphs, mainly focus on the communicative and 
influence networks of several scientific actors, and productivity 
in JDoc. 

While Tang et al. [32], tested the International Journal of 
Fuzzy Systems (IJFS) for the bibliometric data to provide 
optimization for the evolution and overall development. While 
incorporates the trends of citation, publication, citation sources, 
and the details of the paper which are highly cited from the IJFS 
journal. 

Isenberg et al. [33], concentrate on the analysis and 
visualization of the keywords in three conferences VAST, IEEE 
InfoVis, and Vis/SciVis. with a total number of 2629 keywords 
in 1097 papers from 2004–2013. Further, the top 10 keywords 
are considered for analysis the similarity that occurs between 
the conferences. The result illustrates that the communities have 
the similarity in research orientation and the concerns which are 
of common interest. Additionally, for the 15 most frequent 
keywords Tableau was used in order to calculate the linear trend 
lines. 

Liu et al. [34], proposed a new system using mining 
techniques named Web of Scholars. Also, the model uses 
methods such as searching, mining, and other complex network 
visualization corresponding to scholars from the field of 
computer science hence, provides accurate recommendations 
by the use of querying semantically. Where it relies mainly on 
the knowledge graph, the model can effectively be used as an 
interoperable tool which can provide the in-depth analysis. 

III. DISCUSSION 
This study reviews some existing methods in finding an 

expert scholar. Initially, it provides an overview by analyzing 
scholarly data and exploring the importance of international  

 

 
Fig. 6. Visualization of Country co-authorship network [31]. 

academic collaboration. Next, it provides an overview of how 
to discover individuals by processing the content of published 
research papers of a specific field. Next, a scholarly 
recommendation is obtained using an algorithm based on a 
network of heterogeneous information. Finally, the 
visualization techniques in academic networks are discussed. 
Table I presents a review of the literature study with some of 
its limitations. The tools and methods of links to the 
scholars in academia are low. The objective is to develop an 
interactive visualization network that assists postgraduate 
students and expert scholars in finding professionals and 
experts in specific research areas based on expertise. 

 

IV. CONCLUSION 
Due to the expanding availability of scholarly datasets, the 

increase in research problems, and the complexity in research, 
there has been a growing interest in obtaining the author 
expertise through an automated process since many 
researchers from different areas of expertise are required to 
work on that research projects. While a very common problem 
that faces the expert finding methods is the qualitative 
analysis or evaluation as there is no known or established 
ground to assess that data and it needs several additional 
measures. This study reviews some existing methods in 
finding an expert scholar. This also presents an overview of 
the importance of analyzing scholarly data, finding the 
semantic similarity in heterogeneous networks, and the 
visualization techniques in academic networks, that reveal 
important Implicit information. Additionally, this discusses 
the approaches, the factors to work on, and some of their 
limitations. There have been studies conducted by many 
authors to identify the best author amongst the scholarly 
community.  Nevertheless, the problem of finding the best 
scholar has not been properly addressed yet. Thus, it is evident 
that a more systematic and theoretical analysis is required in 
that matter. 
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TABLE I.  REVIEW OF THE LITERATURE STUDY 

Approach / 
Technique Objective Limitation Works-on Author 

(s) 

Inferential statistics and 
a multivariate model 

approach 

•International academic collaboration 
• Focus on academic research 
internationalization using cluster of 
academic discipline  

• No clear overview of the intensity of IRC 
and IRO 
• Quantification of international co-
authorship was done in a self-report base, 
rather than examine true hard calculations 
using available academic databases  

Co-Author  

[3,12] 

Analysis using OLS-
regression 

Find the effectiveness of research collabo- 
ration on the quantity and the quality of 
research outcome  

The used of regression models with weak 
outcome  

Co-Author  
[13] 

Node Embedding 

• Discoviring from community clustering: 
authors mentioned in nearby lines in 
academic articles belong to a similar 
research area  
• Researcher Name Disambiguation (RND)  

Their assumption for the authors 
mentioned in nearby lines belong to a 
similar research area may fall in some area  

Co-Citation, 
Research Content  

[14] 

The Random Walk with 
Restart Model 

Building AIMN multidimensional academic 
network with an improved RWR-based al- 
gorithm for recommendations  

• Lacks of a justified semantic perspective 
into the scholarly datasets for extracting in- 
sight into the academic collaboration 
• An adequately detailed discussion on the 
adjustment plan of the coefficient in the 
employed equations is missing  

Co-Citation, Co- 
Author, Research 
Content, 
Academic Activity  [15] 

Network Multiplication 
Exploring the bibliographic networks by 
introducing temporal quantity  

No account of the properties of nodes and 
links thus may affect calculations and com- 
putational speed 

Co-Citation,   Co- 
Author,Co-Words  
networks 

[16,17] 

Credit Allocation 
Analyses the degree of each co-author’s 
contribution to collaborative work and 
assigns expertise level according to it  

Lack of ground truth is a big drawback in 
the validation of this model  

Co-Author  
[18] 

Eigenfactor 
Recommendation 
algorithm (EFrec) 

EFrec algorithm: citation-based method 
which based on finding the most relevant 
papers for a given article (seed paper) 

Relaying only on the citation without any 
semantic information is time-consuming to 
construct 

Co-Citation,   Co-
Author  [19,20] 

Heat diffusion-based 
ranking 

Web mining method to rank the experts from 
the web search engine query  

Lack of ground truth is a big drawback in 
the validation of this model  

Co-occurrence, 
Co-Words [21] 

Similarity between 
keywords 

Expert Finding System (EFS) using the bib- 
liographic details of author papers, venue, 
and published articles  

High cost and complex-ity of calculation 
the keywords from more than one 
perspective in just a period of two years  

Co-occurrence, 
Shared neighbors  [22] 

Probabilistic language 
modeling techniques 

(Bayes’ Theorem) 

Five different models in order to determine 
and ranking a group of experts  

Needs more advanced ways to extract 
individual expert for more efficient 
identification of an expert given a query 
topic  

binary, graded, 
and number  

[24,25] 

Graph-based 

Using Graph Mining and semantic 
annotation for expert finding  

The techniques use only the recent patterns 
which may greatly reduce the accuracy of 
the collaboration results  

Co-Citation,    Co-
Author  [23] 

VeTo, for expanding the set of experts based 
on the scholarly knowledge graphs  

Their method outperforms all other tested 
methods, yet its superiority over the 
baseline method is neglectable especially 
regarding the obtained results for the 
SIGMOD 

Co-venues,     Co-
publications 
topics  [26] 

Classify heterogeneous networks for each 
relationship between the nodes with the use 
of meta-paths and graphs 

No training or any experiment results  Co-venues,     Co-
Author  [27] 

Build a collaborators recommender system 
(CRS) depending on knowledge and 
acquaintance-based collaborations  

Only observes the researchers who either 
have collaborated in publication in the past 
or are connected through one or more 
colleges who have co-authored  

Research Content, 
Academic 
Activity,         Co-
Author  

[28] 

Build the Web of Scholars system using 
mining techniques  

With regard to scholars’ composition, 
there are no clear approaches to describe 
the rela tionship in the knowledge graph  

Co-Citation, Co-
Citation  [34] 

VOSviewer 

Bibliometric visualization and overview of 
the Journal of Documentation (JDoc)  

• No similarity comparison with the global 
co-keywords 
• This study excludes the papers which are 
not part of the selective database thus 
under- estimate the impact of studied 
journals  

Influential 
countries, 
institutes, authors, 
author keywords, 
global keywords  

[31] 

Visualization of International Journal of 
Fuzzy Systems (IJFS) for the bibliometric 
data  

Keyword “fuzzy” is the core of the 
Journal and the topics being published in 
IJFS. Thus, it should be excluded where 
more than 50% of the authors keywords 
have it  

Global keyword, 
author keyword 
analysis  [32] 

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 143



Ward’s method and a 
Squared Euclidean 

distance metric 

Analysis and visualization of the keywords 
in three conferences VAST, IEEE InfoVis, 
and Vis/SciVis  

Having one shared vocabulary among the 
three conferences instead of separate 
three, would enable the authors to broaden 
their re- search scope and to generalize 
their findings to a more comprehensive 
domain of literature  

Co-word  

[33] 
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Abstract—Cryptography is the foundation and core of network 

security. Privacy protection, sensitive information is particularly 

important, so whether it is system development or app 

development, as long as there is network communication. As data 

plays very critical steps for IOT devices it’s very crucial that 

cryptography applied to the databases as well. A lot of information 

needs to be encrypted to prevent interception and tampering. 

Many people use cryptography on a daily basis, not everyone is 

aware of it. This paper investigates the applications of 

cryptography in the context of databases and offers suggestions to 

enhance security and privacy.  

Keywords— security, privacy, public key, encryption  

I. INTRODUCTION  

With the popularity of blockchain and cryptocurrencies, 
more and more people are adopting the foundation slot of 
blockchain-cryptography. Because cryptography is one of the 
keys to the safe operation of the blockchain. There exist three 
categories of cryptographic algorithms known as symmetric 
cryptography, asymmetric cryptography (public key), and 
cryptographic hashing. These types are part of most encryption 
systems, and we'll discuss each of the next and to find where the 
strengths and weaknesses are. In addition to this, we need to look 
at what kinds of risks and attacks on cryptography. Then we can 
talk about the application of cryptography and database 
encryption techniques. 

Cryptography has been a science for many years, and it has 
been recorded that first cryptography inscriptions were carved 
around 1900 BC in the tomb of an ancient Egyptian nobleman, 
Khnumhotep II. The inscription used some strange sacred 
carving symbols instead of more common symbols. It is not 
intended to hide information, perhaps to manifest prestige by 
changing forms. 

In 100 B.C., at the height of the Roman Empire, Caesar used 
encryption to send secret messages to front-line troops. The 
"Caesar Code" is probably the most mentioned historical 
password in the literature. In a replacement password, each 
character in clear text is replaced by a different character to form 
a redaction. The variant used by Caesar is password conversion 
in three locations. Each letter is forwarded with three locations 
so that the letter A is replaced by the letter D, the letter B is E, 
and so on. The letter X is replaced by A. 

In the early 1970s, IBM customers requested for encryption, 
and IBM set up an "encryption group" led by Horst-Feistel. A 
password called Lucifer" was created by the encryption group. 

In 1973, the National Standards Administration, now renamed 
to National Institute of Standards and Technology (NIST) 
proposed group passwords, which became national standards. 
IBM realized that lots of commercial products are purchased 
with no encryption support at all. Lucifer also known as DES 
(Data Encryption Standard) was adopted to provide that support. 

DES was hacked in 1997 in a desperate search attack. The 
DES encryption key size was very small. As computing power 
grows, all the different combinations of the brute force are 
calculated to obtain possible clear text information. In the 1980s, 
there was only one option which was DES. But times have 
changed. Today, we have more choices, stronger algorithms, 
faster, and better design. Now, the question is how to choose. 

In 1997, NIST again proposed a new group password 
scheme and 50 proposals came. In 2000, Rijndael was adopted 
and renamed to AES (Advanced Encryption Standard) [1-2]. In 
order to provide security in the database, this paper investigates 
the applications of cryptography in the context of databases and 
then offers suggestions that can provide security and privacy. 
The organization of the paper is as follows: section II presents 
cryptography definition and types, section III presents some of 
the existing cryptographic algorithm that provide security to the 
database, section IV is the analysis of cryptography, section V 
shows the method of analysis, section VI offers some suggestion 
to enhance security and privacy in the database and section VII 
is the conclusion. 

II. THE DEFINITION OF CRYPTOGRAPHY 

Encryption is converting data to make it unrecognizable and 
useless to unapproved persons; the most secure technique is to 
use mathematical algorithms and variable values called "keys". 
The keys you choose, in general, are random strings that are 
entered through encryption and are integrated into the data 
transformation. To decrypt the data, you must enter the exact 
same key. 

Cryptography begins with plaintext which is not encrypted. 
The plaintext is converted into ciphertext with encryption as 
shown in fig. 1. This ciphertext can be converted back to usable 
plaintext using decryption. The encryption and decryption is 
based upon the type of cryptography scheme being employed 
and some form of key. This process is sometimes written as 
follows: 

� = ��(�)       (1) 
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Fig. 1. Cryptography process 

 

� = ��(�)  (2) 

P = plaintext, raw data, data to be encrypted 
C=ciphertext, some camouflage or transformed output of 
clear text 
E=encryption process, the process of turning clear text into 
a red tape in some way. 
D=decryption process, the process of restoring redaction into 
clear text 
k=the key, specialized tools used in encryption or decryption 

Cryptography resembles similar mathematical algorithms 
for encrypting and decrypting messages, while the scientific 
analysis of cryptography and the destruction of encryption 
schemes. Cryptography is a secret term that refers to a wide 
range of research writing, including encryption and 
cryptographic analysis [3]. 

Three types of cryptography algorithms are discussed here: 

A. Symmetric Cryptography 

When making clear or secret edict transformations of 
information, the password system using the same key is solved 
and decrypted. Figure 2 shows the symmetric cryptography 
where both Alice and Bob share the same key. 

Security in this scheme depends on the secret key and the 
encryption algorithm security.  

 

Fig. 2. Symmetric Cryptography 

Fig. 3. Asymmetric encryption 

Advantages: Algorithm open, fast, high level of secrecy, 
small footprint.  

Disadvantages: Key distribution and management is 
complex. 

Purpose: Encryption with large amount of information. 

Representing algorithms: DES algorithm, 3DES algorithm, 
IDEA algorithm, AES algorithm. 

Problem: If the receiver forges a message and falsely is 
sending it, the sender cannot excuse that it cannot resolve the 
confirmation of the message and cannot achieve digital 
signature. 

B. Public-Key Cryptography 

Encryption and decryption keys are not the same password 
system when transforming information with clear or secret text. 
In the asymmetric password system, every user uses one key for 
encryption and another key for decryption. The key used for 
encryption is called a public key and the key used for decryption 
is called private keys which is a secret key for each user. Figure 
3 shows the asymmetric encryption where Alice encrypts the 
plaintext using Bob public key and Bob decrypt the ciphertext 
using his own private key [4]. 

Advantages: The sender and the receiver do not require to 
set up a secure channel to exchange their key, the key space is 
generally small which reduces the challenges in the key 
management procedure.  

Disadvantages: Slow implementation, not suitable for heavy 
communication load situation 

Purpose: Encrypting critical, core confidential data. 

Representing algorithms: RSA algorithm, ElGamal 
algorithm, elliptic curve encryption algorithm. 

Problem: Because the public key is open to the public, if a 
person uses his own public key encrypted data to send to us, we 
cannot determine who sent it. If we use the private key to encrypt 
the data, anyone who knows our public key can decrypt our data. 

C.  Cryptographic Hashing 

The cryptographic hashing is a hash function that is suitable 
for encryption. Hashing is mainly used to provide integrity 
property which ensures that the information is correct and no 
unauthorized person or malicious software has altered the data. 
This is a mathematical algorithm of any size, a string of map 
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data fixed size and one-way functions, that is, a function is 
actually not feasible conversion. Hashing algorithms are useful 
to protect data from unauthorized modification.  

III. THE ENCRYPTION ALGORITHMS 

Day by day people’s awareness of the importance of 
information security is growing with the development of 
information technology and digital society. In 1997, the 
National Bureau of Standards announced the implementation of 
the "American Data Encryption Standard (DES)". Civil forces 
began to fully intervene in the research and application of 
cryptography, and the use of encryption algorithms such as DES, 
RSA, SHA, etc. increased. With the increasing demand for 
encryption strength, AES, ECC, and so on have recently 
emerged [4-7].   

The following section shows the comparison of the two main 
types of encryption algorithm used in symmetric systems - DES 
and AES and two encryption algorithms used in asymmetric 
encryption algorithms- RSA and DSA. 

A. Data Encryption Standard (DES) 

DES encryption algorithm is a grouping password, with 64 
bits for grouping data encryption and key length is 56 bits. Both 
encryption-decryption uses a similar algorithm. The DES 
encryption algorithm is the secret of the key, while the public 
algorithm, including the encryption and decryption algorithm. In 
this way, only those who have the same key as the sender can 
interpret the redaction data encrypted by the DES encryption 
algorithm. Therefore, the DES deciphering encryption algorithm 
is the encoding of the search key. For a 56-bit-long key, if 
searched by the method of exhaustion, the number of operations 
is 2 of 56 squares [8-9]. 

B. Advanced Encryption Standard (AES) 

In the late 20th century, it is the rapid development of 
computers, component manufacturing process progress makes 
the computer processing power much more strong, DES will not 
provide enough security. On January 2, 1997, the National 
Institute of Standards and Technology and Technology: NIST 
announced its desire to recruit advanced encryption standards: 
AES), to replace DES. The U.S. federal government adopted this 
block encryption algorithm as a standard as well as has been 
analyzed by multiple parties and widely used worldwide. 

AES encryption is an advanced encryption standard 
algorithm in cryptography, the encryption algorithm adopts the 
symmetric packet password system, the key length is supported 
by at least 128, 192, 256, the group length is 128 bits, and the 
algorithm should be easy to implement a variety of hardware and 
software.  

The cryptographic algorithm requirements are reversible so 
that the decryption algorithm can correctly recover the cleartext. 
Take AES, in the case of key fixing, clear text and redaction are 
one-to-one correspondence throughout the input space.  

Therefore, the various parts of the algorithm are also 
reversible, and then the sequence of operation of each part is 
designed to be reversible, the redaction can be correctly 
decrypted. DES and AES algorithm comparison summary 
highlighted in Table 1. 

TABLE I.  COMPARISON OF DES AND AES ALGORITHMS 

Type 

Key 

Length 

(bits) 

Security 
Computing 

Speed 

Resource 

Consumption 

 
DES 

56 Low Medium Medium 

AES 
128 
192  
256 

High High Low 

C. Rivest Shamir Adleman (RSA) 

RSA encryption algorithm is the most influential public key 
cryptography algorithm and is generally regarded as one of the 
best public key schemes. It was proposed by Ron Rivest, Adi 
Shamir and Leonard Adleman in 1977. All three were working 
at the Massachusetts Institute of Technology at the time. RSA is 
made up of the initial letters of their three surnames. RSA has 
been recommended by ISO as the first algorithm that can be used 
simultaneously for both encryption and number signature and is 
resistant to all known password attacks so far and RSA 
encryption algorithm used as a public key data encryption 
standard. RSA uses a very simple numerical fact which is to 
multiply two large prime numbers, but very difficult to 
decompose its product type where the product can be exposed 
as an encryption key. 

D. Digital Signature Algorithm (DSA) 

DSA is based on integer finite domain discrete pairs, an 
important feature of DSA is that two prime numbers are 
exposed, so that when using someone else's p and q, even if you 
do not know the private key, you can confirm whether they are 
random, or do it. This is not possible with the RSA algorithm. 
Compared to RSA, DSA is used only for signatures, while RSA 
can be used for signature and encryption. Table II shows the 
comparison between RSA and DSA. 

TABLE II.  COMPARISON OF RSA AND DSA ALGORITHMS 

Type Maturity Security 
Computing 

Speed 

Resource 

Consumption 

 
RSA High High Low High 

DSA High High High 
Only for 
Digital 

Signature 

IV. THE ANALYSIS OF CRYPTOGRAPHY 

According to the attacker's knowledge of the clear text, 
redacted and other information, password analysis are four 
types: ciphertext-only attack, known-plaintext attack, chosen-
plaintext attack, and chosen-ciphertext attack. 

A. Ciphertext-only Attack 

The attacker had no supporting information in his hands 
other than the intercepted message. Secret attacks are one of the 
most common types of password analysis and the most difficult. 
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This way can be used to attack both the symmetric password 
system and the asymmetric password system. 

B. Known-Plaintext Attack 

The attacker uses some ciphertext and also knows the 
relationship between the part of plaintext and ciphertext. For 
example, if you are in a conversation that follows a 
communication protocol, because the protocol uses a fixed 
keyword, such as "login" and "password", analysis can 
determine the redaction corresponding to that keyword. If the 
transmission is a legal document, unit notice, and other types of 
documents, because most of the documents have a fixed format 
and some agreed text, in the interception of more documents, 
you can infer some text, phrases corresponding to the secret. 

C. Chosen-Plaintext Attack 

The attacker knows the encryption algorithm and can select 
the clear text and get the redaction corresponding to the 
corresponding clear text. This is a more common type of Mima 
analysis. For example, an attacker who intercepts valuable 
redaction and acquires an encrypted use device and enters any 
clear text into the device to obtain the corresponding reduction 
is based on the attacker's attempt to crack the valuable redaction. 
Select clear text attacks are often used to crack information 
content encrypted with a public key password system.  

D. Chosen-Ciphertext Attack 

The attacker knows the encryption algorithm and can select 
a redaction and get the corresponding clear text. Using this 
method of selecting a redaction attack, the attacker's target is 
usually the key used by the encryption process. Digital 
signatures based on a public key password system are vulnerable 
to this type of attack.  

V. THE METHOD OF ANALYSIS 

From the analysis of the password, three methods can be 
used in the process of password analysis, namely, the method of 
poor attack, the statistical analysis method, and the 
mathematical analysis method. 

A. Poor Attack Method 

The idea of cracking the poor attack method is to try all the 
possibilities to find out the clear text or key. The poor-lifting 
attack method can be divided into two categories, the poor-
lifting key, and the poor-lifting explicit text. The poor key refers 
to the attacker, in turn, using various possible decryption keys to 
intercept the secret text, to try to translate, if a decryption key 
can produce meaningful clear text, then the corresponding key 
is the correct decryption key. The poor text means that an 
attacker encrypts all possible clear text while keeping the 
encryption key unchanged, and if the result of a piece of clear 
text encryption is consistent with the intercepted message, the 
corresponding clear text is the message sent by the sender [10-
11]. 

In order to combat the attack, the modern cryptographic 
system is often designed by expanding the key space or 
improving the complexity of encryption and decryption 
algorithms. When the key space is expanded,  

• The method of raising the key in the process of 
cracking need to try more decryption key,  

• Improve the complexity of the encryption, 
decryption algorithm,  

• Will enable the attacker whether the use of a poor 
key or poor method of the password system to 
crack,  

• Each crack attempt requires a higher computational 
overhead for a perfect modern cryptographic 
system, and  

• The cost of using poor attack methods to crack is 
likely to exceed the value of a secret edit. 

B. Statistical Analysis Method 

Statistical analysis is a method to crack by analyzing the 
statistical laws of clear and text. Some classical cryptographic 
system encrypted information, secret letters and letter 
combination of statistical laws and clear text is exactly the same, 
such a cryptographic system is easy to be cracked by statistical 
analysis. The statistical analysis method first needs to obtain the 
statistical law of the dense text, on the basis of which, the 
statistical law of the dense text is compared with the known clear 
statistical law, and the correspondence of the clear and dense 
text is extracted, and then the secret text is cracked. 

 In order to combat statistical analysis attacks, the 
password system should be designed to avoid the consistency of 
the clear text in the statistical law, so that the attacker cannot 
analyze the statistical law of the paper to infer the clear text 
content. 

C. Mathematical Analysis Method 

Most modern cryptographic systems take mathematical 
problems as the theoretical basis. Mathematical analysis refers 
to the method by which an attacker solves an unknown amount 
such as deciphering a key by mathematically using some known 
quantities, such as the correspondence of some clear and texts, 
against the mathematical basis and cryptography characteristics 
of the cryptography. Mathematical analysis is an important way 
to crack a password system based on mathematical difficulties. 

VI. DATABASE AND CRYPTOGRAPHY 

In this part, this paper researches on the database about 
cryptography. Some knowledge related to cryptography is 
studied and the combination of this knowledge and database is 
used [5, 12-13]. 

The database is a storehouse of data that is prepared, 
deposited, and managed according to the data structure, and data 
is the most central property in information systems. A database, 
like the human brain, is at the heart of all information systems. 
Once the brain is damaged, it is bound to affect the body 
function of the whole person. Similarly, if data is lost, destroyed, 
or leaked in the database, it is bound to cause incalculable 
damage to the enterprise. Therefore, the encryption protection of 
data in the database has become an important part of database 
security. There are three main dangers to the database: 

Loss of availability - Loss of availability means that 
legitimate users cannot use database objects. 

Loss of integrity - Integrity loss occurs when a database 
accidentally or maliciously performs unacceptable operations. 
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This can happen when you create, insert, update, or delete data. 
The outcome is corrupted data which results in incorrect 
decisions. 

Loss of confidentiality – It is due to illegal or unintended 
exposure to confidential information. Loss of confidentiality can 
lead to unlawful practices, security coercions, and harm to 
public confidentiality. 

Access control – It is a security mechanism of the database 
management system (DBMS) to prevent unapproved access. 
After the login process is cleared only through a valid password-
protected user account, the user can access the database. 

      So we will need to take steps to control the risks. The 
first step is traffic control. It is a distributed system containing a 
large amount of traffic from one site to another, as well as within 
a site. The second step is traffic control prevents data from being 
transmitted as unapproved agents.  

The flow policy outlines the channels where information can 
flow and describes the security classes for data and transactions.  

The last step is data encryption refers to encoded sensitive 
data transmitted on a public channel. Since data is in an 
incomprehensible format an unauthorized agent can't understand 
even if he gets access to the data.  

      How is the database is encrypted? In most cases, the 
database will use transparent data encryption. For example, the 
Oracle database used a lot for the encryption as shown in Fig. 4. 
Database transparent encryption refers to the encryption and 
decryption of data in the library, the access to the database 
program is completely unaware. In particular, the application 
system, which does not need to make any modifications and 
compilation, can be directly applied to the encryption library. 

Two types of data types are unstructured data and structured 
data. Examples of unstructured are documents and pictures, and 
the example of structured data is data in a database. Data in both 
types are important and require encryption protection. 
Structured data is usually hosted centrally and contains valuable 
business-sensitive information, so it is especially important to 
protect it with encryption. 

Fig. 4. Cryptography in Oracle Database [14] 

 

Even though the process of decrypting will damage the 
efficiency of the use of the database the encryption of the 
database is still necessary to protect the necessary measures to 
avoid the harsh reality of frequent leakage of sensitive data. 
Encryption of the Database will increase security significantly. 
Encryption prevents data from data leakage and malicious 
destruction and stores data in a confidential manner and presents 
direct access to the data. 

The majority of the encryption solutions application code 
requires calls to cry forward functions. This is costly because it 
often requires a deeper knowledge of the application and 
expertise to program and maintain software. In general, most 
enterprises spend minimal time on this or don’t have relevant 
expertise to modify existing applications and invoke encryption 
routines. Oracle transparent data encryption uses nested 
encryption capabilities deep into the Oracle database to solve the 
encryption problem. 

Application logic executed through SQL does not need to be 
changed and still works. It can be further explained that the 
application doesn’t need to worry about encryption and 
decryption. The programmer will write the usual code to 
insert/update or delete the date in the application table. Oracle 
database will encrypt data as it writes to the disk and similarly 
decrypts reading data from disk to maintain the functionality of 
the application. This is important because current applications 
typically expect unencrypted application data. Displaying 
encrypted data can at least confuse application users and even 
break existing applications [15-16]. 

VII. CONCLUSION 

Nowadays 5G is taking over its predecessor, the cloud era is 
coming, research suggests that the future of IT architecture, 
more is cloud-based design. If more data is stored on the cloud, 
then if cloud vendors steal and analyze user data, it will seriously 
violate our privacy. Malicious DBAs and developers, as also 
mentioned in the threat model, tend to have higher database 
permissions, even if they don't have permissions, and if they 
have a way to read the cache, the data will also leak. So how do 
we protect our data? 

 Therefore, the current performance of homomorphic 
encryption cannot meet the normal needs, if commercial to 
database level, this survey suggests that the need for further 
study by cryptographers. Encryption is only a small part of 
database security, more content needs to be the joint efforts of 
everyone, but also hope to see more people engaged in the field 
of database security in the future. 
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Abstract — There are various causes related to the 

appearance of wounds in people that are cause several health 

problems. Earlier detection and easy monitoring is essential for 

the correct treatment of this problem. The pandemic time that 

we live in is causing the people not to go to the hospital to treat 

the various wounds. This paper performs the revision of the 

methods for measuring the wound size, but the wounds' color 

can detect other parameters. This study also proposed a 

technique for further implementing the detection of wounds 

with the camera available in off-the-shelf mobile devices. As 

future work, the method will be implemented to correct wound 

size in an Android application. 

Keywords – Wound area; Mobile application; segmentation; 

image processing techniques. 

I.  INTRODUCTION 

The measurement of wound area is essential to reduce the 
appearance of other health problems in the future [1], [2], such 
as infected wounds and chronic wounds. The constant 
monitoring of wound areas is specialty important in chronic 
wounds [3], [4]. It is an injury to the body related to violence, 
accident, or surgery, typically involving laceration or breaking 
of a membrane, usually damaging to underlying tissues [5]. 

Mobile devices are equipments that embeds several 
sensors, including imaging sensors that are commonly called 
digital cameras [6], [7]. Currently, the mobile devices' 
cameras have high quality, allowing the reliable capture of 
images for further processing to identify the wound size [8], 
[9]. Other sensors are available in the mobile device to enable 
a more accurate method development for this type of 
measurement, determining the distance between the device 
and the surface to calculate the wound's correct size [10], [11]. 

This paper intends to propose an architecture of a method 
for the local measurement of the wound area with a mobile 
device with an Android operating system. However, this paper 
starts with reviewing the literature's implemented methods to 
find the best way to be implemented. 

As results of this paper, it is verified that the most 
implemented techniques are the capture of the image, the 

conversion of image to grayscale, the performance of 
threshold to enhance the contrast of the image with Otsu’s 
thresholding algorithm, the implementation of segmentation 
with threshold, the finding of contours of the wound, and the 
measurement of the wound area as the number of pixels. 

This paragraph finalizes the introduction of the paper. 
Next, Section II presents the related work found in the 
literature. The methodology used to identify the best methods 
was introduced in Section III. Section IV presents the 
proposed method and the results of the analysis. We are 
finalizing this paper with the discussion and conclusions in 
Section V. 

II. RELATED WORK 

Various studies use mobile devices to measure the wound 
area with a camera embedded on mobile devices. The authors 
of [12] performing multiple stages for the measurement of the 
wound area, including the selection of saturation plan, the 
inversion and filtering of saturation values, the performance 
of segmentation with threshold. 

In [13], the authors performed the detection of a wound. 
Initially, the authors inserted calibration marks to identify the 
localization of the region of the injury. After that, the authors 
used a method to convert the image to grayscale, and it is 
transformed from RGB to YCbCr color space. Next, the 
Principal Component Analysis (PCA) was performed on the 
Cb and Cr color channels. Thus, it is possible to find the fly's 
subspace with the maximal contrast between the wheel and the 
surrounding erythema. The authors performed the 
dimensionality reduction by finding an orthogonal projection 
of the high-dimensional data into a lower-dimensional 
subspace. The implementation finished with the median 
filtering, the threshold to enhance the contrast of the image 
with Otsu’s thresholding algorithm, the erosion operation on 
the binarized image, and the suppression of the structures 
connected to the image border dilation operation. 

The authors of [14] converted the image to HSV color 
space (hue, saturation, value), and they performed the 
segmentation. Next, they extracted the saturation space from 
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color space and implemented the threshold to enhance the 
image's contrast with Otsu's thresholding algorithm and the 
dilation operation. After that, the implemented method finds 
the contours from the binary image using the Suzuki85 
algorithm. The number of black pixels inside the segmented 
image was calculated to design a plot healing curve. 

In [15], the authors started with the color correction and 
color calibration on original 2D images to measure the wound 
area. Next, 3D reconstruction and segmentation were 
performed to compute the wound perimeter. Finally, the 
authors design the contour in a 2D plane, calculated the area 
as the number of pixels between the outlines, and translated 
the measured pixels to real-world measurement units. 

The authors of [16] calculated the approximate size of a 
wound, inserting and adjusting a rectangle box in the image. 

In [17], the images of wounds are segmented in the ulcer 
region with image decomposition using the parametric 
equations that define the toroidal geometry. After that, the 
resulted image is decomposed in different contrast levels. 
Next, the threshold technique was performed to enhance the 
contrast of the image with Otsu’s thresholding algorithm, and 
the contours of the wound were detected. In continuation, the 
resulted image was transformed from RGB to grayscale, 
creating an appearance model using linear combinations of 
discrete Gaussians (LCDG) and minimizing the noise with a 
Generalized Gauss-Markov Random Field (GGMRF) image 
model for the calculation of the area of the wounds. 

The authors of [18] applied different techniques, including 
white balance, anti-glare, Enhance Local Contrast (CLAHE) 
algorithm, the level set algorithm to find the boundary of the 
wound, and the snakes model algorithm to define an energy 
function of the image to detect the size of an injury. 

In [19], the authors performed several actions, including 
the detection of small bright rectangular regions in each image 
using thresholding and convolution, the combination into one 
patch of the overlapped areas, the detection of candidate patch 
sequences based on intensity change, and the segmentation to 
analyze the wound images. 

The authors of [20] started with the extraction of RGB 
channels from images, extracting the blue channel. Next, the 
histogram equalization was performed. Before the application 
of segmentation techniques, the picture was converted from 
RGB to grayscale. Next, the average low pass filter is applied, 
and the threshold is calculated. In continuation, the degree 
intensity image is converted to a binary image, and Otsu’s 
thresholding algorithm is used to highlight the contrast of the 
picture. After that, the Asymmetry, Border irregularity, Color, 
and Diameter were extracted, and the image was denoised for 
the extraction of Region of Interest (ROI) of the wound. 
Finally, the Support Vector Machine (SVM) was 
implemented for the classification of the wounds. 

In [21], the authors extracted an image from videos, and 
they computed the absolute scale of the wound with optics 
equations. Finally, the methods traced the contour with wound 
boundary detection for the calculation of the wound area. 

The authors of [22] started applying the Mask-Recurrent 
Convolutional Neural Network (RCNN) model to segment the 
wound. In continuation, the 3D mesh is rasterized, generating 
a top view image and the matrix of face indices. The 
Expectation-Maximization (EM) approach was implemented, 
and a projective transform matrix of the image was calculated. 

Next, the image is segmented, and the RANSAC algorithm 
was used to calculate the best fitting hyperplane. Finally, the 
authors calculated the faces and the wound's boundary, 
computing its depth, area, volume, and axes. 

In [23], the implemented method starts with applying a 
mask to select the relevant part. Next, matching common 
points on the input images was found, estimating each image's 
camera positions. In continuation, the camera calibration 
parameters were refined, building the point cloud model, a 
polygonal mesh, and the texture. Finally, the 3D 
reconstruction is performed for the measurement of the wound 
area. 

The authors of [24] cropped the center of the wound and 
removed the unnecessary artifacts. Next, the image was 
resized and re-sampled to extract the saturation plane of the 
HSV color model. In continuation, the authors calculated the 
contour with the contrast between infected and normal skin, 
and the authors smoothed the image with a Gaussian filter. 
After that, the authors applied the snakes model algorithm to 
define an image's energy function, and they transformed it into 
a grayscale image. The grayscale image was segmented, 
building the contour of the wound for further measurement of 
wound size. 

In [25], the authors performed segmentation, feature 
extraction and segmentation, sequentially. 

The authors of [26] started with the scaling of the image 
and photogrammetric 3D reconstruction. Next, the position 
and orientation of each image in the 3D space were estimated. 
With these features, the authors performed the feature 
matching process. In continuation, the authors evaluated the 
surface of the object by a dense point cloud. After applying 
histogram equalization, the Otsu’s thresholding algorithm was 
used to enhance the image's contrast. The induration was 
cropped for the identification of the margin of the rough. 
Finally, the elliptical approximation of induration margins 
was calculated, and the wound area was measured. 

In [27], the authors started with the segmentation of RGB 
images into foreground and background. After that, the 
Minimum Bounding Rectangle (MBR) of the region of 
interest is cropped. Next, the image is binarized and converted 
to grayscale. After that, the ISODATA algorithm was used to 
find a threshold for the image, and the Line Segment Detector 
(LSD) approach was implemented to find the ticks of the 
measurement tool. After grouping the ticks by angle, only the 
segments with more than 5 degrees of difference to the group 
with more elements. Finally, the distance between ticks in 
pixels serves to measure the wound area converted to 
centimeters. 

The authors of [28] started with the normalization of the 
images. After that, they applied the SEED algorithm for 
superpixel segmentation to identify the superpixels that are 
skin. The skin area was reconstructed with superpixels, and 
the wound area was detected. 

In [29], the OpenCV library was used to apply a coin 
detection algorithm. After that, the image is segmented, and a 
rectangle was created around the wound. Next, the grabCut 
algorithm was used to measure the wound area. Still, the 
intensity values of colors with OpenCV histogram were 
calculated. Finally, the coin detection algorithm was 
implemented to improve the wound area measurement. 
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The authors of [30] performed the 3D reconstruction of the 
body's wound part, and they mapped the 3D model to the 2D 
plane. After applying the image segmentation techniques, the 
scale conversion algorithm was implemented to measure the 
wound area. 

III. METHODS 

Various methodologies can be implemented for the 
identification of the wound. This paper proposes a method to 
be implemented in an Android application to identify the 
wound area. 

The Android devices have different types of cameras with 
other qualities, and they can be used for the accurate 
recognition of the wound area. 

This paper intends to identify the best method for the 
identification of the wound area. It is essential to identify the 
stages that are the most implemented in the various studies. 

Based on the studies available about this subject in IEEE 
Xplore, ScienceDirect, Google Scholar, and PubMed Central 
by the following keywords "wound", "measurement", "size", 
"image processing", and "mobile device", we selected the 
studies with the best fit of the purpose for the identification of 
the wound area. After that, the stages of the various methods 
were presented in section II. 

As only 19 studies were selected for the research and the 
statistical validity, we chose the methods implemented in 
more than 10% of the studies selected from the literature. 

The various stages implemented in the different studies 
were statistically analyzed to identify the wound area 
measurement's best techniques. 

IV. EXPECTED RESULTS 

Table I presents the results related to the available 
literature methods in more than two studies (10%), showing 
that only eight techniques are included. 

TABLE I.  RANKING OF THE METHODS IMPLEMENTED FOR THE 

WOUND AREA MEASUREMENT 

Method Implemented 
Number of 

Occurrences 

Perform segmentation with threshold 14 

Measure the wound area as the number of pixels 12 

Convert image to grayscale 5 

Perform threshold to enhance the contrast of the 
image with Otsu’s thresholding algorithm 

5 

Find contours of the wound 4 

Perform 3D reconstruction 4 

Perform the histogram equalization 3 

Crop the center of the wound 3 

 

In general, the majority of the studies implemented the 
segmentation of the images with threshold. It is always related 
to the identification of the wound area as the number of pixels. 
However, the implementation of these methods was revealed 
more efficiently with images in grayscale. Also, Otsu's 
thresholding algorithm is the most implemented method for 
the threshold. Only four studies identified the contours, but the 
ways that identified the shapes represent the methods with a 
smaller number of strategies implemented. 

In general, we can say that identifying the wound area can 
be performed with the sequence of methods presented in 
Figure 1. The accuracy of the proposed technique will be 
analyzed and reported in the future. 

 
Fig. 1. Proposed sequence of methods for wound area measurement. 

V. DISCUSSION AND CONCLUSIONS 

This paper analyzed the sequence of methods 
implemented for the wound to measure images captured from 
mobile devices. A smaller number of studies for the wound 
area measurement with mobile devices can be improved with 
the various experiments that will be performed. 

In general, it is expected that the best results will be 
achieved with the implementation of the following sequence 
of methods: capture the image, convert image to grayscale, 
perform threshold to enhance the contrast of the image with 
Otsu’s thresholding algorithm, perform segmentation with 
threshold, find contours of the wound, and measure the wound 
area as the number of pixels. 

As final work, it will be necessary to implement a method 
for converting pixels and centimeters considering the distance 
between the camera and the surface captured. It can be 
performed with the proximity sensors available in the mobile 
device or other methods that will be studied. 

ACKNOWLEDGMENT 

This work is funded by FCT/MEC through national funds 
and co-funded by FEDER – PT2020 partnership agreement 
under the project UIDB/50008/2020 (Este trabalho é 
financiado pela FCT/MEC através de fundos nacionais e 
cofinanciado pelo FEDER, no âmbito do Acordo de Parceria 
PT2020 no âmbito do projeto UIDB/50008/2020). This work 
is also funded by National Funds through the FCT - 
Foundation for Science and Technology, I.P., within the scope 
of the project UIDB/00742/2020. This article is based upon 
work from COST Action IC1303–AAPELE–Architectures, 
Algorithms and Protocols for Enhanced Living Environments 
and COST Action CA16226–SHELD-ON–Indoor living 
space improvement: Smart Habitat for the Elderly, supported 
by COST (European Cooperation in Science and 

Capture the image

Convert the image to grayscale

Perform threshold to enhance 

the contrast of the image with 

Otsu’s thresholding algorithm

Perform segmentation with 

threshold

Find contours of a wound

Measure the wound area as 

number of pixels

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 153



Technology). More information in www.cost.eu. 
Furthermore, we would like to thank the Politécnico de Viseu 
for their support. 

REFERENCES 

[1] G. S. Schultz et al., “Wound bed preparation: a systematic approach 
to wound management,” Wound Repair Regen, vol. 11, no. s1, pp. S1–
S28, Mar. 2003, doi: 10.1046/j.1524-475X.11.s2.1.x. 

[2] S. Monstrey, H. Hoeksema, J. Verbelen, A. Pirayesh, and P. Blondeel, 
“Assessment of burn depth and burn wound healing potential,” Burns, 
vol. 34, no. 6, pp. 761–769, Sep. 2008, doi: 
10.1016/j.burns.2008.01.009. 

[3] M. E. Porter and E. O. Teisberg, “How physicians can change the 
future of health care,” Jama, vol. 297, no. 10, pp. 1103–1111, 2007. 

[4] M. A. Fonder, G. S. Lazarus, D. A. Cowan, B. Aronson-Cook, A. R. 
Kohli, and A. J. Mamelak, “Treating the chronic wound: A practical 
approach to the care of nonhealing wounds and wound care 
dressings,” Journal of the American Academy of Dermatology, vol. 
58, no. 2, pp. 185–206, 2008. 

[5] P. K. Stefanopoulos, D. E. Pinialidis, G. F. Hadjigeorgiou, and K. N. 
Filippakis, “Wound ballistics 101: the mechanisms of soft tissue 
wounding by bullets,” European journal of trauma and emergency 

surgery, vol. 43, no. 5, pp. 579–586, 2017. 
[6] J. A. Burke et al., “Participatory sensing,” 2006. 
[7] C. W. Chen, “Internet of Video Things: Next-Generation IoT With 

Visual Sensors,” IEEE Internet of Things Journal, vol. 7, no. 8, pp. 
6676–6685, 2020. 

[8] D. N. Breslauer, R. N. Maamari, N. A. Switz, W. A. Lam, and D. A. 
Fletcher, “Mobile phone based clinical microscopy for global health 
applications,” PloS one, vol. 4, no. 7, p. e6320, 2009. 

[9] L. Wang, P. C. Pedersen, D. M. Strong, B. Tulu, E. Agu, and R. 
Ignotz, “Smartphone-based wound assessment system for patients 
with diabetes,” IEEE Transactions on Biomedical Engineering, vol. 
62, no. 2, pp. 477–488, 2014. 

[10] V. Williamson, “Mobile Wound Assessment and 3d Modeling from a 
Single Image,” The University of Wisconsin-Milwaukee, 2020. 

[11] I. M. Pires and N. M. Garcia, “Wound Area Assessment using Mobile 
Application.,” in BIODEVICES, 2015, pp. 271–282. 

[12] M. Casal-Guisande, A. Comesaña-Campos, J. Cerqueiro-Pequeño, 
and J.-B. Bouza-Rodríguez, “Design and Development of a 
Methodology Based on Expert Systems, Applied to the Treatment of 
Pressure Ulcers,” Diagnostics, vol. 10, no. 9, p. 614, Aug. 2020, doi: 
10.3390/diagnostics10090614. 

[13] O. Bulan, “Improved wheal detection from skin prick test images,” 
San Francisco, California, USA, Mar. 2014, p. 90240J, doi: 
10.1117/12.2038442. 

[14] A. Gupta, “Real time wound segmentation/management using image 
processing on handheld devices,” JCM, vol. 17, no. 2, pp. 321–329, 
Apr. 2017, doi: 10.3233/JCM-170706. 

[15] E. Sirazitdinova and T. M. Deserno, “System design for 3D wound 
imaging using low-cost mobile devices,” Orlando, Florida, United 
States, Mar. 2017, p. 1013810, doi: 10.1117/12.2254389. 

[16] M. Tang, K. Gary, O. Guler, and P. Cheng, “A Lightweight App 
Distribution Strategy to Generate Interest in Complex Commercial 
Apps: Case Study of an Automated Wound Measurement System,” 
presented at the Hawaii International Conference on System Sciences, 
2017, doi: 10.24251/HICSS.2017.418. 

[17] B. Garcia-Zapirain, A. Shalaby, A. El-Baz, and A. Elmaghraby, 
“Automated framework for accurate segmentation of pressure ulcer 
images,” Computers in Biology and Medicine, vol. 90, pp. 137–145, 
Nov. 2017, doi: 10.1016/j.compbiomed.2017.09.015. 

[18] C.-H. Huang, S.-D. Jhan, C.-H. Lin, and W.-M. Liu, “Automatic Size 
Measurement and Boundary Tracing of Wound on a Mobile Device,” 
in 2018 IEEE International Conference on Consumer Electronics-

Taiwan (ICCE-TW), Taichung, May 2018, pp. 1–2, doi: 
10.1109/ICCE-China.2018.8448729. 

[19] T. Kanade et al., “Cell image analysis: Algorithms, system and 
applications,” in 2011 IEEE Workshop on Applications of Computer 

Vision (WACV), Kona, HI, USA, Jan. 2011, pp. 374–381, doi: 
10.1109/WACV.2011.5711528. 

[20] S. T Y, S. D, and G. P. M N, “Early Detection of Melanoma using 
Color and Shape Geometry Feature,” JBEMi, vol. 2, no. 4, Aug. 2015, 
doi: 10.14738/jbemi.24.1315. 

[21] A. Yee, M. Patel, E. Wu, S. Yi, G. Marti, and J. Harmon, “iDr: An 
Intelligent Digital Ruler App for Remote Wound Assessment,” in 
2016 IEEE First International Conference on Connected Health: 

Applications, Systems and Engineering Technologies (CHASE), 
Washington, DC, USA, Jun. 2016, pp. 380–381, doi: 
10.1109/CHASE.2016.78. 

[22] S. Zahia, B. Garcia-Zapirain, and A. Elmaghraby, “Integrating 3D 
Model Representation for an Accurate Non-Invasive Assessment of 
Pressure Injuries with Deep Learning,” Sensors, vol. 20, no. 10, p. 
2933, May 2020, doi: 10.3390/s20102933. 

[23] R. Dendere, T. Mutsvangwa, R. Goliath, M. X. Rangaka, I. Abubakar, 
and T. S. Douglas, “Measurement of Skin Induration Size Using 
Smartphone Images and Photogrammetric Reconstruction: Pilot 
Study,” JMIR Biomed Eng, vol. 2, no. 1, p. e3, Dec. 2017, doi: 
10.2196/biomedeng.8333. 

[24] N. D. J. Hettiarachchi, R. B. H. Mahindaratne, G. D. C. Mendis, H. T. 
Nanayakkara, and N. D. Nanayakkara, “Mobile based wound 
measurement,” in 2013 IEEE Point-of-Care Healthcare Technologies 

(PHT), Bangalore, India, Jan. 2013, pp. 298–301, doi: 
10.1109/PHT.2013.6461344. 

[25] N.-M. Cheung, V. Pomponiu, D. Toan, and H. Nejati, “Mobile image 
analysis for medical applications,” SPIE Newsroom, Jul. 2015, doi: 
10.1117/2.1201506.005997. 

[26] S. Naraghi, T. Mutsvangwa, R. Goliath, M. X. Rangaka, and T. S. 
Douglas, “Mobile phone-based evaluation of latent tuberculosis 
infection: Proof of concept for an integrated image capture and 
analysis system,” Computers in Biology and Medicine, vol. 98, pp. 
76–84, Jul. 2018, doi: 10.1016/j.compbiomed.2018.05.009. 

[27] M. T. Cazzolato et al., “Semi-Automatic Ulcer Segmentation and 
Wound Area Measurement Supporting Telemedicine,” in 2020 IEEE 

33rd International Symposium on Computer-Based Medical Systems 
(CBMS), Rochester, MN, USA, Jul. 2020, pp. 356–361, doi: 
10.1109/CBMS49503.2020.00073. 

[28] Y.-W. Chen, J.-T. Hsu, C.-C. Hung, J.-M. Wu, F. Lai, and S.-Y. Kuo, 
“Surgical Wounds Assessment System for Self-Care,” IEEE Trans. 

Syst. Man Cybern, Syst., pp. 1–16, 2019, doi: 
10.1109/TSMC.2018.2856405. 

[29] W. Wu,  kenneth Y. W. Yong, M. A. J. Federico, and S. K.-E. Gan, 
“The APD Skin Monitoring App for wound monitoring: Image 
processing, area plot, and colour histogram,” spamd, May 2019, doi: 
10.30943/2019/28052019. 

[30] C. Liu, X. Fan, Z. Guo, Z. Mo, E. I.-C. Chang, and Y. Xu, “Wound 
area measurement with 3D transformation and smartphone images,” 
BMC Bioinformatics, vol. 20, no. 1, p. 724, Dec. 2019, doi: 
10.1186/s12859-019-3308-1. 

 

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 154



1

On the Security of Cyber-Physical Systems Against
Stochastic Cyber-Attacks Models

Qasem Abu Al-Haija
Department of Data Science and Artificial Intelligence, Faculty of Information Technology

University of Petra (UoP), Amman 11196, Jordan)
qasem.abualhaija@uop.edu.jo

Abstract—Cyber Physical Systems (CPS) are widely deployed
and employed in many recent real applications such as automo-
biles with sensing technology for crashes to protect passengers,
automated homes with various smart appliances and control
units, and medical instruments with sensing capability of glucose
levels in blood to keep track of normal body function. In
spite of their significance, CPS infrastructures are vulnerable
to cyberattacks due to the limitations in the computing, pro-
cessing, memory, power, and transmission capabilities for their
endpoint/edge appliances. In this paper, we consider a short
systematic investigation for the models and techniques of cy-
berattacks and threats rate against Cyber Physical Systems with
multiple subsystems and redundant elements such as, network
of computing devices or storage modules. The cyberattacks are
assumed to be externally launched against the Cyber Physical
System during a prescribed operational time unit following
stochastic distribution models such as Poisson probability dis-
tribution, negative-binomial probability distribution and other
that have been extensively employed in the literature and proved
their efficiency in modeling system attacks and threats.

Index Terms—Cyber Physical Systems, System Security,
Stochastic Process, Cyberattacks, Poisson distribution, Negative
Binomial(NB) distribution.

I. INTRODUCTION

Cyberattacks are meant to deliberate an exploitation of
system resources and/or components in order to compromise
necessary data and lead to utilize the system in illegal
usage (i.e., cyber-crimes). Examples of illegal uses of the
systems includes information and identity theft, buffering
overflow, damaging system’s utilities and others. Usually, the
cyberattack follows a vulnerability to realize a threat which
is an event that results in a security violation. Practically,
cyberattacks are launched through a series of actions to
compromise the security services (such as availability,
integrity, and confidentiality) of the cyber physical systems
such as military system, banking systems, telecommunication
systems, transportation systems and smart power grids.
Therefore, the cyberattacks have become potential threat that
affect the cyber physical systems (CPSs) of our society with
wide range of consequences [1]. To support this argument,
Figure 1 shows the total cost of cyber-crimes in seven
countries for three consecutive years 2013-2015 according to
the cost of cyber-crime study published by Ponemon institute
[2], where the cost expressed in millions of dollars (US$)
and comprised around 252 different companies.

Due to the rapid advances of cyberattacks and threats tech-
niques such as, advanced persistent threats, file-less malwares,
zero-days exploits [3], cyberattack data analytic has emerged
as an important area of cybersecurity research field. Thus, uti-
lizing the cyberattack data needs to characterize the statistical
attributes exhibited by the data through an analytical modeling
mechanisms that enable us to investigate the cybersecurity
implications. Indeed, several techniques were investigated to
model the incoming cyberattacks rate against cyber-systems
where most of them have been developed using probabilistic
(i.e., stochastic) approaches such as Model based Markov
chains [4], [5], Model based Hawkes Process [6], Model based
Poisson [7] and Model based negative binomial distributions
models [8] as well as other probabilistic processes.

Fig. 1. Total cost of cyber-crimes in seven countries

Indeed, cyber-crimes and cyber-attacks have become a
fast-growing area of crime, since criminals can destructively
exploit the speed and anonymity of the Internet world to
commit a wide range of criminal activities that cause serious
harm and real threats to victims worldwide. Recently, the
prediction study developed in [9] showed that cyber-crimes
are going to increase in a linear trend and thus more security
efforts should be emphasized in face of such crimes and
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cyber threats.
In this paper, we propose a short review of models and
techniques for cyber-attacks and threats rate against any
cyber-physical systems such as, network of computing
or storage modules. The cyberattacks are assumed to be
externally launched against the Cyber Physical System
during a prescribed operational time unit following stochastic
distribution models such as Poisson probability distribution,
negative-binomial probability distribution and other that have
been extensively employed in the literature and proved their
efficiency in modeling system attacks and threats [8].

The rest of this paper is organized as follows. Section II
provides a brief mathematical background for probabilistic
system models. Section III describes the state-of-art stochastic
techniques to model the cyber-attacks in the used in the area
of attacks-modeling. Finally, Section VI concludes the paper.

II. RELATED RESEARCH

CPS communication networks are usually used to
communicate essential information of stringent surroundings
and services in real time system connectivity of either
synchronous or asynchronous modes [10]. Nevertheless, CPS
infrastructures are vulnerable to cyberattacks and instructions
occasioned by the restrictions of their computation, processing
and communication abilities [11]. Typically, Cyber physical
system’s intrusion detection system (CPS-IDS) are established
to distinguish various external cyberattacks and intrusions
formulas lunched against the system components or
applications with random rates of attacks.
In the field of cyber physical system design [12], the
redundancy mechanisms to develop solutions for fault tolerant
structures have been studied extensively. For instance, Triple-
Modular-Redundancy (TMR) [13] technique was proposed
earlier to generate true outputs on condition that no less
than two out of three segments (modules) generate true
outputs. This in turn is taking place by employing three
replicas of a every system module and using a voter to
process the results of the system outputs. For more about the
fault-tolerant system techniques and structures, the reader is
directed to navigate through [14] which provides a respectable
chronological review for such systems.
While considering the design of secure cyber physical systems
or cyberattack-tolerant CPSs, only few researches have been
deliberated on applying redundancy mechanisms to prolong
the system survivability against the different cyberattacks.
Recalling the Transparent Runtime Randomization (TRR)
proposed in [15], where multiple randomized redundant
memory places are allocated for executing program’s and
software packages’ trying to prevent attackers of being able
to locate and exploit the decisive address locations of a
susceptible software and programs. Another noticeable work
on system security have been investigated in [16] to evaluating
the survivability specifications of a cyber-system using a
model-driven techniques. Moreover, several probabilistic
methodologies to model the cybersecurity requirements and
factors for several CPSs has been deemed and investigated

such as the work presented in [17] employing the Markov
Chain-based scheme [18].

Recently, machine learning-based techniques have been
widely employed to develop cybersecurity solutions to defend
and protect the communication networks of IoT and CPS
against several cyber-attacks and intrusions. Examples of
cyberattacks detection based machine learning techniques
employed to address CPS security concern: Shallow Neural
Network (SNN) [19], Convolutional Neural Network (CNN)
[20], K-Nearest Neighbors (KNN) [21], Decision Tree
Method (DTM) [22], Support Vector Machine (SVM)
[23], and others. For instance, Q. Abu Al-Haija et. al.
[24] presented a novel deep-learning-based detection and
classification system for cyber-attacks in IoT communication
networks employing convolutional neural networks. They
evaluated their model, using NSL-KDD dataset scoring
accuracy results of almost 99.3% and 98.2% for the binary-
class classifier (two categories) and the multiclass classifier
(five categories), respectively. Besides, they validated their
system using a 5-fold cross-validation, confusion matrix
parameters, precision, recall, F1-score, and false alarm rate.
As a result, they showed that their system outperformed many
recent machine-learning-based IDCS systems in the same
area of study.
In this paper, we propose a short review of models and
techniques for cyber-attacks and threats rate against any
cyber-system of interest (such as, network of computing or
storage modules) that are launched during the time unit of
interest (such as, hours, days, moths) using probabilistic
distribution modeling such as Poisson probability distribution
and negative-binomial probability distribution that proved
their efficiency in modeling system attacks and threats [8].

III. SYSTEM SECURITY ANALYSIS

Cyber-Physical Systems (CPSs) are composed of integrated
set of interacting subsystems, such as computation, processing,
networking, physical processes, and other, to achieve a collec-
tive specified task and accomplish a common goal/application.
The interconnection of system elements is often architected in
series configuration, parallel configuration, or k−out−of−n
configurations. The security of the system can be described as
a measurement of probability that the system will perform its
objective(s) (i.e. survive) at a certain satisfactory level within
a given period of time. The system security is considered
one of the major factors to characterize the cyber physical
system abilities in achieving the design objectives and deliver
the agreed-on services.

A. Security of Series Systems

Series systems are formed by cascading system elements in
a sequential interconnection fashion as illustrated in Figure
2. The major characteristic of series systems is that they
can function properly only when all their connected elements
function properly, i.e., fully inter-dependent systems. This
is similar to layered hierarchical systems that communicate
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TABLE I
SYSTEM MODELING NOTATIONS

Notation Description

Ei The Element i of the system model

Pi The Probability that element i is attacked

ni The number of components used for sub-system i.

ki The number of operating elements used for sub-system i.

X The random variable for the number of attacked elements.

f(k;n; p) The binomial distribution function of three parameters.

S The number of sub-systems.

ni−ki The number of redundant elements in subsystem i.

p(x) Probability of subsystem attack following Poisson process.

λij The attack rate of the jth element of sub-system i.

Eij The jth element of sub-system i.

information from one level to the next. As a result, the security
of a series system is entirely depending on the security of its
interconnected elements.

Fig. 2. System Model Using Series Interconnection of several subsystems

To measure the system security of series models, lets
consider that we have a system with n elements connected
in series (E1, E2, E3, ... En) with Pi is the probability that
element Ei is attacked, then:

The probability that element E1 survive = (1-P1)
The probability that element E2 survive = (1-P2)
The probability that element Ei survive = (1-Pi)

Since the elements of the system are attacked independently,
then the system security can be computed as:

(1− P1)(1− P2)...(1− Pn−1)(1− Pn)

SystemSecurity =

n∏
i=1

(1− Pi) (1)

B. Security of Parallel Systems

Parallel systems are formed by connecting system elements
in parallel interconnection fashion as illustrated in Figure 3.
The major characteristic of parallel systems is that the system
is attacked only if all of its components are compromised,
that is, it can still function properly if some of the connected

elements function properly. This similar to networked system
that communicate information from node to node. Thus, the
security of a parallel system depends on the comprising (due
to attack) of all system elements.

Fig. 3. System Model Using Parallel Interconnection of several subsystems

To measure the system security of parallel models, lets
consider that we have a system with n elements connected
in parallel (E1, E2, E3, ... En) with Pi is the probability that
element Ei is attacked, then:

The probability that element E1 is attacked = (P1)
The probability that element E2 is attacked = (P2)
The probability that element Ei is attacked = (Pi)

Since the elements of the system are attacked independently
, then the system security can be computed as the probability
of at least one element is surviving, as follows:

1 - [(P1)(P2)...(Pn−1)(Pn)]

SystemSecurity = 1−
n∏
i=1

(Pi) (2)

C. Security of k-out-of-n Systems

Even though series and parallel models can be used to
represent the connectivity structure for many elements of
the cyber systems, however, real systems may include
a combination of both representations configured in
k− out− of −n systems where k is the minimum number of
operating elements in the cyber system, i.e. active/operational
elements. Thus, such system is compromised if k or more
out of n components are compromised due to cyberattacks.
In other words, the system is attacked when (n − k + 1)
of its elements are attacked/compromised. Indeed this is a
generalized model representation that can be used to generate
the different schemes/scenarios by setting the values of k and
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n as follows:

Generalization - For any cyber physical system with k
active/operating elements and includes n as total number of
elements for both operating and sandy-redundant elements, the
system can be developed in one of teh following interconnec-
tion architectures:

 Series− system if k = n
Parallel − system if k = n
k − out− of − n− system if k < n

Fig. 4. System Model Using k − out − of − n Interconnection of several
subsystems

To measure the system security of k − out − of − n
models, lets consider a cyber system with n elements (E1,
E2, E3, ... En) where the elements are attacked independently
with probability Pi, i.e., the probability that element Ei is
attacked/compromised. For simplicity, lets assume that all
elements have the same probability of attack, that is: P1 = P2

= ... Pi = p. In this way, the the probability of attack follows
the probabilisticbinomialdistribution with parameters k, n
and p.
Let X be the random variable representing the number of
attacked elements following the binomial distribution with
parameters n ∈ N and p ∈ [0, 1], then, we write X ∼ B(n, p).
The probability of getting exactly k successes in n trials is
given by the probability mass function:

f(k, n, p) = P (X = k) =

(
n

k

)
pk(1− p)n−k (3)

for k = 0, 1, 2, . . . , n, where
(
n
k

)
is the binomial coefficient is

defined by the next expression:(
n

k

)
=

n!

k!(n− k)!
Now, for the system to survive, i.e. to be secure, the number

of attacked elements should not exceed k − 1 of the system
elements, and thus the system security can be calculated as
follows:

SystemSecurity = P [X < k] =

k−1∑
i=0

f(i, n, p) (4)

D. Security of Parallel-Series Systems

Generally, large system are composed of several subsystems
that are interconnected to accomplish their outcome based
missions with maximum probability of success. The use
of series systems in connecting the elements of subsystem
is highly undesired since series system is risky and highly
vulnerable for cyberattacks sine the compromising of only
one element of the system will cause the system to shut down.
To increase system security, the system can be designed with
several sub-systems connected in series, but have an internal
parallel structure for the interconnected elements (i.e. k = n),
as illustrated by the scheme given in Figure 4.
To measure system security, consider a system composed of
(S) sub-systems each with ni elements connected in parallel
where Pij is the probability of attack of the jth element of
sub-system (i). Since the elements of system are attacked
independently, the security of the system can be calculated as
follows:

System Security = Security (subsystem1) x Security

(subsystem2) x ... x Security (subsystemS)

System Security = (1−
∏n1

j=1 P1j) x (1−
∏n2

j=1 P2j) x ...

x (1−
∏ni

j=1 Pij) x ... x (1−
∏ns

j=1 PSj)

SystemSecurity =

S∏
i=1

(1−
ni∏
j=1

Pij) (5)

E. Security of Complex Systems

Practically, many real system are configured by connecting
several subsystems in series, but having an internal
k − out− of − n structure(i.e. k < n).
In this case, for the system to be secure, the number of
attacked elements in each subsystem (i) should not exceed ki-
1 of the subsystem elements, therefore, the cyberattacks rate
over the system elements should be modeled a probabilistic
distribution model. Indeed, there two common approaches to
model the cyberattacks rate over the system element; namely,
Binomial probability distribution and Poisson probability
distribution.

In the case of Binomial probability distribution: All
elements in every subsystem are attacked with equally likely
probability (p), then:

System Security = Security (subsystem1) x Security

(subsystem2) x ... x Security (subsystemS)

System Security = (
∑k1−1
j=0 f(j, n1, p1j)) x

(
∑k2−1
j=1 f(j, n2, p2j)) x ... x(

∑ksj−1
j=1 f(j, ns, ps))

SystemSecurity =

S∏
i=1

ki−1∑
j=1

f(j, ni, pij) (6)
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In the case of Poisson probability distribution: The elements
in every subsystem are attacked with probability (p) according
to Poisson process distribution as follows:

p(x) =

 e−ααx

x!
if x = 0, 1, 2, ..., L

0 if otherwise
(7)

System Security = Security (subsystem1) x Security

(subsystem2) x ... x Security (subsystemS)

System Security = (1−
∑k1−1
j=1 p1j) x (1−

∑k1−1
j=1 p1j) x ...

x(1−
∑k1−1
j=1 psj)

System Security =
∏S
i=1(1−

∑ki−1
j=1 pij)

SystemSecurity =

S∏
i=1

(1−
ki−1∑
j=1

e−ααj

j!
) (8)

IV. STOCHASTIC MODELS OF CYBER-ATTACKS

In the area of attacks modeling for designing security
solutions for cyber-system, stochastic techniques [25], [26]
have been well studied. An example of using stochastic
technique to model cybre attacks, where Poisson variables
[27] where used to characterize the attack processes in cloud
computing networks. Such a system take into consideration
the inter-dependencies amongst vulnerabilities/attacks in a
given attack path. Similarly, Poisson Process have been
widely and employed in [7], [28], [29] to model several types
of system attacks and vulnerabilities, for instance, the process
of the virus-infection [7] that infect a network of computers
for a period of time due to individual infection.

In the same context, work in [8] modeled the cyber-
attacks using negative binomial (NB) probability distribution,
where, the proposed a generalized linear models (GLMs)
using to predict the number of successful cyber-intrusions
into computer network. Moreover, several other stochastic
approaches were used to model the several attacks on the
system such as the log-normal distribution [30] and Pareto
distribution [30], Circular Statistics [31], Hawkes distribution
[6] and Beta distribution for cyber-security risk analysis [28].

In more specific situations such as the modeling extreme
cyber-attack, both works in [32], [33] proposed a model based
extreme value theory (EVT) to model and investigate the
extreme cyber-attack rates phenomenon where [32] utilized
the value-at-risk as a natural measure of intense cyber-attacks.
Such a model can describe and predict the extreme cyber-
attack rates at a very satisfactory accuracy, whereas [33]
showed that EVT can offer long-term predictions compared
with some other models such as graybox time series theory
(TST) models with higher rates of accuracy. Moreover, [34]
proposed vine copula approach to model model the cyber-
security risks with high-dimensional dependency. Furthermore,
contributors of [35] proposed a new concept of stochastic
cyber-attack process using Long-Range Dependence (LRD).

As a case study, they applied the model on the low interaction
honeypot data-set and thus they confirmed that LDR model is
feasible to predict cyber-attacks in order to provide an early-
warning for defenders to adjust their system security. Finally,
Table I summarizes the techniques used to model cyber-attacks
for different applications using probabilistic approaches.

TABLE II
STOCHASTIC MODELS FOR CYBER-ATTACKS AND THREATS RATES

Research Modeling Tech-
nique

Attack Type Application

[5] [7]
[26] [28]

Poisson-Process
Model

Cyber-threats,
Viruses, Attacks,
Vulnerabilities

Virtual network,
Computer network,
Cloud computing,
Network Porosity

[8] Negative-
Binomial Model

Virus Infection Organization’s Com-
puter Networks

[4] [27] Markov-Chains
Model

Cyber-Threats
(Bot, Low rate
attacks-DoS)

Multiport Scan
(KISA) & Computer
network

[29] Log-Normal
Distribution
Model

Invasive
Software
(viruses, worms,
Trojan horses)

large-scale computer
network

[29] Pareto-
Distribution
Model

Cyber-Intrusions large-scale computer
network

[30] Circular-
Statistics Model

Malware
infections

Live Network Moni-
toring by Spamhaus

[5] Beta-
Distribution
Model

Cyber-Risk Cybersecurity Risk
analysis

[6] Hawkes-Process
Model

Cyber Attacks Information systems

[31] [32] Extreme-Value
Theory (EVT)
Model

Extreme-Cyber
Attacks

Network telescope &
honeypot data-sets

[33] Vine-Copula-
GARCH Model

Mmultivariate
Cybersecurity
Risks

Network of virtual
nodes

[34] Long-Range De-
pendence (LDR)

Cyber-attacks Honeypot data-set

Recently, more appreciated solutions appeared with the
emergence of deep-learning techniques, such as the recent
intelligent self-reliant cyberattacks detection and classifica-
tion system for IoT communication using deep convolutional
neural network [36]. The authors of this up-to-date work,
has no longer assuming any stochastic approach to predict
the incoming cyberattacks, instead, they developed a new
intelligent system that can detect the slightly mutated cy-
berattacks using deep convolutional neural network (CNN)
leveraging the power of CUDA based Nvidia-Quad GPUs for
parallel computation and processing. Indeed, they obtained a
very attractive and superior results by recording a very-high
accuracy results for the classification of cyberattacks.
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V. CONCLUSIONS

This paper presented an investigation study for CPS security
against external cyberattacks for different redundant architec-
ture scenarios including series, parallel, series-parallel, and k-
out-of-n systems. Besides,the paper presented a methodical
study for the stochastic approaches employed in the modeling
of cyberattacks rates over the cyber physical Systems with
multiple subsystems and redundant elements. Hence, this
paper provides an important insight for researchers who works
on developing security system solutions for cyber physical
systems.
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Abstract—The impact of many factors on stock price has made 

the prediction of the stock market a problematic and highly 
complicated task to achieve. IoT analytics has enabled predictive 
analysis concerning the stock market, with internet search 
trends, reactions to current events, Twitter data, and historical 
stock returns as input data. Although inconsistencies remain as 
to which data sources are deemed most adequate, data 
preprocessing techniques have successfully overcome data 
integrity issues and unstructured data formats in specific 
applications. Additionally, advancements in computational 
power and machine learning technologies have led to the ability 
to handle tremendous amounts of information, accompanied by 
the growth of interest in this specific domain. In this paper, a 
Multivariate Multistep Output Long-Short-Term-Memory 
(MMLSTM) model is proposed to provide a one-week prediction 
on the stock close value for the technology company, “Apple Inc.” 
with the stock name “AAPL”. A large variety of data sources 
enabled by IoT platforms have been employed to model the 
impact of public sentiment and engagement on the closing price 
of this particular stock by looking at Google Search Trends, e-
News headlines, and Tweets involving AAPL and its products. 
The proposed MMLSTM has improved the Mean Square Error 
(MSE) of up to 65% compared to ARIMA and Random Forest 
models. In addition, the proposed MMLSTM has outperformed 
most of the LSTM models introduced in the literature. 

    Index Terms—forecasting, stock market, Tweets, Google, 
sentiment, LSTM, IoT Analytics 

I. INTRODUCTION 

In-depth market analysis is continually refined to forecast 
stock behaviour. Multiple factors are involved in predicting 
the stock market trends, such as physical factors, 
physiological, rational, and irrational behaviour. Combining 
these factors ensures the volatile nature of stock prices; 
however, it becomes very difficult to predict it accurately. The 
knowledge of how a stock will perform provides insight to 
investors looking to invest. It can also aid the marketing teams 
of the stock’s respective company. Public reaction to stock 
information and the sentiment of the information on the stock 
itself are two ways to decipher stock trajectories, which have 
yet to be thoroughly studied in combination with predictive 
models. Various financial institutions and traders have created 
their prediction models for competitive advantages. However, 
it has been hard to achieve higher-than-average results on the 
Returns on Investment (ROI). Nevertheless, the appeal of 
predicting the stock market as an accurate forecasting process 

can potentially lead to profits of millions of dollars. The 
forecasting problems are typically classified into one of three 
categories: 

• Short term forecasting (seconds, minutes, days, weeks, or 
months) 

• Medium-term forecasting (1-2 years) 

• Long term forecasting (<2 years) 

Numerous research papers have attempted to solve the stock 
forecasting problem over the years [1] - [5]. The researchers in 
[1] use various machine learning algorithms and social media 
news to perform stock forecasting. The work outlined in [2] 
compares multiple machine learning algorithms' effectiveness in 
the stock market forecasting of the SP 500 Index. Additionally, 
current market research tends to leverage knowledge obtained 
from local sources, and so a more diversified approach is needed 
to account for a global network of influencers and investors [3]. 
The inclusivity of public opinion that is not limited to English 
web text mining was a key feature that this research paper aimed 
to implement by looking at Google searches done worldwide and 
including Twitter sentiment analysis of Tweets from all 
languages [4][6]. 

In this paper, we propose a stock price prediction model, 
explicitly focusing on the technology-based company, Apple 
Inc. The actual stock values are forecasted instead of just the 
positive and negative fluctuations of the stock close. Various 
versions of LSTM models were initially explored before a 
specific model was selected. A Multistep Output Long-Short-
Term-Memory (MMLSTM) is proposed in this paper to provide 
efficient stock forecasting. The stock market volatility [4] is 
strongly influenced by social and news media, which are 
extensively reviewed in this paper. The proposed model is 
applied to Google Trends, news headlines, and Twitter datasets. 
For the latter two datasets, VADER is used to detect the 
headlines and Tweets' sentiment, respectively. A daily average 
of the news sentiments and the Tweet sentiments are used as two 
separate features to the model. The VADER’s ability to detect 
sentiment on colloquial terms is essential to the work discussed 
in this paper, as inclusivity is prioritized. Through this method, 
a more accurate sentiment of Tweets written using everyday 
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terminology will be incorporated as opposed to only professional 
terminology.    

Experimental results show that the inclusion of both features 
pertaining to sentiment data and certain Google Trends aided in 
optimizing the model with the lowest error. The one-week 
forecast using MMLSTM achieved an average MAPE of 
0.05932. The key aspects of this model are the diversity of the 
data sources and demographics. The structure of the paper is 
presented as follows: Section II and III provide a background 
and literature review of related work in stock forecasting using a 
variety of different textual and numeric datasets. Section IV 
provides a framework of the proposed model. Section V 
provides the experimental analysis. A discussion on the results 
is presented in section VI. Finally, the conclusion and future 
directions are presented in section VII.  

II. LITERATURE REVIEW 

In this section, a literature review on the usage of sentiment 
analysis for stock forecasting is discussed, along with an analysis 
of the potential of Google Trends’ predictive capabilities.  

A. Sentiment Analysis for Stock Forecasting 
Over the years, various methods have been explored for 

predicting the price of a stock, but researchers have recently 
started using sentiment analysis for stock forecasting. In 
specific, these researchers have performed sentiment analysis on 
data obtained from two sources: news and social media. For 
example, in [7], sentiment classification of Tweets, which were 
labeled as either negative, positive, or neutral, has been 
conducted to train and tune a classifier. The classifier is based 
on SVM employing a wrapper approach, which constructs two 
linear-kernels trained to distinguish between positive and 
negative-or-neutral and vice versa. The Tweet is labeled as 
neutral when the two classifiers disagree, which occurs rarely. 
To process the data, they followed a typical bag-of-words 
computation procedure by applying tokenization, lemmatization 
using LemmaGen, and n-gram construction, which included 
unigrams and bigrams, the feature set, and the TF-IDF weighting 
scheme. The computed sentiment values were then used to 
model the relation between Twitter sentiment and DJIA. 

The authors in [8] also used bag-of-words to perform 
sentiment analysis on Twitter data for stock forecasting. Still, 
they pre-processed the data to remove Tweets that had been 
retweeted to reduce redundancy. Tweets that were not in the 
English language were also discarded. Although bag-of-words is 
widely used to perform sentiment analysis, it fails to capture the 
sentiment by ignoring the sentences' structure. Thus, the authors 
in [1] have proposed an approach that uses the Sentiment 
Treebank to obtain sentiment from Tweets and news headlines. 
Their approach incorporates the sentence structure using deep 
learning to create a model for every sentence in the textual 
dataset. Compared to the bag-of-words approach, the suggested 
approach can use sentiment label phrases with ≈ 10% accuracy 
[1]. 

Similarly, the researchers in [9] used bag-of-words, noun 
phrases, and named entities to create a representation of financial 
news headlines to predict stock prices. After performing 
comparative analysis, they concluded that using noun phrases 
performed better than bag-of-words to predict the stock price. 

 A significant drawback of using these approaches is that they 
fail to capture the sentiment conveyed through informal text such 
as slang and acronyms. However, an increase in the use of 
sentimental analysis for various applications using text from 
social media has led to a number of open-source software that 
can be integrated into any learning-based model with ease. For 
example, in [10], the researchers have proposed a simple yet 
effective tool that combines lexical features with a rule-based 
model to generate a numerical sentiment value that categorizes 
text with varying sentiment intensities instead of labeling it as 1 
if positive, 0 if neutral, and -1 if negative. The lexical features 
used in VADER are a combination of acronyms and slang words 
used in micro-blogging, such as Tweets to convey a sentiment 
with commonly used lexicons such as LIWC [10].  

 
B. Google Trend Analytics 

Another aspect that is being considered in the forecasting of 
the stock market is data from Google Trends, an application 
released by Google in May 2006, which shows how frequently a 
given search term is entered into Google’s search engine. Google 
Trends was the precursor to Google Insights for Search, which 
was released in 2008, which provides insights into search terms 
used in the Google search engine. However, in 2012, the 
applications were merged in Google Trends. Google Trends does 
this by analyzing the popularity of various search queries across 
many regions and languages. It then graphs this data to compare 
it against the search volume of different queries over a period of 
time. This allows the user to see and compare the relative search 
volume of searches of one or more terms. The research work in 
[6] proposes a method to evaluate internet search data's 
predictive capabilities via Google Trends. They offered to treat 
Google Trends as a useful proxy for investors’ attention 
regarding a particular company's stock belonging to the SP 500 
Index. They found that the overall directional movement of the 
SP 500 Index correlated directly with the search volume series; 
however, they did note that often it “depends on which specific 
term is being searched for, and by extension the sentiment of the 
term itself” [6]. Overall, they hypothesized that while Google 
Trends can be considered a valid indicator of investor interest, it 
is conditional on the specific search term's inherent sentiment. A 
trading strategy was proposed through the generated Google 
Trends forecasts, which resulted in a 40% outperformance of a 
traditional buy-and-hold strategy. This adds validity to the 
reasoning behind including Google Search Trends as a feature 
for the proposed model discussed in this paper. 

III. STOCK FORECASTING MODELS 
Various algorithms have been successfully applied for stock 
forecasting; each of them is suited for forecasting for multiple 
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reasons and different periods. In this section, some of these 
techniques are explored. 

Autoregressive Integrated Moving Average (ARIMA): The 
univariate ARIMA model in [11] was used to predict stock price 
fluctuations. This type of model is heavily based on the moving 
average of the dataset. It provides an overall idea of the trends in 
a data set through the average of a subset of numbers. This 
technique is extremely useful for forecasting long-term trends 
for any period, e.g., calculating a 3-year, 5-year, and 20-year 
moving average. Stock market analysis often provides a 50 or 
200-days’ moving average to help forecasting where the stock 
market could be heading. For stock forecasting, a predicted 
closing price is decided for each day based on the average of a 
set of previous days observed values. Each prediction uses the 
latest set of values, hence the term “moving average”. While this 
method has its advantages for showing the current market trend, 
it fails to account for future changes that may impact the stock 
price, making it overly unsuitable for long-term forecasting [11]. 

Linear Regression: A linear regression model application in 
stock forecasting is discussed in [12]. Linear regression is one of 
the basic machine learning algorithms. This model determines 
the relationship between the independent variables and the 
dependent variable. Linear regression is a simple technique; 
however, one of the most significant issues with utilizing linear 
regression algorithms is that it is prone to outliers, making it 
easily influenced by one-time jumps in the stock data. An 
assumption that the data is linearly related also must be validated 
for linear regression to be effective. 

Artificial Neural Network (ANN): Stock market forecasting 
requires analyzing huge amounts of nonlinear data. Hence, an 
outbreak of advanced intelligent techniques is being 
implemented in this field to identify the hidden and complex 
patterns within the stock market. An ANN model achieves this 
through a self-learning process by adjusting approximators to 
find the input-output relationship of large, complex datasets, 
which enables accurate stock price predictions [13], [14], [15].  

Random Forest (RF): RF utilizes an ensemble technique for 
stock forecasting and, as a result, is capable of performing both 
regression and classification tasks. It operates by constructing 
multiple decision trees during the training time, which provides 
an output in the form of a mean regression of each decision tree. 
An RF model is implemented in [16], and this model is capable 
of making steady predictions when many trees are used. 

SVM: SVMs have also been used in more recent studies to 
forecast stock prices [2], [16], [17], as SVM is one of the best-
known binary classifier models. The SVM model is an 
alternative to the ANN model. The difference between the two 
types of models is that while ANNs aim to minimize 
classification errors within the training data, SVMs can reduce 
classification errors within training data to achieve less error 
across test data. SVMs typically display higher accuracy in high-
volatility stock markets. 

IV. THE PROPOSED MMLSTM MODEL 

An LSTM model is a special kind of Recurrent Neural 
Network (RNN), consisting of three gates, with the main 
difference being that the hidden layers in the LSTM model are 
fitted with LSTM cells to control the input flow. The three gates 
within the LSTM architecture are: 

• Input Gate: Adds information to the cell state 
• Forget Gate: Removes information that is deemed irrelevant 

to the model 
• Output Gate: Selects the information to be shown as output 

The LSTM models can provide a more efficient analysis of time-
dependent variables. Additionally, this type of model can hold 
on to past information. Finally, this model can identify long-term 
dependencies for future prediction, making the model quite 
suitable for stock market analysis. The gates of an LSTM control 
how much input and memory are taken. An LSTM is chosen over 
other RNNs as it can tackle the vanishing gradient problem and 
the exploding gradient problem seen with other RNNs caused by 
an abundance of backpropagation. Research work in [13], [14], 
[18] show promising results of implementing an LSTM model 
for stock price prediction. There exist various LSTM models, 
such as univariate, multivariate, multi-step time series 
forecasting, etc. In this paper, a Multiple Input Multi-Step 
Output LSTM (MMLSTM) model is proposed. This particular 
model is used in multivariate time series forecasting problems. 
The output series is separate but depends on the input time series 
and requires multiple time steps to reach the output series. An 
LSTM model allows for multi-step prediction, which is useful 
for predicting multiple days in advance. This is beneficial, 
especially in a field such as stock forecasting, in which knowing 
the current and future state of the stock market is the key to 
profitability. 

 
Fig.1 Dataset Excerpt 

A. Data and Model Structure 
Nine features were used to predict one target variable, the stock 
close value for Apple Inc. An example of the dataset is shown in 
Fig. 1. The first five features pertained to the level of interest in 
certain topics were obtained from Google Trends. The next 
feature depicts the weighted, aggregated sentiment from Tweets 
about Apple stock. The aggregated daily number of comments 
on SeekingAlpha news headlines and their respective sentiment 
values were the next two features. And finally, the lagged actual 
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stock closing values were considered as a feature and the target 
variable. Each of the features was normalized between zero and 
one so that they were all on one common scale. The nine features 
mentioned above are listed as F0 through F8, respectively. The 
proposed MMLSTM model takes in 90 rows of feature data, 
representing 90 past days of data, to forecast one week of the 
stock close price. Therefore, at time t, features from t-89 to t are 
used to forecast the future stock value for time t to t+7. 

B. Finalized Hyperparameters 
Numerous combinations of MMLSTM units and epochs were 
tested to minimize the loss function measured by the MSE value, 
as discussed in section IV of this paper. Fig. 2 shows the loss 
plot for the final chosen configuration, which was 1 LSTM layer, 
with 64 LSTM units, followed by a dropout layer with a fraction 
of 0.4, and one dense layer, trained with 50 epochs and the 
“Adam” optimizer. It was found that adding LSTM stacks 
caused the model to be under-fit. Fig. 3 shows the loss plot of a 
model fit with a stacked LSTM, whereas Fig. 4 and 5 show 
significantly fewer under-fitting signs when a single LSTM layer 
is used. In these two figures, the training loss is lower than the 
validation loss, and the validation loss converges better. A 
flowchart of the proposed model is illustrated in Fig. 6. The final 
model parameters after using Bayesian Optimization were 43 
LSTM units and 56 epochs of training.  

 
Fig. 2. Single Layer LSTM 64 units (Selected features). 

 
 

 
Fig. 3. Stacked 2-LSTM Layers, 64 units each, missing a dropout layer. 

 

 
Fig. 4. Single Layer LSTM 64 units (all features). 

 
Fig. 5. Single Layer LSTM 128 units. 

 
Fig. 6. Flowchart of the proposed model 

V. EXPERIMENTAL ANALYSIS AND DESIGN 

Under-fitting is described as when a model does not 
comprehensively learn patterns from the training data. When the 
loss is plotted, this can be identified visually as the point before 
convergence between the training loss and validation loss. This 
portion is generally where the training and validation data are 
similar, alluding to a high bias, albeit a low variance. Overfitting 
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occurs when a network is over-trained, which can be identified 
as the curve behaviour past the convergence point. The train and 
test error move in opposite directions, with the test error 
continually increasing. Telltale signs of over-fitting are the 
properties of low bias and high variance. The high variance 
source is noise in the training data, which might not be part of 
the test data [19]. After following linear regression coefficient 
ranking, as previously mentioned, the train versus validation loss 
plot illustrates a lower loss, faster convergence, and lack of over 
and under-fitting. There is a slight spike at the beginning of the 
validation plot, reflecting an unrepresentative validation dataset, 
which questions the model's ability to generalize [20]. 

A. Data Processing 
Twitter data: The workflow of processing Tweets from Twitter 
can be seen in Fig. 7. The Tweets have been scraped from 
Twitter using the “SNSCRAPE” library for a date range between 
2009-01-01 and 2020-11-11. A total of four different keywords 
have been used to generate .csv files containing the date, text 
from the tweet, and the respective Twitter user id. In the first 
stage of data processing, the duplicated Tweets were removed 
using the “drop duplicates ()” function from the pandas library. 
This was necessary in some cases where Tweets contained more 
than one of the keywords used to scrape, and as a result, the 
Tweets were scraped more than once. Tweets containing less 
than six characters had to be discarded from the dataset to detect 
the Tweets' language. The number of discarded Tweets were 
verified during every run of this workflow, and in all cases, only 
a small percentage of Tweets (approximately 5 %) were 
discarded.  
 
To further justify the discarding, a Tweet that contained less than 
six characters was also assumed to be more likely to be a neutral 
Tweet. The Twitter user id of each Tweet was compared with a 
list of stock influencer user ids that were manually curated using 
online forums [21], [22], [23]. Tweets were assigned a weight, 
which was multiplied by the compound sentiment of that 
respective Tweet. A weight of 2 was applied to the Tweets 
obtained from stock influencers, and a weight of 1 was applied 
to all other Tweets. This was done to mimic the increased impact 
that influencer Tweets were assumed to have on public opinion. 
The average daily sentiment was then calculated from the 
weighted compound sentiments.  

News Headline data: The news headlines in the proposed 
framework have been processed, as shown in Fig 8. The text for 
each headline, along with the data and the number of comments, 
have been curated in a .csv file, with all data from SeekingAlpha. 
The headlines have been processed to remove duplicate 
headlines, and a sentiment value was added using VADER. 
Similar to the Tweet sentiment aggregation, the sentiment for the 
news headlines was aggregated daily. 

Google Trends data: The Google trends for the queries listed in 
the workflow in Fig. 9 were obtained monthly. The same overall 
level of interest for the month was a valuable indicator for all 
days of that month. 

B. Feature Selection Methods 

Two different feature selection methods were implemented to 
decide on the inclusion of the obtained features. 
Correlation analysis: To conduct feature selection through 
correlation analysis, the following heat map seen in Fig. 10 was 
obtained. This method deemed that Twitter Sentiment and News 
Sentiment were not valuable features due to their low 
correlation. When the finalized model was run, omitting these 
two features, the error obtained was approximately 10.4%. 
Linear regression coefficient ranking: The second feature 
selection method attempted is Linear Regression (LR) 
coefficient ranking. In this method, all features were used in a 
linear regression algorithm to predict the target variable. The 
resulting coefficients for the model and its corresponding 
features were stored. A threshold for the coefficient value is then 
used to determine which features should be omitted from the 
dataset. 
 

 
Fig. 7. Twitter Extraction, Pre-processing, Daily Sentiment Aggregation. 

 
Fig. 8. News Headline Extraction, Pre-processing, Daily Sentiment Aggregation. 
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Fig. 9. Google Search Trends Extraction and Data Preparation. 

 
Fig. 10. Heatmap of Correlation between Features and Target Variable. 

Using this method and keeping all features with positive 
coefficients, only five features remained in the dataset. These 
features include the Google Search Trends for iPhone and 
NASDAQ-AAPL, Twitter and News Sentiment, as well as the 
previous day stock close price. When the final model was run 
using only these features, the error amount was approximately 
5.9%. When comparing the two feature selection methods with 
the error obtained when using all features, it was found that using 
LR coefficient ranking had the best result. For this reason, the 
subset of features corresponding to the LR coefficient ranking 
method was chosen for the final model. 

 
C. Data Sources and Types 

Four different datasets have been used in the proposed model. 
The first dataset consists of the stock price, while the second 
dataset consists of Google Search Trends data. The third and 
fourth datasets consist of sentiment values derived from 
news/financial headlines and Tweets from Twitter, respectively. 

Stock price dataset: The $AAPL stock price has been 
obtained from Yahoo! Finance for the time period between 
2009-01-01 to 2020-11-11. In particular, the daily closing price 
has been extracted as it is commonly used for stock price 
prediction by researchers, for example, in [1] and [8]. Stock 
prices are not updated on the weekends, and so the preceding 
weekday values are kept the same throughout the weekends. 

Google Trends dataset: The number of people searching for 
terms related to the AAPL stock was retrieved from Google 
Trends from January 2009 to November 2020. The dataset 
consists of numerical values representing the number of times a 
term has been searched on Google monthly. The terms used to 
obtain the search trend include AAPL, Apple, iPhone, MacBook, 
and NASDAQ-AAPL. 

News headlines dataset: The news headlines were searched 
using the stock symbol for Apple and collected from 
SeekingAlpha over a time period of 11 years. SeekingAlpha was 
used because of the strong correlation established between the 
price of a stock and articles published on this platform by the 
researchers in [24] and [25]. This final dataset consists of the title 
of the news article, the date, and the number of comments on 
each article. A sentiment value was also added to the dataset for 
each headline. 

Twitter dataset: Tweets from Twitter have also been 
obtained for the same time period of 11 years. The Tweets were 
searched using three different keywords, which were aggregated 
into one dataset. Specifically, the hashtag and the ticker symbol 
(e.g., $AAPL) were used as one of the keywords since it has been 
found effective to obtain Tweets relevant to predicting stock 
price [1]. Other keywords used to search for Tweets include 
#AAPL, $APPL, and #APPL. This final dataset consisted of the 
user's id, text in each Tweet, date, and sentimental value. 

D. Data Analysis and Discussion 
The ARIMA one-day prediction and Random Forest with 

1000 trees models were created to conduct a comparative 
analysis. The ARIMA model (results included in Table 1) was 
altered such that the true values were appended to the model 
history to match the MMLSTM prediction period. The ARIMA 
model achieved a MAPE of 35.452%. The Random Forest model 
had a notably higher error than the MMLSTM as it predicts the 
entire test set at once, as opposed to steps-like as the MMLSTM. 
The proposed MMLSTM achieved an improvement of more 
than 65% as compared to the Random Forest model.  

The mean absolute percentage error is regarded as one of the 
most widely used metrics for prediction/forecast accuracy. This 
is because it is both scale-independent and is easy to interpret. 
However, the MAPE has some significant disadvantages, such 
as the fact that it produces infinite or undefined values for zero 
and/or close-to-zero values, which leads to percentages and 
ratios that are not intuitive. Prediction models rely on 
minimizing errors through numerical optimization, and the 
MAPE throws off these optimizers. Thus, there is a need to 
explore a new metric to be used for stock price prediction. 
Another drawback is that the MAPE “puts a heavier penalty on 
forecasts that exceed the actual than those that are less than the 
actual”, as mentioned in [26]. Considering an example where the 
observation is 150 and the forecast is 50 results in a relative error 
of 50/150=0.33, and the result would be 50/100=0.50 in the 
opposite situation. Researchers in [27] propose a new measure 
for stock price prediction, which they called the mean arctangent 
absolute percentage error (MAAPE). This MAAPE measure was 
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derived from looking at the MAPE but from a different angle. 
The critical difference between MAAPE and MAPE is that the 
MAAPE inherently preserves the MAPE properties while 
overcoming the problem with MAPE caused by the division by 
zero. The MAAPE accomplishes this by using bounded 
influences for outliers by considering the ratios as an angle rather 
than a slope. Listed below are the formulas of the MAPE and 
MAAPE for comparison: 

𝑀𝐴𝑃𝐸! =
"
#
& '$!%&!

$!
'

#

!'"
 (1) 

At denotes, the actual value at data point t, and Ft represents 
the predicted/forecasted value at data point t, with N indicating 
the number of data points. 

𝑀𝐴𝐴𝑃𝐸! =
"
#
( (𝐴𝐴𝑃𝐸!)

#
!'"  (2)	

𝐴𝐴𝑃𝐸! = 𝑎𝑟𝑐𝑡𝑎𝑛 '$!%&!
$!

' (3) 

TABLE I: COMPARATIVE ANALYSIS  
MMLSTM ARIMA Random Forest 

Mean MAPE 
% 

6.328 34.117 18.343 

Mean 
MAAPE % 

6.311 32.115 17.483 

 
TABLE II: A COMPARISON OF THE MODELS WITH DIFFERENT FEATURES  

 Mean MAPE % Mean MAAPE % 
All Features 13.547 13.363 

Without F5 and F7 10.414 10.359 
Without F0, F1, F3, F6 6.328 6.311 

 
 

 
Fig. 10. A Comparative Analysis with the LSTM Models in [28] 

 
As shown in Eq.3, if At is set to zero or even close to zero, the 
MAPE would result in an infinite or undefined value, which 
leads to an overall increase in outliers. Table II compares the two 
different error metrics for the proposed model and the different 
feature selection techniques. The inclusion of features F5 and 
F7: Twitter Sentiment, and News Headline Sentiment, 
respectively, resulted in the lowest percentage error values for 
both metrics. This confirms that public sentiment has an impact 
on the price of Apple stock. In [28], various LSTM models were 
created and trained with windows of 22 days of data to predict 

for the next 1-day volatility of the KOSPI 200 index, using 
explanatory variables as input data. Their LSTM architecture 
consisted of three LSTM layers with 0.3, 0.8, and 0.8 drop-out 
values, respectively, and two fully connected layers. The LSTM 
layers consisted of 10, 4, and 2 units, and the model was trained 
with 150 epochs. Their validation data consisted of 20% of the 
training data. It is trained on the previous 90 days to forecast the 
next seven days instead of just a one-day forecast. Given the 
additional days of forecast, the proposed MMLSTM has 
achieved similar performance to the GEW-LSTM and GE-
LSTM models introduced by Kim and Won [28], and it 
outperforms all other models, including the W-LSTM, G-LSTM, 
E-LSTM, GW-LSTM, and the EW-LSTM. One of the main 
advantages of the proposed MMLSTM is that it has a much 
simpler architecture than what is described in [28] with 
comparable prediction performance. 

 
VI. Discussions  

In this paper, forecasting Apple Stock using an MMLSTM has 
effectively predicted the stock pieces for the next 7 days. It was 
found that the Google translate library used in our experiments 
limits the number of characters analyzed per day. An alternative 
to this would be to find libraries with sentiment detection 
capabilities in multiple languages such that translation error is 
minimized. This would also aid in combating translation errors, 
as the sentiment in phrases of one language may not always be 
the same as when it is translated. This would happen if the 
headlines or Tweets contained idioms that are generally 
language-specific and do not make sense when taken out of 
linguistic context. The model's generalizability can also be 
improved by implementing a time series cross-validation or 
merely increasing the dataset's size and diversity. This research 
work could be further expanded by incorporating the prediction 
of multiple stocks. Additionally, using the volatility of other 
companies’ stock could potentially complement the forecast of 
Apple stock. An example shown in Fig. 12 is when the news 
headline's sentiment [30] is labeled negative; however, the 
headline favors Apple.  

 
Fig. 12. Inconsistent News Sentiment label for Apple Stock. 

VII. CONCLUSION AND FUTURE DIRECTIONS 

Deep learning forecasting algorithms are gaining importance 
in deciphering relevant features in obtaining the closest forecast 
to reduce the uncertainty from the complex and dynamic market 
information [29]. In this paper, forecasting Apple Stock using a 
proposed MMLSTM model has been shown to predict the stock 
pieces for the next week effectively. The key aspects of this 
model are the diversity of the data sources and demographics. A 
variety of data sources enabled by IoT platforms such as social 
media networks have been employed, particularly Google 
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Search Trends, e-News headlines, and Tweets involving AAPL 
and its products. The sentiment detection methods used could 
also be expanded to aggregate multiple methods, such as a 
Google API or another sentiment detection library, such as 
TextBlob. 

Additionally, other machine learning models, such as SVMs, 
renowned for stock prediction, could be tested using the same 
features as in the proposed LSTM model. Sensitivity analysis 
using different weights for the sentiment of Apple experts’ 
Tweets could also be performed to achieve higher forecast 
accuracy. The proposed MMLSTM model, along with the 
selected features, could be extended to forecast cryptocurrency 
[31][32] in future work. The trend of Bitcoin price, one particular 
type of cryptocurrency, is similar to that of Apple stock, this 
paper's subject. Both Apple stock and Bitcoin price saw 
exponential growth, albeit this growth in Bitcoin occurred later, 
around 2018. The size of specific cryptocurrency price datasets 
may not be as vast as the Apple stock dataset used in this paper, 
which dated back to 2009 due to the more recent development of 
cryptocurrency. The scope of the MMLSTM models can be 
extended to numerous use cases, including forecasting other 
stocks and cryptocurrencies [29][33]. 
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Abstract—Cryptography algorithms are standards for any 
security-based industry. Internationally widely accepted and 
used cryptography algorithms like AES, DES rely heavily on 
finite field arithmetic which needs to be performed efficiently, 
to meet execution speed and design constraints. This paper 
aims to provide a concise perspective on designing efficient 
architectures in finite field arithmetic. In this paper, we 
propose Galois field arithmetic using irreducible polynomial to 
generate the S-box for AES using 128, 192, and 256-bit Keys. 
Cryptographic algorithms are more prone to side-channel 
attacks, so we implemented this algorithm instead of using a 
lookup table-based approach. The proposed Galois Field 
implementation of arithmetic operations are unique which can 
be extended to any primitive polynomial of any word size 
GF(2n). A novel scheme is proposed for AES S-box, Inverse S-
box, and validated using a Xilinx Virtex-7 FPGA. 

Keywords—Advanced Encryption Standard (AES), Data 
Encryption Standard (DES), Extended Euclidean Algorithm 
(EEA), Affine-transformation, Greatest Common Divisor (GCD), 
Galois field (GF), Substitution Box (S-box), Inverse Substitution, 
Field Programmable Gate Array (FPGA) 

I. INTRODUCTION  

Cryptography allows the organization to protect data and 
keep confidence in the electronic world. The increase in 
technology especially in the field of communication, 
information transmitted electronically resulted in an 
increased reliance on Cryptography and authentication. 
Cryptography means the transformation of information into a 
format that is unreadable for an unauthorized user. There are 
several algorithms designed to protect data like DES, Triple 
DES, RSA, Blow fish, Two fish, and AES. These are 
unbreakable encryption algorithms of the future. Some 
algorithms can be hacked using various crypto analyses like 
Side Channel attacks, Differential Power Analysis, etc.  

 

Any field consisting finite number of elements is defined 
as finite field. F={elements} on which if we perform any 
binary operations like addition, subtraction, multiplication, 
division on elements result is said to be field. For any prime 
number ‘p’ there exists a finite field of p elements. GF(P) is 
represented as a field of p elements. GF(Pm) represents a 
field of Pm elements. Finite fields are also called Galois 
fields. The number of elements in a field is defined as an 
order of the field. Arithmetic operations are explained in 
GF(28) order. Inverse does not exist for infinite field, so it is 
mapped to zero. We represent the field in the form of the 
equation. 

AES algorithm is a symmetric encryption algorithm that 
uses a single key for encryption and decryption. Encryption 
and decryption steps are described in figure Fig. 1. AES uses 

the keys of various lengths like 128,192,256 bits. 128-bit 
data plain text input is converted in a 4x4 byte matrix, 
followed by substitution and arithmetic operations in Galois 
field GF(28) like addition, multiplication. All these are done 
in a systematic way called Round. The round includes a 
series of logical and arithmetic operations in GF(28).  

II. ADVANCED ENCRYPTION STANDARD 

A. Implementation of AES 

Encryption algorithms use the concept of encryption and 
decryption [6] i.e. 

     Plain text + Cipher key →Cipher text  

    Cipher text + Cipher key→Plaintext 

Complete algorithm lies in creating these cipher text by 
adding cipher key to plain text. The main important 
operations of AES are S-box, inverse S-box, mix-columns, 
and inverse mix-column [5].  

 

Fig. 1. AES algorithm flow chart 

B. S-Box operations 

AES algorithm is implemented in rounds, consists of the 
following computations for encryption.  
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Substitute from S-box: Shifting of bytes in a matrix. Shift 
rows of the matrix: Replacement of bytes from the boxes. 
Mix columns: Multiplying with constant. Add round key: 
Bitwise exclusive or operation.  

Similarly, for decryption we need to perform steps in reverse 
order.  

Substitute from inverse S-box: Shifting of bytes in a 
matrix. Inverse Shift rows of the matrix: Replacement of 
bytes from the boxes. Inverse mix columns: Multiplying 
with inverse constant. Add round key: Bitwise exclusive or 
operation. 

The number of rounds depends on the key listed below.  

                     128 bits key – 10 rounds 

                     192 bits key – 12 rounds 

                     256 bits key – 14 rounds 

Depends on the key data undergoes several rounds like 
sub bytes, shift rows, mix columns and add round key for 
encryption and decryption. A separate algorithm is used for 
key expansion in each round not mentioned here. 

C.  Substitution from S-box 

S-box is implemented from series of steps where the 
inverse is calculated using the Extended Euclidean 
Algorithm. EEA needs bits multiplication, addition, and 
division in the Galois field which is discussed in section III. 

 The S-box is generated by using multiplicative inverse 
of a given number in GF(28) = GF(2) [k]/ P(k), where P(k) is 
a primitive polynomial (k8 + k4 + k3 + k +1). 

III. IMPLEMENTATION OF S-BOX AND INVERSE S-BOX 

We get 8 bits of data as an input for sub byte 
transformation operation, we need to follow the sequence of 
steps for encrypting data. 

A. Steps in the creation of S-box 

• Convert the given binary number into field GF(28). 

• Check field equation is not zero for finding inverse. 

• Perform inverse GF(2) [k] / (k8 + k4 + k3 + k + 1) for 
finding inverse of an equation. 

• Perform affine transformation and convert field 
equation to number again. 

B. Steps in the creation of Inverse S-box 

• Convert the given binary number into field GF(28). 

• Perform inverse affine transformation. 

• Check field equation is not zero for finding inverse. 

• Perform inverse GF(2) [k] / (k8 + k4 + k3 + k + 1) for 
finding inverse of an equation and convert to number 
again. 

C. Inverse using Extended Euclidean Algorithm 

Extended Euclidean Algorithm is an extension to 
Euclidean Algorithm. This algorithm is used in calculating 
coefficients of Bezouts Identity. 

If  a, b are coprime in the equation ax+by=gcd(a,b) then     
x = inverse of a modulo(b), y=inverse of b modulo(a). This 
equation can be extended to polynomial in any Galois field. 
In this paper we used the concept of EEA for finding inverse 
in S-box and Inverse S-box steps. 

 

D. Algorithm for Galois field GF(28) multiplication 

Multiplication is defined as a multiplication of two 
polynomials modulo and irreducible reducing polynomial in 
the finite field [3].  

Let A(k), B(k) and C(k) belongs to Galois field GF(2n) 
and P(k) be the irreducible polynomial generating GF(2n) 
multiplication in GF(2n) is defined as polynomial 
multiplication modulo the irreducible polynomial P(k), 
namely. 

C(k) = A(k) multiply B(k) mod P(k). In this S-box 
implementation mod P(k) is ignored because A(k) multiply 
B(k) is always less than P(k).  

The algorithm for Verilog implementation is 
implemented in the below figure Fig. 2 and variables are 
mentioned below. 

 

 

 

 

 

 

 

 

 

 

                                                                                                    NO 

 

 

                                                                          YES 

 

             

              NO      
             
             
             
             
     YES 

 

 

 

 

 

 

Start 

Count=n 

Mult=0 

If 

n>0 

If 

a[n]=1 

Mult = Mult^(b<<n) 

Mult = Mult 

Stop 

 

Fig. 2. Galois Field Multiplication 

• a is a multiplier, b is the multiplicand   

• Count = “n” which is the bit length of multiplicands 

• “^” is xor operation and “<<” is bitwise left shift 

• Final product will be stored in Mult    

An illustration is mentioned with help of an example 

A=10101, B=10101, n= 5     
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Example:     10101 X 10101 
10101 

                                         00000x 
                                       10101xx 
                                     00000xxx 
                                   10101xxxx 

              Mult        100010001 

E. Algorithm for Galois field GF(28) division 

 The division algorithm in the Galois field is similar to 
binary division. The algorithm for Verilog implementation is 
implemented in the below figure Fig. 3, Fig. 4, and some 
variables are used mentioned below. 

Example: 

                    Divisor      = 001010011 

                    Dividend   = 100011011     

Normal division algorithm deals with these steps, these 
cannot be implemented directly we need to undergo some 
steps for finding a quotient. 

K6+K4+K+1)        K8+K4+K3+K+1        (K2+1 
                             K8+K6+K3+K2 
                                  K6+K4+K2+K+1 
                                  K6+K4+K+1 
                                                                K2 

 

For finding quotient we need to find the count value for 
shifting of the divisor and adding an extra bit at MSB. 

Initial → 
 Count =1, symbol ‘||’ denotes binary or operation. 
 Divisor → 0001010011     checking the logic (dividend || 
divisor) > (divisor<<1'b1) 
 The dividend →0100011011   If yes, we need to shift the 
divisor and increase the count value. 
 
Final →        
  Count =3                              
  Divisor after shifting → 0101001100 
                   Dividend → 0100011011 

 

Fig. 3. Count value 

Now we need to do actual division  

    Quotient → 000000000            count =3 
    Divisor → 101001100 
    Dividend → 100011011          
    until the count value >0 we need to do steps 
Step1:     quot→0000000000 
                Checking the logic ((dividend ^ divisor) < 
dividend) 
                 yes, quot → 0000000000 || 0000000001 
                quot → 0000000001 
                dividend →dividend ^ divisor 
                divisor → divisor >> 1’b1 
                count = count -1  →2 
Step2: 
              quot → 0000000001 
              Checking the logic ((dividend ^ divisor) < 
dividend) 
              No, quot →0000000010 
              divisor → divisor >> 1’b1 
              count = count -1  →1 
 
Step3:     quot→0000000100 
                Checking the logic ((dividend ^ divisor) < 
dividend) 
                 yes, quot → 0000000100 || 0000000001 
                quot → 0000000101 
                dividend →dividend ^ divisor 
                divisor → divisor >> 1’b1 
                count = count -1  →0 
 
End of steps Final quotient →0000000101 →K2+1  
(shown in the above example) 

 
Divison 

             
             
             
             
             
             
             
             
             
             
       No      
             
             
             
             
      Yes       
             
             
             
               
               
             
             
             
          No      
             
             
                       
             
         Yes        
             
             
             
             

Repeat loop for  

No. of bits times           
             
             
             
             
             
             
             
              

Start 

Stop 

count  

quot = 0 

quot << 1 

divisor = divisor 

quot = quot  

dividend = dividend 

quot = quot or 1 

dividend = dividend xor divisor 

divid = quot 

If dividend 
xor divisor 
< dividend 

If count  
> 0 

divisor >> 1 

count = count -1 

 

Fig. 4. Galois Field Divison 
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F. Algorithm for creating inverse GF(28) 

    Finding a multiplicative inverse needs operations 
addition, multiplication, and division. Implementation is 
defined in both binary and decimal. 
 
The inverse of 197 mod 3000 using Extended Euclidean 
algorithm 
 
Step1: Find GCD of 3000 and 197 
            3000 = 15(197) + 45 
              197 = 4(45) + 17 
                45 = 2(17) + 11 
                17 = 1(11) + 6 
                11 = 1(6) + 5 
                  6 = 1(5) + 1 (Inverse exits for 197) 
 
Step2:  Writing in reverse order 
              1 = 6 - 1(5) 
                 = 6 - 11(-6) =2(6)-1(11) 
                 = 2(17) - 3(11) 
                = 8(17) - 3(45) 
                = 8(197) - 35(45) 
                = 533(197) - 35(3000) 
 
Applying mod → 1= 533(197) mod 3000 - 35(3000) mod        
3000 →1= 533(197) mod 3000 
533 is the inverse of given 197 mod 3000 
 
Similarly, we can use the same algorithm for the Galois 
field to find the inverse 
 
Find the inverse of 01010011 mod 100011011 
 
K6+K4+K+1)       K8+K4+K3+K+1   ( K2+1 
                            K8+K6+K3+K2 
                                  K6+K4+K2+K+1 
                                  K6+K4+K+1 
                                                                K2 )K6+K4+K+1 (K3+K2 
                                                 K6+K4 
                                                      K+1) K2 (K 
                                                                K2+1 

                                           1 
                                  (Inverse exists of a given number) 
By following similar steps, we find inverse value. 
 

A=k8+k4+k3+k+1  B= k6+k4+k+1 

 

k2=A - B(k2+1); k2+1=0 -1(k2+1) 

k+1 = B – k2(k4+k2); k6+k2+1= 1- (k4+k2)(k2+1) 

1 = k2–(k+1) (k+1); k7+k6+k3+k= (k2+1)–(k+1) (k6+k2+1) 

 

The inverse of 01010011 mod 100011011 is 11001010 

 

 

 

 

 

 

 

 

                                            

              No 

 

 

   Yes 

 

No 

 

 

   Yes 

 

 

 

 

     No 

                                                           Repeat until K <7 

 

 

   Yes  

 

 

 

start 

stop 

If 

tem2 !=0 

If 

K<7 

If 

tem2 = 1 

K+1 

Inverse = tem1 

Inverse = 0 

t = 0        k = 0        r = e     

tem1 = 1           tem2= f 

tem2 = temp xor quoit1 * r 

temp = t    t = tem1 

tem1 = temp xor quoit1 * t 

Inverse = tem1 

quoit1 = r div tem2 

temp = r      r = tem2 

 

Fig. 5. Galois field Multiplicative Inverse 

The above-mentioned algorithm is implemented in a 
sequence of steps using primitive polynomial e i.e. k8+ k4+ 
k3+ k+ 1. 

• F is a polynomial for which inverse must be found. 

• If f = 0 inverse is 0. 

• Some variables are used k, t, tem1, r, tem2. 

• Division “div” and multiplication “*” algorithms 
are used.  

• Until the value of K reaches less than 7 we keep on 
performing the steps for reaching the remainder 1. 

• The final inverse of the polynomial will be tem1 in 
the following series of steps, temp and quoit1 
variables are used for calculation purposes.     
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G. Affine transform and S-box 

            

 
Fig. 6. Affine transform 

Where [k7 k6 k5 k4 k3 k2 k1 k0] is the multiplicative inverse as 
a vector. S-box values are listed below. 
 

S-box Values in Hexadecimal 

Inputs Outputs Inputs Outputs 

00 63 1A A2 

11 82 1B AF 

22 93 1C 9C 

33 C3 1D A4 

44 1B 1E 72 

55 FC 1F C0 

66 33 BB EA 

77 F5 CC 4B 

88 C4 DD C1 

99 EE EE 28 

AA AC FF 16 
 
Fig. 7. Substitution Box values 

H. Inverse Affine transform and Inverse S-box 

 
Fig. 8. Inverse Affine transform  

Where [k7 k6 k5 k4 k3 k2 k1 k0] is the multiplicative inverse   
as a vector. Inverse S-box values are listed in Fig. 9. 

 

 

 

 

Inverse S-box Values in Hexadecimal 

Inputs Outputs Inputs Outputs 

00 52 1A 43 

11 C3 1B 44 

22 94 1C C4 

33 66 1D DE 

44 86 1E E9 

55 ED 1F CB 

66 D3 BB FE 

77 02 CC 27 

88 97 DD C9 

99 F9 EE 99 

AA 62 FF 7D 
 

Fig. 9. Inverse Substitution Box values                                 

IV. SYNTHESIS AND SIMULATION RESULTS 

We successfully implemented sequential logic of S-box 
in SystemVerilog using these Galois field arithmetic. We 
verified design functionality using Xilinx Vivado, 
Questasim, and VCS compiler. 

Synthesis and Implementation results are mentioned in 
Fig. 10.  These are synthesized in Xilinx Virtex-7 FPGA. 

Design requires 7665 Look Up Tables, 16 Flipflops 

 

Fig. 10. Synthesis Results of S-box 

A. RTL simulation of S-box 

In Fig. 11 s_in indicates 8-bit input data, primitive 
polynomial as k8+ k4+ k3+ k+ 1 and s_out indicates 8bit 
output data.  

 

Fig. 11. Simulation S-box values 

B. RTL simulation of Inverse S-box 

In Fig. 12 s_in indicates 8-bit input data, primitive 
polynomial as k8+ k4+ k3+ k+ 1 and s_out indicates 8bit 
output data. 
 

 

Fig. 12. Simulation Inverse S-box values 
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V. CONCLUSION 

Every GF(2n) has many valid irreducible polynomials. 
The proposed Galois field arithmetic method is unique and 
can be used with any valid irreducible polynomial in 
GF(2n) to generate the S-box and inverse S-box for AES 
for 128, 192, and 256-bits Key. We implemented this 
algorithm instead of using a lookup table-based approach 
to overcome side-channel attacks. These algorithms can be 
synthesized in all FPGAs and implemented as ASIC. The 
proposed algorithms have been used and validated to 
generate S-box and inverse S-box on a Xilinx Vertix-7 
FPGA. This design can be verified in all FPGA’s. Future 
work concerns deeper analysis in improving power, 
performance, and area [PPA] of these Galois field 
arithmetic operations in various cryptographic 
applications. 
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Multiuser Data Dissemination in OFDMA System
Based on Deep Q-Network

Yuan Xing, Haowen Pan, Bin Xu, Tianchi Zhao, Cristiano Tapparello, Yuchen Qian

Abstract—In this paper, a multiuser data dissemination prob-
lem is analyzed in an orthogonal frequency division multiple
access(OFDMA) downlink system. By dynamically allocating
subchannels and power to the mobile users, the system aims to
minimize the time consumption in order to successfully deliver
data to multiple mobile users under the restriction of total
energy consumption. Both the objective and the constraint of
the optimization are related to the real-time resource allocation
strategies. Moreover, neither the statistics nor the full channel
state information is known to the base station. In order to solve
the global optimization problem with partial channel information,
a Deep Q-Network algorithm is adopted. The numerical results
show that compared with the other algorithms, Deep Q-Network
can learn the optimal resource allocation strategies and achieve
very good system performance.

Index Terms—OFDMA, Energy efficiency, Data dissemination,
Global optimization, Deep Q-Network.

I. INTRODUCTION

As a promising multi access technique, orthogonal fre-
quency division multiple access(OFDMA) is applied to
many broadband wireless communication systems. Adapting
OFDMA on multiple users wireless transmission can suffi-
ciently exploit multiple users diversity in order to enhance
the overall system performance. In [1], the optimization is
formulated as maximizing a weighted sum information rates
while satisfying both power and additional receiver-specific
rate requirements in multiple parallel Gaussian broadcast chan-
nels.

In order to reduce the energy consumption in communi-
cation system, energy-efficient communications attracts much
attentions. It is an effective metric to evaluate efficiency of
the energy consumption [2]. The energy efficiency problem
in OFDMA wireless communication systems has recently
been discussed [3]–[5]. In [3], the authors study the energy-
efficient resource allocation in OFDMA cellular networks.
The energy efficiency is maximized under certain quality-of-
service (QoS) requirements. In [5], the authors maximize the
energy efficiency of the worst-case link under the information
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rate, total transmit power and available subcarrier constraints.
In most of these works, the OFDMA resource allocation
optimization problems are solved with statistical or complete
knowledge about the environment. Very few papers formulate
the optimization as global optimization problems. In [6], the
optimization aims at maximizing the total energy efficiency of
T time instants. Adapting to the dynamics of the user arrivals
and channel state information, a real-time transmission policy
can be found out.

In this paper, we consider a base station disseminate data to
multiple mobile users. The power allocation and subchannel
assignment are designed to meet the system requirements. The
optimization problem is formulated as minimizing the time
consumption in order to successfully deliver the required data
to each user under the total energy consumption constraint.
For the optimization, both the objective and the constraint are
affected by the resource allocation strategy in each specific
time slot. If the statistics of the channel is known to the base
station, the problem is formed as a NP-hard problem, like
traveling salesman problem [7]. However, the full channel
information is unknown to the base station, which makes
this problem even harder to be solved. We propose to apply
the Deep Q-Network algorithm to solve the problem. Deep
Q-Network has been widely adopted to solve complicated
communication problems [6], [8]–[11]. In our model, Deep
Q-Network is adopted in the optimization framework to make
the dynamic resource allocation decision. The simulation re-
sults demonstrate that Deep Q-Network outperforms the other
existing algorithms in solving the optimization problem.

II. SYSTEM MODEL

In a downlink broadcast system: the base station serves K
mobile users. There are N subchannels. N = {1, 2, ..., N}.
By properly adjusting the power allocation pk and the sub-
channel assignment Ik to each user, the base station aims to
disseminate the information payload Bk to each user in the
shortest time. The system model is shown in Fig. 1.

The broadband spectrum is divided into several subchannels.
Each subchannel has identical bandwidth W . Any subchannel
can be allocated to any user k. The subchannels assigned to
user k form the set Ik. Ik is the subset of N .

I1 ∪ I2 ∪ ... ∪ IK ∈ N (1)

OFDM is utilized to convert the frequency selective wireless
channels into multiple parallel flat channels over different
subcarriers. We assume time is slotted and channel fading is
approximately the same within one subchannel and indepen-
dent across different subchannels in each time slot [11]. We

U.S. Government work not protected by U.S. copyright
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Fig. 1. Transmission from base station to multiple mobile users over parallel
frequency channels.

define the channel gain between the transmitter and the kth
user on the nth sub-channel at time t as:

hkn(t) = αkgkn(t) (2)

where gkn(t) denotes the frequency dependent small-scale
fading power component and assumed to be exponentially
distributed, due to the Rayleigh fading channel feature.

αk = lk(t)−β (3)

which denotes the path loss between the base station and user
k. β is the path-loss exponent.

We define a subchannel selection threshold p̂sub for each
subchannel. For each individual user k, all N subchannels are
classified into two categorical sets at time t: good subchannel
set NG

k (t) and bad subchannel set NB
k (t):

NG
k (t) = {argn∈N |hkn(t)|2 > p̂sub} (4)

NB
k (t) = {argn∈N |hkn(t)|2 ≤ p̂sub} (5)

In the real-time broadband communication system, acquir-
ing the entire channel state information(CSI) is at extremely
high cost. Hence, in this paper, we suppose only NG

k (t) is
available at the base station, the full CSI is unknown. The
unique good subchannel set is denoted as

N u
k (t) = {n|n ∈ NG

k (t), n /∈ NG
j (t), j ∈ K/k} (6)

where all the subchannels are only good for user k. We
define the shared good subchannels as those good subchannels
are qualified for multiple users. We evenly distribute shared
good channels to all users. After distribution, the remaining
extra subchannels are randomly assigned. From the shared
good channels, the subchannels assigned to user k is included
in set N s

k (t). The ultimate assigned subchannel set for user k
is defined as

N tot
k (t) = N u

k (t) ∪N s
k (t) (7)

The power can only be allocated to the subchannels in
N tot
k (t) for user k. The total power allocated for user k

at time t is denoted as pk(t), which is equally allocated
to each subchannel in N tot

k (t), the power allocated to each
particular subchannel is pk(t)

N totk (t)
. In each time slot, b bits loaded

information is transmitted on each subchannel. At time t, the
Bit Error Rate(BER) of transmission from base station to user
k on subchannel n in the case of M -ary QAM is given by:

BERk,n(t) = 0.2e
−1.6 pk(t)

Ntot
k

(t)(2b−1)

hkn(t)

σ2n(t) (8)

where
σ2(t) = No(t)W (9)

denotes the variance of additive white Gaussian noise at time
t. N0(t) is the noise power spectrum density.

We define the data successfully delivered to user k at time
t as Rk(t).

Rk(t) =
∑

n∈N totk (t)

rnk (t) (10)

rnk (t) = b when all b bits data are received with no error
on subchannel n. Otherwise, rnk (t) = 0 and a retransmission
has to be issued.

III. OPTIMIZATION PROBLEM FORMULATION

The base station holds Bk bits information for each user.
By appropriately allocating power pk(t) in real-time, the
optimization problem is to minimize the time consumption
T to successfully deliver Bk bits data to each user under
the total energy consumption constraint Ê. the optimization
is formulated as:

P1 :

minimize
{pk(t)}

T

subject to
∑T
t=1Rk(t) ≥ Bk, ∀k ∈ K∑T
t=1

∑K
k=1 pk(t)dc ≤ Ê

(11)

where dc denotes the channel coherence time.
P1 is a complicated long term optimization problem. Data

delivery can be seen as the shortest path problem. The energy
consumption constraint affect the transmit decision at each
time slot. It’s unable to be solved by Dynamic Programming
since very limited channel information is known to the base
station. All these obstacles makes the Deep Q-Network(DQN)
a fitting tool to solve P1.

In DRL, the system state s is consist of: the number
of subchannels assigned to users |N tot

k (t)|, the accumulated
throughput

Racck (t) =

t∑
u=1

Rk(u) (12)

the accumulated energy consumption

Eacc(t) =

t∑
u=1

K∑
k=1

pk(u)dc (13)

the accumulated sum throughput

Racc(t) =

K∑
k=1

Racck (t) (14)
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The system state s is denoted as:

st = [|N tot
1 (t)|, ..., |N tot

K (t)|, Racc1 (t), ..., RaccK (t),

Eacc(t), Racc(t)]
(15)

where st ∈ R1×(2K+2). The set of all states is denoted by S.
We define the power allocated pk(t) to each user k in a

particular time slot t as the action at:

at = [p1(t), p2(t), ..., pk(t)] ∈ R1×K (16)

where pk(t) ∈ [0, P ],
∑K
k=1 pk(t) ≤ P . The whole action set

is denoted as A.
The evolution of our system can be described by a Markov

process. The first system state starts at t = 0:

s0 = [|N tot
1 (0)|, ..., |N tot

K (0)|, 0, ..., 0] (17)

and the final state sT in which t = T , i.e.,

sT = [|N tot
1 (T )|, ..., |N tot

K (T )|, B1, ..., Bk,

Eacc(T ),KB]
(18)

At time slot t the system is in a generic state s, the
transmitter selects an action at ∈ A, and the system moves to
a new state s′. w(s,at, s

′
) denotes the reward when the current

state is s ∈ S, action at ∈ A is selected and the system moves
to state s

′ ∈ S.
Since we aim at minimizing data delivery time consumption

under total energy constraint, both the optimization target and
the constraints have to be related to the reward [11]. In order to
design a proper reward function, optimization P1 is reformed
as:

P2 :

minimize
{pk(t)}

T

subject to
∑T
t=1Rk(t) ≥ Bk, ∀k ∈ K

KB∑T
t=1

∑K
k=1 pk(t)dc

≥ Γ̂

(19)

where

Γ̂ =

∑K
k=1Bk

Ê
(20)

which denotes the energy efficiency threshold. The energy
efficiency at time t is denoted as:

Γ(t) =

∑K
k=1R

acc
k (t)∑t

u=1

∑K
k=1 pk(u)dc

(21)

In each time slot, Γ(t) is compared with Γ̂, which effectively
tracks the energy consumption condition. We define σ(t) as
the energy constraint satisfactory indicator.

The reward function is defined as:

w(s,at, s
′
) = min(Racc1 (t), ..., RaccK (t))σ(t) (22)

σ(t) =

{
1 Γ(t) ≥ Γ̂

0 Γ(t) < Γ̂
(23)

The optimization problem P2 = (S,A, p, w) can then be
seen as a Markov Decision Process from state s0 to state sT on
the Markov chain with states S and probabilities {ps,s′ (a)},
actions a ∈ A, and rewards w(s,a, s

′
). Without knowledge

about {ps,s′ (a)}, our objective is to find, for each possible

state s ∈ S , an optimal action a∗(s) so that the optimization
goal is achieved. A generic policy can be written as

π = {a(s) : s ∈ S} (24)

IV. SOLVING OPTIMIZATION WITH DEEP Q NETWORK

Procedure 1 : Deep Q Network algorithm training process
1. Randomly generate the weight parameter θ for the
eval net. The target net clones the weight parameters
θ′ = θ. u = 1. t = 1. D = d = 1.

2. The base station acquires NG
k from all the users in order

to calculate N tot
k . s = s0.

3. Randomly generates a probability p ∈ [0, 1].
IF D > Dini and p ≥ εch:

Play the action a as: a = max
a∈A

Q(s,a)

ELSE:
Randomly play the action from action set A.

4. Racck (t) and Eacc(t) are renewed and feedbacked to the
base station. At the end of each time slot, the channel
updated, base station acquires NG

k from all the users and
calculate N tot

k . The system state is updated to s′.
5. ep(d) = {s,a, w(s,a, s′), s′}. d = d+ 1. If D reaches the

maximum of experience pool, D remain constant, d = 1,
otherwise, D = d. s = s′. t = t+ 1..

6. After experience pool accumulates enough data, from D ex-
periences, randomly select Ds experiences to train the neu-
ral network eval net. Back-propagation method is applied
to minimize the loss function Loss(θ). Clone the weight
parameters from eval net to target net after several time
intervals.

7. IF s′ = sT :
s = s0. t = 1. u = u+1. If u = U , algorithm terminates,

otherwise, go back to step 2.
ELSE:

go to step 3.

In this section, Deep Q-Network is applied to solve the
proposed optimization. The main idea of DQN is to train
a neural network to find the cost function(Q function) of
a particular system state and action combination. When the
system is in state s, and action a is selected, the Q function
is denoted as Q(s,a, θ). θ denotes the parameters of the Q
network. The purpose of training the neural network is to
make:

Q(s,a, θ) ≈ Q∗(s,a) (25)

According to the DQN algorithm [12], two neural net-
works are used to solve the problem: the evaluation net-
work and the target network, which are denoted as eval net
and target net, respectively. Both the eval net and the
target net are set up with several hidden layers. The input
of the eval net and the target net are denoted as s and s′,
which describe the current system state s and the next system
state s′, respectively. The output of eval net and target net
are denoted as Qe(s,a, θ) and Qt(s,a, θ

′), respectively. The
evaluation network is continuously trained to update the value
of θ, however, the target network only copy the weight
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Fig. 2. The framework of Deep Q-Network.

parameters from the evaluation network intermittently (i.e.,
θ′ = θ). In each neural network learning epoch, the loss
function is defined as:

Loss(θ) = E
[
(y −Qe(s,a, θ))2

]
. (26)

y represents the real Q value, and is is calculated as:

y = w(s,a, s′) + γ max
a′∈A

, Qt(s
′,a′, θ′) (27)

where γ is the reward discount. As the loss function updates,
the values are back-propagated to the neural network to update
the weight of the eval net.

In order to better train the neural network, we apply the
experience reply method to remove the correlation between
different training data. Each experience consists of the current
system state s, the action a, the next system state s′, and the
corresponding reward w(s,a, s′). The experience is denoted
by the set

ep = {s,a, w(s,a, s′), s′} (28)

The algorithm records D experiences and randomly select Ds

(with Ds < D) experiences from D for training. Dini =
10000. After the training is finished, target net clones all
the weight parameters from the eval net (i.e., θ

′
= θ).

The algorithm used for the DQN training process is pre-
sented in Algorithm 1. In the algorithm, we define in each

training iteration, we generate D usable experiences ep, and
select Ds of all for training the eval net. In total, we suppose
there are U training iterations. We consider that for both the
eval net and the target net, there are Nl layers in the neural
network. The structure of DQN is shown in Fig. 2.

V. SIMULATION RESULTS

We conduct the experiment with the National
Instruments/Ettus Research Universal Software Radio
Peripheral(USRP) N210 with the CBX daughterboard in
order to measured the indoor channel. The number of
the mobile user is K = 3. The total number of available
subchannels is N = 16. Each subchannel has same bandwidth
W = 103Hz. The users are randomly distributed around the
base station and remain stationary throughout the whole T
data transmission time slot. The channel gains from the base
station to all users are approximately in range [−80,−60]dB.
The path loss exponential is β = 2. The noise power spectrum
density is N0 = 170 dBm/Hz. b = 9 bits are transmitted
by each symbol on each subchannel. The channel coherence
time is dc = 1ms. The subchannel selection threshold is
p̂s = 10−7. The required delivered data for all users are
same: B1 = ... = BK = B = 450 bits. pk(t) is selected from
[0.3, 0.2, 0.15, 0.1, 0.075, 0.05, 0.0375, 0.025, 0.0125, 0.00625]
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TABLE I
DQN SIMULATION PARAMETERS

Deep Q Network Value
Number of hidden layers (NL) 4
Number of nodes of each hidden layer 100
Learning rate (ε) 0.00005
Mini-batch size 10
Training starting step 10000
Experience pool 60000
Initial exploration rate(εc) 1
Final exploration rate(εc) 0.1
Exploration interval 0.001
target net weight replacement interval 500
Training episodes 60000

mW.
∑K
n=1 pk(t) ≤ P . P = 0.3mW. The energy consumption

constraint Ê are regulated as 3.9× 10−4 J and 4.5× 10−4 J.
The simulation parameters used for DQN are presented in

Table I. The exploration rate εc decreases from 1 to 0.1 with
0.001 interval. The software environment for simulation is
TensorFlow 0.12.1 with Python 3.6 in Jupyter Notebook 5.6.0.

In Fig. 3, the time consumption T and moving average of
energy constraint satisfactory η̄ are observed throughout the
learning process. An training episode lasts T time slots, an
episode is over if B bits data are successfully received at each
user. If at the end of the eth episode, σ(T ) = 1, we define
η(e) = 1, otherwise, η(e) = 0.
η̄ is the moving average of η(e) in e = 100 episodes.

η̄ =
η(e− 99) + ...+ η(e)

100
(29)

Higher η̄ denotes the higher probability of satisfactory
of energy consumption constraint. We observe that as the
training goes on, both T and η̄ converges. With lower energy
consumption constraint Ê, more time is consumed to finish
data transmission.

We apply Nt = 1000 test data to test the performance of
DQN trained with differnt reward discount γ. Of Nt test data,
Ns data satisfy the energy consumption constraint Ê. ζE is
defined as:

ζE =
Ns
Nt

(30)

T̄ is the average time consumption of Nt test data. If γ =
0, the myopic solution is learnt. The strategy only maximize
the immediate reward at each particular system state without
considering system dynamics. If γ = 1, each system state are
equally considered. Both γ = 0 and γ = 1 don’t achieve good
learning effect. Fig. 4 shows that when γ = 0.75, the base
station consumes least time to successfully deliver required
data to all users, while has the highest probability of energy
constraint satisfactory. Hence, the optimal reward discount is
γ = 0.75.

In fig. 5 and fig. 6, the performance of Deep Q-Network
is compared with the state of the art. For Maximum power
transmission method, we equally allocate 0.1 mW power to
each user and continuously transmit with that strategy until
the required data are delivered to all the users. For Minimum
power transmission method, each user is allocated with 0.0125
mW power. Random transmission need to randomly select an
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Fig. 3. The convergence on time consumption T and η̄(moving average of
η) in Deep Q-Network training process. γ = 0.75.
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Fig. 4. The performance comparison of average time consumption T̄ and
energy consumption constraint satisfactory probability ζE on reward discount
γ.
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action in each time slot. We allow the energy consumption
constraints to vary. We can observe that Deep Q-Network
outperforms all the other four algorithms. Maximum and
Minimum power transmission can only guarantee a good
performance on either time consumption and constraint sat-
isfactory. The myopic solution doesn’t consider the long term
reward, hence achieves bad performance on both time con-
sumption and energy consumption. Compared with DQN, the
random transmission can achieve similar energy consumption
performance, however consumes more time to finish data
dissemination. Deep Q-Network is proved to learn the optimal
solution.
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Fig. 5. The comparison of time consumption between Deep Q-Network and
other algorithms on energy consumption constraint Ê.
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Fig. 6. The comparison of energy consumption between Deep Q-Network
and other algorithms on energy consumption constraint Ê.

VI. CONCLUSION

The multiple users data dissemination problem is explored
in a OFDMA downlink system. The system aims to minimize
the data transmission time under the total energy consumption
constraint. In order to solve this global optimization in real-
time, a Deep Q-Network method is proposed to determine

the optimal transmission strategy in a real-time. Without the
prior knowledge about the channel information, the Deep Q-
Network can learn the variation of the wireless channel and
dynamically provide the resource allocation strategy for the
base station. Compared with the state of the art, the proposed
Deep Q-Network achieves the best system performance on
both time and energy consumption.
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Abstract—In this paper, we consider the server allocation
problem in edge computing. We consider a system model where
there are a number of areas or locations, each of which has an
associated Base Station (BS), where we can deploy an edge cloud
with multiple servers. Each edge cloud will process application
requests received at the corresponding BS from users in the cor-
responding area. The system manager/operator has a budget to
deploy a given number of servers to the BSs. Our goal is to come
up with a server allocation plan, i.e., how many servers to deploy
at each of the BSs, such that the overall average turnaround time
of application requests generated by all the users is minimized. In
order to achieve the optimal solution for the problem, we resort
to queueing theory and model each edge cloud as an M/M/c
queue. Analysis on the problem motivates a Largest Weighted
Reduction Time First (LWRTF) algorithm to assign servers to
edge clouds. Numerical comparisons among various algorithms
verify that Algorithm LWRTF has near-optimal performances in
terms of minimizing the average turnaround time. Simulation
results using the CloudSim Plus simulation tool also verify that
Algorithm LWRTF achieves better performances compared to
other reasonably designed heuristic algorithms.

Index Terms—Edge computing, edge cloud, queueing theory,
numerical method, simulation approach.

I. INTRODUCTION

Facilitated by emerging communication, networking, and
information technologies, such as 5G [1], Internet of Things
(IoT) [2], [3], Artificial Intelligence (AI) [4], etc, our current
era is witnessing a proliferation of services and applications
that are provided at the edge of the Internet. These services and
applications include augmented reality [5], virtual reality [6],
cognitive assistance [7], gesture recognition [8], mobile gam-
ing [9], and online social networks [10], [11]. All these appli-
cations can be computation-intensive and/or communication-
intensive, increasing the requirements for various resources
from mobile devices. However, mobile devices (i.e., mobile
phones, tablets, IoT devices, etc.) are still limited in terms of
storage size, computation capacity, communication bandwidth,
and battery life. Cloud computing has been applied to execute
the applications offloaded from the mobile devices. However,
various issues arise due to long latency and limited bandwidth
from mobile devices to remote clouds.

Recently, the edge computing paradigm [12], [13], which
extends cloud computing to the edge of the Internet, has
been proposed to support applications originating from the
edge of the Internet. By running applications on relatively

small computing systems deployed at the Internet edge, edge
computing allows users to exploit computing power outside
of the mobile devices without incurring long access delays
to remote clouds. Several other terms have been used, such
as fog computing, cloudlets, edge-centric computing, mobile
edge computing, etc [5], [14]–[17]. In our discussion, we
will consistently refer to them as edge computing. The small
computing systems deployed at the Internet edge will be
called edge clouds. In our discussion, the mobile devices are
only treated as clients and will not help other mobile devices
process tasks.

In edge computing, a fundamental problem is the server
allocation problem, which has been considered by various
existing works [18]–[21]. In most existing works, the system
model for an edge cloud is largely simplified. In [21], the
numbers of servers in all the edge clouds are fixed and equal
to each other. In [19] and [18], the numbers of servers in the
edge clouds are not the same; however, they are still fixed;
the problem is to derive the edge cloud placement given some
capacity constraints to minimize the edge cloud access delay,
while the queueing time and execution time of application
requests are not considered. In this paper, we assume that the
number of servers at an edge cloud is flexible, and we want to
arrive at the optimal server allocation plan so that the average
turnaround time for all application requests is minimized.

Our main contributions in this paper are as follows. We
consider the server allocation problem using queueing theory;
each edge cloud is modeled as an M/M/c queueing system. We
design a Largest Weighted Reduction Time First (LWRTF) al-
gorithm to allocate servers to edge clouds. Numerical compar-
isons among various heuristic algorithms verify that Algorithm
LWRTF has near-optimal performances in terms of minimizing
the average turnaround time. We demonstrate the accuracy and
validity of a simulation based approach (using the CloudSim
Plus simulation tool [22]) by comparing the numerical results
from queueing theory and the simulation results. Simulation
results using the CloudSim Plus simulation tool also verify that
Algorithm LWRTF achieves the best performance compared to
other reasonably designed heuristics.

The rest of the paper is organized as follows. Section II
presents the system model. In Section III, we present some
preliminary analyses on the server allocation problem. In
Section IV, we propse the Largest Weighted Reduction Time
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First (LWRTF) algorithm in detail. In Section V, we introduce
several reasonably designed heurisitics for the same problem.
Comparisions among the LWRTF algorithm and other heuristic
algorithms using both numerical methods and high-fidelity
simulations are presented in Section VI. We conclude our
paper and give future work directions in Section VII.

II. SYSTEM MODEL

We denote the set of all BSs in the target region as B =
{b1, b2, · · · , bB}, where B is the cardinality of the set, i.e., the
total number of BSs. We can deploy an edge cloud at each BS
to serve the area/location covered by that BS. For notational
convenience, we will also use bi to refer to the edge cloud
deployed at the BS, the location of the BS, and the user area
covered by the BS. The system model with multi-server edge
clouds is shown in Fig. 1.

We assume that all the servers in the system have the same
execution speed, and that all the application requests/tasks
have an average execution time of te following the exponential
distribution. Equivalently, when the requests are executed on
an edge server, the depature rate of the requests can be
calcualted as µ = 1/te.

During a time period of T , mi application requests are
generated in user area bi and will be offloaded to the edge
cloud for processing. Assume that the application request
arrivals follow a Poisson distribution. We can calculate the
application request arrival rate at bi as λi = mi/T . The
turnaround time for a given application request consists of
the queueing time and the execution time of the request at the
corresponding edge cloud.

The service provider has a budget to deploy N servers
across all the edge clouds. Let ni be the number of servers
to be deployed at bi, ∀i = 1, 2, · · · , B. Since deploying more
servers will definitely help to reduce the average turnaround
time, we will deploy all the N servers, i.e.,

∑B
i=1 ni = N .

The service provider wants to derive a server allocation plan
in order to minimize the average turnaround time for all
application requests generated within the target region. Table I
lists the important notations used in the paper; some of them
will be introduced later.

TABLE I
IMPORTANT NOTATIONS USED IN THE PAPER

Notations Meaning
N total number of servers
B total number of BSs
bi the ith BS
te application request’s average execution time on a server
µ request departure rate on a server; µ = 1/te
T time period under discussion
mi the number of requests generated in bi during time period T
λi request arrival rate at bi; λi = mi/T
λ the request arrival rate vector for the B BSs
nmin
i the minimum number of servers that must be deployed at bi
ni the number of servers deployed at the ith edge cloud
n the server allocation vector
ts,i the average turnaround time for application requests at bi
t the average turnaroudn time for all application requests

III. PRELIMINARIES

Given a valid N , we aim to derive an optimal server
allocation plan to minimize the average turnaround time of all
application requests. A naive approach is allocate the servers
such that the numbers of servers of the edge clouds are
proportional to their request arrival rates. However, we find
that this approach can result in very poor performances in
terms of minimizing the average turnaround time for all the
application requests. Besides, we find that other reasonably
designed heuristics may be unstable and result in poor perfor-
mances in many situations. This movitates us to delve deeper
into the problem. We resort to queuing theory in order to derive
the optimal solution for the problem.

The edge cloud at a BS is modeled as an M/M/c queue, i.e.,
the Erlang C model [23]. Let ρi = λi

niµ
. The probability that

an arriving application request is forced to join a queue at bi
(i.e., all ni servers are currently occupied) is given by:

C(ni, λi/µ) =

(niρi)
ni

ni!
1

1−ρi∑ni−1
k=0

(niρi)k

k! + (niρi)ni

ni!
1

1−ρi

=
1

1 + (1− ρi) ni!
(niρi)ni

∑ni−1
k=0

(niρi)k

k!

, (1)

which is the Erlang C formula. The average turnaround time
(consisting of the queueing time and the execution time) of
requests that are processed at bi is

ts,i =
C(ni, λi/µ)

niµ− λi
+

1

µ
. (2)

Thus, the average turnaround time of all application requests
generated within the entire region is:

t =

∑B
i=1(λits,i)∑B
i=1 λi

. (3)

Besides, for the queueing system to be stable at bi, we must
have niµ− λi > 0. Let

nmini = bλi/µc+ 1,∀i = 1, 2, · · · , B. (4)

Here, nmini is the minimal number of servers that must be
allocated to edge cloud bi.
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Fig. 2. Average turnaround time with respect to the number of servers.

The optimization problem can be formulated as follows:

minimize
ni,∀i=1,··· ,B

t

subject to ni ≥ nmini ,∀i = 1, . . . , B.
B∑
i=1

ni = N.

Equations (1), (2), and (3).

The complexity of the above optimization problem lies in the
following aspects. First, it is an Integer Programming problem
with an exponentially large solution search space; these kinds
of problems are generally NP-Hard. Second, the closed-form
expression of the objective function is quite complex, resulting
from the complexity of the Erlang C formula; the fact that
C(ni, λi/µ) involves factorial and exponentiation operations
on the solution variables (ni’s) makes various relaxation-based
convex optimization techniques inapplicable here.

It is intuitive and easy to verify that when the application
request arrival rates at the BSs are equal to each other, the
server allocations at the BSs should be balanced. In other
words, the number of servers at one location will not differ
from that at another location by more than 1. The balanced
server allocation for the case with equal request arrival rates
has been verified in our previous works [24]–[26].

Next, we consider the general case where the request arrival
rates at the BSs are not necessarily equal to each other. For
each queue at each edge cloud to be stable, the number of
servers deployed at bi should satisfy the following constraint,

ni ≥ nmini = bλi/µc+ 1,∀i = 1, 2, · · · , B. (5)

We must have N ≥
∑B
i=1 n

min
i . Any valid server allocation

plan should allocate at least nmini servers at bi. Thus, the server
allocation problem becomes how to allocate the remaining N−∑B
i=1 n

min
i servers to the B edge clouds.

IV. ALGORITHM LWRTF

We design a Largest Weighted Reduction Time First
(LWRTF) strategy to assign the remaining servers to the edge
clouds one by one. Our design is motivated by how the average
turnaround time changes with respect to the number of servers
in a multi-server queueing system, as shown in Fig. 2. In

Algorithm LWRTF
Require: N : the total number of servers; B: the number

of BSs; te: application request’s average execution time;
mi: the number of applicaiton requests at bi, ∀λi, i =
1, · · · , B, during time period T .

Ensure: n = (n1, · · · , nB): the server allocation vector.
1: µ = 1/te;
2: λi = mi/T ;
3: for i = 1, · · · , B do
4: nmini = bλi/µc+ 1;
5: ni = nmini ;
6: Calculate ∆ts,i according to Equation (6);
7: if N <

∑B
i=1 n

min
i then

8: return null;
9: for j = 1, · · · , N −

∑B
i=1 n

min
i do

10: idx = argmax
i
{λi∆ts,i|i = 1, · · · , B};

11: nidx = nidx + 1;
12: Update ∆ts,idx according to Equation (6) with updated

nidx;
13: return n;

Fig. 2, we set µ = 1 and λ = 10. When we have 10
servers, the system is unstable, i.e., the average turnaround
time is infinite. For the queueing system to be stable, we
should have at least 11 servers. When the number of servers
is small, adding one server will result in a large reduction in
the average turnaround time. When the number of servers is
large, the average turnaround time will be already close to
1, and adding more servers will provide minimal reduction
in the average turnaround time. This indicates that when we
consider allocating servers to the edge clouds, we should take
into consideration the amount of reduction in the average
turnaround time. Intuitively, we should allocate our next server
to the edge cloud that can achieve a large reduction in the
average turnaround time. For the M/M/c queueing system at
bi, adding one server to the system will reduce the average
turnaround time. The reduction time can be calculated as
follows:

∆ts,i =
C(ni, λi/µ)

niµ− λi
− C(ni + 1, λi/µ)

(ni + 1)µ− λi
. (6)

Besides, different edge clouds have different request arrival
rates, λi’s. A larger λi will have a more significant influence on
the overall average turnaround time given the same amount of
reduction in the average turnaround time. Thus, our strategy is
to assign the server to the edge cloud with the largest λi∆ts,i
value among all the edge clouds.

The detailed procedures are described in Algorithm
LWRTF. The algorithm will first assign nmini servers to edge
cloud bi, and calculate ∆ts,i in a for loop (lines 3 to 6). The
algorithm returns null if it finds the input invalid (line 7).
Line 10 gets the index of the edge cloud with the largest
weighted reduction time. Line 11 assigns the next server to
the corresponding edge cloud. Line 12 updates the reduction
time after the server has been assigned to the edge cloud.
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Algorithm Proportional
Require: N : the total number of servers; B: the number

of BSs; te: application request’s average execution time;
mi: the number of applicaiton requests at bi, ∀λi, i =
1, · · · , B, during time period T .

Ensure: n = (n1, · · · , nB): the server allocation vector.
1: µ = 1/te;
2: λi = mi/T ;
3: for i = 1, · · · , B do
4: nmini = bλi/µc+ 1;
5: ni = nmini ;
6: if N <

∑B
i=1 n

min
i then

7: return null;
8: for j = 1, · · · , N −

∑B
i=1 n

min
i do

9: idx = argmax
i
{λiN/(

∑B
i=1 λi)− ni|i = 1, · · · , B};

10: nidx = nidx + 1;
11: return n;

After all the remaining servers have been assigned, the server
allocation vector, n will be returned.

It is worth noting that when the application request arrival
rates, λi’s are equal to each other, Algorithm LWRTF will also
generate a balanced server allocation, which is the optimal
solution for this special case. This demonstrates that Algorithm
LWRTF is applicable to both special cases and general cases.

V. COMPARING HEURISTICS

In this section, we explore other reasonable heuristic al-
gorithms that also try to minimize the average turnaround
time for all applicaiton requests. All the heuristics will first
allocate nmini servers to the ith edge cloud. After that, they
use different methods to assign the remaining N −

∑B
i n

min
i

servers to the selected edge clouds one by one.
Algorithm Proportional: This algorithm tries to achieve a

server allocation where the number of servers of edge clouds
are proportional to their request arrival rates. That is, ni should
be close to λiN/(

∑B
i=1 λi). The algorithm will assign the next

server to the edge cloud with the largest λiN/(
∑B
i=1 λi)−ni

value among all edge clouds. The details of the algorithms are
presented in Algorithm Proportional.

Algorithm Largest Server Shortage Severeness First
(LSSSF): The server shortage severeness of an edge cloud is
defined as 1/(niµ−λi). This algorithm assigns the next server
to the edge cloud with the largest 1/(niµ− λi) value among
all edge clouds. The intuition is to assign the next server to the
edge cloud that has the severest shortage of servers. Algorithm
LSSSF only needs to replace line 9 in Algorithm Proportional
with “idx = argmax

i
{1/(niµ− λi)|i = 1, · · · , B};”.

Algorithm Largest Weighted Server Shortage Severeness
First (LWSSSF): This method adds the weight λi to the server
shortage severeness. It assigns the next server to the edge
cloud with the largest λi/(niµ − λi) value among all edge
clouds. Algorithm LWSSSF only needs to replace line 9

in Algorithm Proportional with “idx = argmax
i
{λi/(niµ −

λi)|i = 1, · · · , B};”.
Algorithm Largest Reduction Time First (LRTF): This

method is the simpler case of Algorithm LWRTF. It assigns
the next server to the edge cloud with the largest ∆ts,i value
among all edge clouds. Algorithm LRTF only needs to repace
line 10 in Algorithm LWRTF with “idx = argmax

i
{∆ts,i|i =

1, · · · , B};”.

VI. EVALUATIONS

A. Numerical Comparisons Among Different Server Alloca-
tion Algorithms

In this subsection, we use numerical results from queueing
theory to verify that Algorithm LWRTF acheives the best
performances in terms of minimizing the average turnaround
time compared to other reasonably designed heuristics.

In the first numerical comparison setting, we let µ = 1 and
B = 8. We randomly generate floating point λi values within
the range of [1, 10). In our second comparison setting, we let
µ = 0.1 and B = 8. We randomly generate floating point
λi values within the range of [0.1, 1). In both settings, we
generate the total numbers of servers in the following way.
For a given request arrival rate vector λ = (λ1, · · · , λB),
we vary the number of servers, N , within the range of
[d1.2

∑B
i=1 n

min
i e, 2

∑B
i=1 n

min
i ], with a step size of 2. We

start with d1.2
∑B
i=1 n

min
i e, instead of

∑B
i=1 n

min
i , because

doing so can avoid the cases where all the algorithms generate
the same server allocation with very large average turnaround
time, making their comparisons in other configurations hard
to be observed.

Fig. 3 shows the results for the first comparison setting.
Fig. 3(a), Fig. 3(b), and Fig. 3(c) show the comparisons with
request arrival rate vectors of λ1

a, λ1
b , and λ1

c , respectively,
where λ1

a = (7.82, 7.21, 8.05, 3.96, 3.46, 4.70, 4.98, 6.54),
λ1
b = (3.90, 2.32, 2.06, 7.82, 1.35, 1.51, 3.13, 6.84), and λ1

c =
(4.15, 2.05, 1.25, 9.54, 2.78, 8.91, 1.81, 5.44). The variances
of λ1

a, λ1
b , and λ1

c are 2.80, 5.27, and 9.08, respectively. λ1
a,

λ1
b , and λ1

c represent the cases with a relatively low variance,
medium variance, and large variance, respectively.

Fig. 4 shows the results for the second comparison setting.
Fig. 4(a), Fig. 4(b), and Fig. 4(c) show the comparisons with
request arrival rate vectors of λ2

a, λ2
b , and λ2

c , respectively,
where λ2

a = (0.53, 0.83, 0.61, 0.96, 0.79, 0.32, 0.55, 0.89),
λ2
b = (0.28, 0.90, 0.70, 0.14, 0.17, 0.46, 0.39, 0.68), and λ2

c =
(0.22, 0.28, 0.17, 0.65, 0.96, 0.12, 0.98, 0.79). The variances
of λ2

a, λ2
b , and λ2

c are 0.0413, 0.0654, and 0.1156, respectively.
λ2
a, λ2

b , and λ2
c represent the cases with a relatively low

variance, medium variance, and large variance, respectively.
All the numbers reported here have been trimmed without

affecting meaningful comparisons. According to the results,
generally, when the relative variance of λ is small, all the algo-
rithms have close performances. The performance differences
among the algorithms become clearer when the variance of λ
increases. In all evaluated configurations, not all of which have
been included in the paper, Algorithm LWRTF results in the
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Fig. 3. Average turnaround time comparisons among the five heuristic algorithms (first comparison setting).
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Fig. 4. Average turnaround time comparisons among the five heuristic algorithms (second comparison setting).

most stable performances and always achieves the minimum
average turnaround time.

B. Validation for the Simulation Based Approach

In this subsection, we validate the accuracy of the CloudSim
Plus [22] simulation platform. CloudSim Plus, an indepen-
dent fork of CloudSim [27], is a discrete-event simulation
tool designed for modeling and simulating cloud computing
infrastructures and services. It defines many classes/interfaces
for entities in the cloud computing environments, including
Datacenter, Host, Vm, and Cloudlet (the interface/class that
corresponds to an application request). It also defines the
interfaces/classes for common concepts/techniques used in
cloud computing, such as CloudInformationServices (serving
as a registry of all resources in a cloud), DatacenterBroker
(acting as a cloud customer that accepts application requests
and submits them to the cloud), VmAllocationPolicy (used
by the data center to allocate hosts for VMs), VmSchedul-
ingPolicy (defining how a host schedules the VMs assigned
to it), CloudletScheduler (defining how a VM schedules the
cloudlets, i.e., application requests, assigned to the VM),
etc. For most Java interfaces, the simulation tool provides
some basic implemtations, and makes implementations of
customized classes quite convenient. The simulation tool can
also be easily tweaked and modified to provide high-fidelity
simulations for edge computing.

To validate the accuracy of the CloudSim Plus simulation
tool, we first generate random sets of application requests. The
application requests are expected to have an average execution
time of 10 seconds. Equivalently, the average departure rate

of the requests when executed on a server is expected to
be µ = 0.1 (tasks/second). In other words, every second, it
is expected that a server can finish 0.1 application requests.
Notice that the actual average execution time and average
departure rate of the reqeusts may slightly differ from the
expected values, since the requests are randomly generated.
We consider a time period of T = 1000 seconds. We
conduct four groups of comparsions between the results from
numerical methods and the simulations. We vary the numbers
of requests as 350, 450, 550, and 650 in these four groups,
respectively. Correspondingly, the request arrival rates for the
four groups are λ1 = 0.35, λ2 = 0.45, λ3 = 0.55, and
λ4 = 0.65, respectively. In each comparison group, we vary
the number of servers that execute the requests. We consider 5
numbers of servers starting from dλi/µe+ 1. Having smaller
numbers of servers, for example, dλi/µe, will tend to make the
queueing system unstable and result in very high turnaround
time, which is not practal in the real world. For a specific
scenario with a given set of random requests and the given
number of servers, we first calculate the average turnaround
time using the numerical method, i.e., using Equation (2), and
then derive the average turnaround time through CloudSim
Plus simulations.

The comparisons between numerical and simulation results
are presented in Table II. We can tell from the table that, in
most comparison scenarios (except for a few rare scenarios
when the number of servers is too small), the numerical
results and the simulation results are very close. We briefly
touch upon some potential reasons for the differences between
the numerical and simulation results. First, queueing theory
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TABLE II
COMPARISONS BETWEEN NUMERICAL AND SIMULATION RESULTS

λ1 = 0.35

number of servers 5 6 7 8 9
average turnaround time (numerical) 12.29 10.58 10.11 9.97 9.93
average turnaround time (simulation) 11.03 10.30 10.06 9.98 9.94
|simulation - numerical|/numerical 10.25% 2.65% 0.49% 0.10% 0.10%

λ2 = 0.45

number of servers 6 7 8 9 10
average turnaround time (numerical) 13.08 11.00 10.40 10.20 10.12
average turnaround time (simulation) 13.08 10.94 10.37 10.18 10.11
|simulation - numerical|/numerical 0.00% 0.55% 0.29% 0.20% 0.10%

λ3 = 0.55

number of servers 7 8 9 10 11
average turnaround time (numerical) 12.80 10.88 10.28 10.06 9.98
average turnaround time (simulation) 12.87 10.84 10.29 10.07 9.97
|simulation - numerical|/numerical 0.55% 0.38% 0.10% 0.10% 0.10%

λ4 = 0.65

number of servers 8 9 10 11 12
average turnaround time (numerical) 13.52 11.26 10.54 10.26 10.15
average turnaround time (simulation) 12.64 11.09 10.52 10.27 10.16
|simulation - numerical|/numerical 6.51% 1.51% 0.19% 0.10% 0.10%

characterizes a system with an infinite time length, assuming
that there will be an infinite number of requests coming and
leaving all the time, which is different from the CloudSim
Plus simulation, where we only consider one time period with
duration T = 1000 seconds. We can imagine that when we
simulate multiple time periods consecutively, the interferences
between different time periods will come into play and bring
the simulation results closer to the numerical results. Second,
queueing theory assumes that te = 1/µ strictly follows the
exponential distribution and λi’s strictly follow the Poison
distribution, while a specific set of requests, though randomly
generated, will not follow these distributions perfectly. Despite
these obvious reasons that may result in differences between
the numerical results and simulations results, they are actually
very close, as we can tell from the table. In most of the
scenarios, the difference between the numerical and simulation
results differ by less then 1%. This validates the reliability
and accuracy of the simulation platform, and justifies using
CloudSim Plus simulations to evaluate various server alloca-
tion algorithms.

C. Simulation Comparisons Among Different Server Alloca-
tion Algorithms

In this subsection, we use CloudSim Plus simulations to
compare different server allocation algorithms. We design the
simulation settings as follows. The number of BSs is B = 8.
The average execution time of all requests is te = 10 seconds.
Equivalently, µ = 0.1. For CloudSim Plus simulations, we
consider a time period of T = 1000 seconds. During this time
period, the vector of the numbers of requests generated within
the 8 user areas is: (150, 250, 400, 500, 550, 600, 900, 1000).
We have sorted the numbers of requests in the ascending
order, since it will not affect the simulation results in any
way. We can then calculate the request arrival rate vec-
tor as λ = (0.15, 0.25, 0.4, 0.5, 0.55, 0.6, 0.9, 1.0). We have∑8
i=1 λi/µ = 43.5. Thus, the absolute minimum number of

servers needed is 44. In the real world, if the number of
available servers is small, i.e., too close to 44, the edge cloud
will tend to become overloaded and unstable, according to
the results from queueing theory. We consider four scenarios

where the numbers of servers are N = 55, 60, 65, and 70,
respectively.

With the values for µ, λ, and N , we can derive the server
allocation plans using the 5 heuristic algorithms. Then, we use
each of the server allocation plans to run the CloudSim Plus
simulation and derive the simulated average turnaround time.
For the given request set, the average execution time is the
same for different heurisitics. To clearly see the differences
among the different algorithms, we compare the average
waiting time (which is equal to the average turnaround time
minus the average execution time) of different algorithms.

The comparison results for the 4 scenarios are presented in
Fig. 5. When the number of servers is comparatively small
(Fig. 5(a) and Fig. 5(b)), the server allocations are not that
flexible because we need to allocate an enough number of
servers to each cloud to make the edge clouds stable. In
these cases, most of the heuristics can arrive at the best
server allocation and they achieve similar average turnaround
time; still, some algorithms (for example, Algorithm LSSSF
in Fig. 5(a) and Algorithm Proportional in Fig. 5(b)) may
not be able to achieve the minimum average turnaround time.
When the number of servers is large, all algorithms have more
room to explore for a better server allocation. However, all
the other heuristic algorithms are not stable, and may arrive
at very large average waiting times when a much smaller
average waiting time is possible. Nevertheless, Algorithm
LWRTF always achieves the optimal average waiting time,
and thus, the optimal average turnaround time. The results are
consistent with that of Section VI-A. We can conclude that
Algorithm LWRTF is superior to other reasonably designed
heuristic algorithms and achieves near-optimal performances
in minimizing average turnaround time for all the application
requests.

VII. CONCLUSION AND FUTURE WORK

In this paper, we consider the server allocation problem
in edge computing. We design the Largest Weighted Reduc-
tion Time First (LWRTF) algorithm to generate the server
allocation plan. Extensive evaluations by both the numerical
method and the simulation approach verify that it achieves
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Fig. 5. Average waiting comparison among the five heuristic algorithms using
CloudSim Plus simulations.

the minimum average turnaround time compared to other
reasonably designed heuristics.

We plan to conduct future work in the following directions.
First, the applicaiton request model can be extended. For ex-
ample, each application request may require multiple process-
ing units and each server can have multiple processing units.
Second, the communication delays between the mobile users
and the edge clouds can be taken into consideration. Third,
more practical system models for the edge clouds should be
explored; these include queueing network, as compared to
separate queueing systems used in our current study, and time-
shared queueing model, where the processing power of the
servers can be time-shared for all arriving requests.
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Abstract— In real-world datasets missing values are so 
common. Most Machine Learning algorithms won’t work with 
missing values, and so they should be handled before training the 
model. It is a common practice to impute the missing values with 
central tendencies (Mean, Median, Mode), but choosing a 
particular one among them is not an easy choice to make. This 
paper analyzes the impact of using each central tendency for 
different distributions of data. Skewness and the presence of 
outliers are considered for selecting the data for analysis. Certain 
presumptions have been made before the examination, and 
performance metrics such as accuracy, AUC-ROC, precision, 
recall, and F1 score are analyzed to prove/disprove the 
assumptions.  

Keywords— missing values, imputation, central tendency, 
incomplete data, classification, data preprocessing, machine 
learning 

 

1. Introduction 
Real-world data may have more missing values compared to 

the processed data available in machine learning repositories. In 
Machine Learning, handling missing values is vital, and it has 
an excellent chance of impacting the model’s performance. 
Hence, analyzing the performance for different values becomes 
extremely necessary.  

In this paper, we have analyzed the performance of 
classification models on imputing with different central 
tendencies. The analysis is made on two categories: skewness of 
the data and presence of outliers. Considering skewness, data 
that is highly skewed with zero and right-skewed are analyzed. 
Considering outliers, data with outliers on both sides of the 
boxplot’s whiskers and few outliers are analyzed. Certain 
assumptions have been made for these categories, and they are 
checked for truthness. 

2. Handling missing values 
There are several reasons like a failure in recording the data 

and data corruption, due to which the data gets lost. Missing data 
handling is crucial to keep up the representativeness of the 
sample. If left untreated, the missing values can have a severe 

impact on the analysis. Moreover, the datasets should be 
preprocessed to fit the machine learning algorithms.  

There are three main approaches to dealing with missing 
values: Imputation, Omission, and Analysis.  

2.1  Imputation is filling the missing value with some value that 
makes sense, mostly a central tendency. Features with 
continuous numeric data can be imputed with the mean, 
mode, or median and categorical data can be imputed with 
the mode or median of the data available.  

Pros:  
 Imputation comes in handy when the dataset is 

small and implementation is straightforward.  
 Data is not lost when compared to the other 

handling methods.  
   Cons: 

 Imputation can cause a leakage of data  
 It can add bias and variance due to the 

approximations. 
2.2  Omission is the process of removing the observations with 

the missing value from the dataset. It is one of the most used 
methods to treat null values. Two techniques of omission 
are – Listwise deletion and Pairwise deletion. If there is at 
least one value missing in the listwise deletion technique, 
that record is dropped, and the model is run on record with 
a complete set of values. Whereas in pairwise deletion, the 
record is not deleted completely, and instead, the omission 
is based on the values included in the analysis.  

Pros: 
 Omission of missing data builds an accurate and 

robust model. 
Cons: 

 Data and Information loss 
 Cannot use this method when the missing value 

percentage is high. 
2.3   Analysis is the process of using predictive modelling 

techniques to predict the missing value for the records. 
Analysis can help in building a more accurate model. 
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Pros: 
 Creating a predictive model is not required for each 

attribute with a missing value. 
Cons: 

 The analysis method is time-consuming.  
 Imputation is a crucial method to analyze further because it’s 
not time-consuming and easy to implement. In this paper, we 
will examine the impact of imputing the missing values with 
each central tendency. 

 

2. Assumptions 
 Considering the fact that the range of the data and outliers 
will have an impact on the mean and median, certain 
assumptions have been made. They are: 

Zero skewed data – Missing values in data that is highly 
skewed with the presence of zero must be imputed with zero 
(median and mode). For example, a dataset containing school 
students’ information will have zero as the income column’s 
value in most records. But a group of competent students 
working on sponsored projects may get a stipend, and it changes 
the mean of the record. If any record is missing, we can assume 
that the student is not earning and impute with zero.  

Right skewed data – Missing values in skewed data should not 
be imputed with mean. If the data’s tail has a large difference 
with the peak, the data’s mean will be significantly impacted. 
Hence, it would not be a better choice to impute the missing 
values. 

With outliers – Same as skewed data, data’s mean is not 
immune to outliers’ presence. To reduce the impact of an outlier, 
we can remove it before calculating the mean. But in data with 
a sizable number of records outside the whiskers of a box plot, 
we must account for the outliers to make a decision. In that case, 
imputing the missing values with mean is not a better choice. 

Without/few outliers – Data with most of the values between 
the boxplot’s whiskers will have an almost similar value for the 
central tendencies. Hence, every central tendency will be giving 
similar results. 

3. Experiment setup 
 Python project with minimal human intervention is used to 
make the analysis. It reduces manual errors, which may impact 
the results of the study. The project was designed to take dataset 
and input file as input, and perform analysis and return the 
results in a compressed file. The processes performed were also 
automatically documented for analyzing the results later. 

 
Fig. 1. Experiment setup 

   

 The primary analysis script will be reading the user(our) 
inputs to perform the analysis. The input file will contain 
particulars such as dataset file name and information about the 
dataset required to train the machine learning model. Then the 
primary analysis script will call read/write script to read the 
dataset. The pandas dataframe created from the data will then be 
sent to the data transformation script to perform analysis and 
imputation. This script will perform on-hot encoding, label 
encoding, scaling, and imputation based on the input file. Three 
dataframes, each with mean, median, and mode imputed, will be 
created at this stage to study the performance.  

 Three dataframes will be passed to the model evaluation 
script, where various machine learning models will be trained, 
and their metrics are captured. All three dataframes are trained 
with RandomForest, LogisticRegression, K nearest neighbors, 
and State Vector Machine algorithms. Training and evaluating 
the data with these different algorithms, each using distinct 
methods for prediction, will help us understand which central 
tendency has better performance on which algorithm. 
Evaluation metrics such as Accuracy, AUC-ROC score, 
precision, recall, and F1 score are captured for every trained 
model. Analyzing all of these parameters will give us a clear idea 
about the impact of each central tendency.  

 Dataframes are split into train and test set using the Stratified 
shuffle split, and the same is used to perform the cross-fold 
validation of 10. Stratified shuffle split will ensure that both train 
and test set contains the same amount of distribution of the 
imputed feature, and it ensures that the same amount of imputed 
records are found in both train and test set. The same is used to 
generate ten different train and test sets to recreate the cross-
validation function[3]. Using ten-fold cross-validation will 
ensure that captured results are not particular to one set of 
records. It will help us get more data on the performance for the 
analysis. 

 Evaluation metrics will then be passed to the presenting 
evaluation script through the read/write script. This script will 
document the analysis results and then plot the results using the 
matplotlib library for comparison. The plotted graphs, steps 
performed, and input files are then packaged and compressed for 
later analysis.  

 This experimental setup is designed to impute given the 
feature and perform analysis on the classification models. With 
a little tweaking, this setup can be used to perform analysis on 
regression models too. Besides, it can also be modified to train 
data on various algorithms and return the best algorithm and the 
trained model, like GridsearchCV and RandomsearchCV.  

4. Dataset used 
 A dataset containing features will all the features mentioned 
above is hard to find. So, we decided to use two different 
datasets to analyze all required distributions. They are Census 
income data and Heart disease data.  

 Census income data contains all required distributions but 
the data without outliers. This data had some missing values on 
features that we are not analyzing. It being a large dataset, 
dropping those records didn’t lead to much data loss. If we could 
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follow the same for every missing value in reality, this analysis 
would not have been needed. Unfortunately, we could come 
across a dataset where we can’t afford to lose even a single 
record. So it becomes necessary to proceed with this research. 
To analyze the data without outlier, we have used heart disease 
data, which has a feature with only one value away from the 
whisker of the boxplot. 

 

 
Fig. 2. Analysis performed 

 

 Since these datasets don’t contain missing values on the 
required features, we have randomly removed the available 
values to create missing values. 5% of the data is removed to 
make a good impact when imputation is analyzed. When 
analyzing each feature, we ensured that other features are not 
touched to ensure results are independent of other factors.  

 

5. Analysis 
 Data identified has undergone an initial analysis to identify 
nominal and ordinal categorical features and numerical features. 
This information was included in the input text file for the 
primary analysis script to understand and analyze. The packaged 
results are then evaluated to get the below results.  

Zero skewed data 

 In the census income dataset, capital gain and capital loss 
features have more than 75% of the values as zero. It can be seen 
at histogram and violin plot that most of the values of these fields 
are skewed near zero. For this kind of dataset, mode and median 
will be the same(zero), and we can see that the mean is far away 
from zero. In this kind of dataset, we can’t use IQR to detect the 
outliers because both the 25th  and 75th quartile values will be 
zero, so the IQR will also be zero. So we can’t consider the 
results of this data for outliers, and we can consider it only for 
skewness. 

 
Fig. 3. Zero skewed distribution  

 

 According to the mean and standard deviation of the cross-
validation (Table 1), the analysis results show only a minor 
difference in different central tendencies’ performance. 
Imputing mean gives slightly less accuracy compared to others. 
But other metrics such as AUC-ROC, precision, recall, and F1 
are better for imputing with mean. This dataset being 
unbalanced, we have to rely upon the latter metrics to select a 
better performing model. Contradictory to our assumption, the 
mean gives comparatively better results for zero skewed 
distribution. The results of KNN are deviating from the results 
of other models, which should be further analyzed to get a clear 
picture.  

 
Fig. 4 a). Zero-skewed accuracy(capital_gain) 

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 190



 
Fig. 4 b). Zero-skewed AUC(capital_gain) 

 But analyzing all the results of cross-validation gives a 
different picture. Some better-performing datasets show better 
results on imputing with mean than the median. In most cases, 
imputing with mean gives better results, i.e., looking at the 
boxplot’s percentile lines shows that the mean’s median is 
higher.  

Right skewed data 

 In the census income dataset, the fnlwgt feature is right-
skewed, with most of its value peaking on the left side. It can be 
seen at histogram and violin plot that there are many values 
outside the whiskers. So we can consider the results of this data 
for both outliers and skewness. 

 
Fig. 5. Right skewed distribution  

 
Fig. 6 a). Right skewed accuracy 

 

 
Fig. 6 b). Right skewed AUC 

 Considering both the mean of the results (Table 2) and the 
distribution of the results for each cross-validation (Fig. 6), there 
is no clear evidence that any central tendencies have precedence 
over the other. The impact of skewness should be analyzed 
further to get a clear understanding.  

With Outliers  

 In the census income dataset, hours per week have many 
outliers. From the boxplot, we can see that outliers are present 
at both sides of the whiskers, with a peak around the median. For 
this feature, the mode and median will be the same.  

 Except for the Random Forest, all other algorithms provide 
more or less the same results for mean and median. It’s due to 
the fact that there is no significant difference between both’s 
values. Having the same mode and median, with skewness of 
both sides, made mean to be close to mode. Comparing both, 
mode gives a better performance in this feature, which proves 
our assumption. 
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Fig. 7. With outlier - distribution  

 
Fig. 8 a). With outlier accuracy 

 
Fig. 8 b). With outlier AUC 

Without/few outliers 

 In the heart disease dataset, thalach has only one outlier. 
Since it’s not so distant from the whisker, it can be included in 
the analysis. From the histogram and boxplot, we can see that 
most of the values are peaked around the median. 

 
Fig. 9. Without outlier - distribution  

 In most cases,  mode gives a better performance in this 
feature. If we closely look at Table 4, the mode offers better 
accuracy and AUC performance, and the same was reflected 
in the boxplot. In most algorithms, mode gave good results 
on the validation dataset that produced underperforming 
models. The percentile lines of the boxplots also support our 
claim that mode provides better performance. Contradictory 
to our assumption, not all central tendencies have near 
values, so they impacted the performance. 

 

 

Fig. 10 a). Without outlier accuracy 
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Fig. 10 b). Without outlier AUC 

 

 

 

 

 

 

6. Future works 
 We may have to consider the importance of a feature in the 
prediction to get an exact picture of the impact of imputation. 
Hence, we will perform the same analysis on the features with 
high importance for modelling.  

 Results are varying for different algorithms, and so we 
should analyze the impact of imputation on algorithms. The 
importance of features must be taken into account to get precise 
results. 

 

Algorithm  Imputation ACC_Mean ACC_STD AUC_Mean AUC_STD Prec_Mean Prec_STD Recall_Mean Recall_STD F1_Mean F1_STD 

KNeighbors Mean 0.826029 0.004789 0.749289 0.005651 0.869154 0.003877 0.903614 0.003752 0.886047 0.003483 

KNeighbors Median 0.826161 0.00452 0.749531 0.005495 0.869288 0.003773 0.903639 0.003548 0.886128 0.003277 

LogisticRegression Mean 0.845388 0.003888 0.76601 0.005723 0.875002 0.005061 0.925723 0.003774 0.899634 0.002736 

LogisticRegression Median 0.844857 0.003496 0.765433 0.005002 0.874759 0.004815 0.925234 0.003533 0.899275 0.002529 

RandomForest Mean 0.847943 0.003324 0.775032 0.005331 0.880737 0.004164 0.92168 0.002029 0.900738 0.002412 

RandomForest Median 0.847528 0.003271 0.774995 0.00515 0.880868 0.003774 0.920857 0.002856 0.900412 0.002446 

StateVector Mean 0.848225 0.004066 0.761823 0.005876 0.871153 0.005051 0.935643 0.002988 0.902236 0.002888 

StateVector Median 0.848142 0.003866 0.761674 0.00538 0.871076 0.004773 0.935621 0.003172 0.902185 0.00278 

Table 1 - Zero skewed distribution 

Algorithm  Imputation ACC _Mean ACC _STD AUC_Mean AUC_STD Prec _Mean Prec_STD Recall_Mean Recall_STD F1_Mean F1_STD 

KNeighbors Mean 0.827538 0.005323 0.749617 0.004599 0.871245 0.004133 0.904267 0.005802 0.887439 0.003989 

KNeighbors Median 0.828334 0.00519 0.750866 0.004352 0.871883 0.004064 0.904623 0.00593 0.88794 0.003901 

KNeighbors Mode 0.828666 0.00462 0.750616 0.004103 0.871611 0.004092 0.905529 0.005596 0.888233 0.003514 

LogisticRegression Mean 0.851261 0.002878 0.772066 0.002619 0.879734 0.002979 0.929224 0.003864 0.903794 0.002264 

LogisticRegression Median 0.851277 0.002912 0.772099 0.002655 0.879752 0.002982 0.929224 0.00386 0.903804 0.002281 

LogisticRegression Mode 0.851277 0.002876 0.772033 0.002693 0.879704 0.003025 0.92929 0.003767 0.903811 0.002254 

RandomForest Mean 0.855574 0.004416 0.785735 0.004519 0.888152 0.003579 0.924317 0.004417 0.905868 0.003284 

RandomForest Median 0.855939 0.003623 0.786098 0.004477 0.888307 0.003338 0.924673 0.003614 0.90612 0.002706 

RandomForest Mode 0.855358 0.003951 0.785171 0.004313 0.887811 0.003473 0.924456 0.003974 0.905757 0.002914 

StateVector Mean 0.854048 0.002759 0.767686 0.00425 0.875812 0.003587 0.939064 0.003348 0.906327 0.002062 

StateVector Median 0.854015 0.002685 0.767663 0.004201 0.875807 0.003528 0.93902 0.003307 0.906304 0.002013 

StateVector Mode 0.854147 0.002694 0.767706 0.004229 0.875797 0.003511 0.939241 0.003296 0.906402 0.002001 

Table 2 - Right skewed distribution 
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Algorithm  Imputation ACC _Mean ACC _STD AUC_Mean AUC_STD Prec_Mean Prec_STD Recall_Mean Recall_STD F1_Mean F1_STD 

KNeighbors Mean 0.825498 0.003331 0.745612 0.005578 0.868682 0.003273 0.90448 0.002974 0.886215 0.002376 

KNeighbors Median 0.825448 0.003285 0.745402 0.005415 0.868549 0.003286 0.904589 0.003049 0.886198 0.00238 

LogisticRegression Mean 0.847047 0.005758 0.766395 0.007155 0.876656 0.00449 0.926819 0.004359 0.901036 0.003995 

LogisticRegression Median 0.847047 0.005673 0.76644 0.006994 0.876687 0.00443 0.926774 0.004323 0.901031 0.003949 
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RandomForest Median 0.851327 0.004425 0.777812 0.007425 0.883423 0.005339 0.924095 0.003109 0.903289 0.002922 

StateVector Mean 0.848656 0.005565 0.759581 0.00923 0.871477 0.005287 0.936733 0.003774 0.902918 0.003662 

StateVector Median 0.848573 0.005574 0.759592 0.009248 0.87151 0.005281 0.936556 0.003756 0.902854 0.003664 

Table 3 With Outliers 

Algorithm  Imputation ACC _Mean ACC _STD AUC_Mean AUC_STD Prec_Mean Prec_STD Recall_Mean Recall_STD F1_Mean F1_STD 

KNeighbors Mean 0.822951 0.065901 0.819501 0.064079 0.830553 0.060696 0.861142 0.072488 0.84353 0.055243 

KNeighbors Median 0.822951 0.065901 0.819501 0.064079 0.830553 0.060696 0.861142 0.072488 0.84353 0.055243 

KNeighbors Mode 0.819672 0.065163 0.816189 0.064061 0.828077 0.061399 0.858365 0.069722 0.840908 0.053996 

LogisticRegression Mean 0.836066 0.045194 0.830861 0.040512 0.824994 0.055417 0.894316 0.06515 0.856254 0.044756 

LogisticRegression Median 0.837705 0.048326 0.832713 0.04454 0.827683 0.060136 0.894316 0.06515 0.857618 0.047056 

LogisticRegression Mode 0.842623 0.043497 0.837354 0.040825 0.829407 0.058538 0.903597 0.055681 0.862979 0.04116 

RandomForest Mean 0.818033 0.046048 0.81685 0.04227 0.827836 0.065187 0.854784 0.069337 0.837726 0.042527 

RandomForest Median 0.818033 0.039786 0.816376 0.036668 0.827872 0.065738 0.853836 0.061262 0.837527 0.037765 

RandomForest Mode 0.818033 0.050501 0.816667 0.049135 0.828001 0.073777 0.854239 0.0641 0.83784 0.046766 

StateVector Mean 0.837705 0.043031 0.835085 0.037624 0.831108 0.052948 0.89455 0.074184 0.858226 0.038383 

StateVector Median 0.837705 0.043031 0.835085 0.037624 0.831108 0.052948 0.89455 0.074184 0.858226 0.038383 

StateVector Mode 0.842623 0.041602 0.840512 0.034764 0.837647 0.049863 0.89455 0.074184 0.861859 0.037768 

Table 4 Without Outliers 
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Abstract—Wearing a mask is a requirement in the Covid-19 
pandemic for the general public. While it is one of the several 
must-do actions to prevent forward spread in the Covid-19 
infections, at the same time, the effect of wearing a mask in naïve 
face recognition systems have shown lower system performance 
in several cases and conditions. Simultaneously, only a handful 
of research studies have focused on a non-medical face mask 
with realistic images data set. This research proposed a new data 
set of realistic fabric face mask data set to be evaluated using 
surface curvature and gray level co-occurrence matrix 
(GLCM). The classification applied support vector machine 
(SVM). One hundred seventy-six images in the data set were 
analyzed with various properties, resulting in several 
experiments. The experiments’ parameters were color 

properties, approaches in surface curvature, i.e., Gaussian, 
mean and principal curvature, angle and distance in GLCM, 
GLCM properties, i.e., contrast, homogeneity, correlation and 
energy, also kernel functions in SVM. The best accuracy result, 
87.5%, was derived from the combinations of these parameters. 
This research also improved the running time of the recognition 
process while maintaining the system’s performance.    

Keywords—Covid-19, face mask recognition, gray level co-
occurrence matrix, support vector machine, surface curvature 

I. INTRODUCTION AND MOTIVATION 

Covid-19 is a contagious disease caused by a new strain of 
the coronavirus. The indications can include fever, cough, 
shortness of breath. In difficult situations, it can induce 
pneumonia and breathing complications. Close contact with 
respiratory droplets of an infected individual spreads the virus. 
Touching surfaces contaminated with the virus and touching 
their eyes, nose and mouth can also infect a person [1]. The 
Covid-19 outbreak was declared as Public Health Emergency 
of International Concern (PHIC) by WHO on Jan 30, 2020. 
This statement is WHO’s most crucial alarm to unite all 
countries to take notice and take effort immediately [2]. To 
stop the spreading of the Covid-19, wearing a mask is one of 
several requirements to protect a healthy society and prevent 
forward spreads. Even in cases where visitors who do not live 
together come to a family’s house, they should wear masks if 
the physical distance cannot be maintained or when the 
home’s ventilation is in poor condition [3]. Furthermore, 
wearing a mask is needed for the general public, regardless of 
whether they have gotten two doses of Covid-19 vaccines [4].     

As the public needs to wear a mask in their daily lives, 
naïve face recognition systems have shown lower system 
performance in several cases and conditions [5,6]. This 

reduction of performance might occur due to the nose and 
mouth on the face area being covered. Although the upper half 
of the face, i.e., eyes and eyebrows, has a more considerable 
influence on the recognition performances, the lower part of 
the face, i.e., nose and mouth, if covered, still weaken the 
recognition performance [6,7]. Wearing a mask is one of the 
examples of occlusion problems in the research of face 
recognition. Other occlusion problems are wearing glasses, 
attributes such as hats and hair accessories, having a mustache, 
situations where objects covering the face’s area, pose 
variations and exceptional cases like low-resolution problems 
and blurred faces [8]. In this research, wearing a mask was 
treated as the focused problem for occlusions, and the data set 
of face mask images was created for masked face and 
barefaced images. For the part of the data set of masked face 
images, the recognition system’s input included whole 
masked face images as they were not divided into occluded or 
un-occluded areas on the face. This principle also applied for 
part of the data set of barefaced images.  

During Covid-19 pandemic global event, the number of 
research focusing on face mask challenges has been increased. 
These researches have focused on detecting whether 
individuals wear a mask in public to help authorities monitor 
and maintain safety during the Covid-19 pandemic [9-12]. 
Moreover, the number of research on identifying individuals 
while wearing a face mask has also improved significantly 
[5,13-15]. The purpose of identifying individuals while 
wearing a mask is to help the public use face recognition 
systems correctly but safely without taking off the mask. In 
[5], the performance evaluation was compared using two 
academic face recognition systems, i.e., ArcFace and 
SPhereFace and one commercial system, MegaMatcher 11.2 
SDK Neurotechnology. Multi-Task Cascaded Convolutional 
Neural Network (MTCNN) and support vector machine 
(SVM) was studied in [13]. Improvement using cosine 
distance combined with transfer learning was analyzed in [14]. 
In [15], the authors studied de-occlusion distillation for 
knowledge transfer evaluated with three synthetic and realistic 
face mask data sets.    

Contradictory with the rocketing numbers of research 
focusing on face detection and recognition during Covid-19, 
there are still very few data sets specifically designed using a 
real face mask that implements real-life situations. 
Sometimes, the data set was created with an image editing 
approach [16], and sometimes they are parts of the larger 
variations of the occlusion data set [17]. This research 
proposed creating a face mask data set containing respondents 
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wearing a real face mask with two variations of pattern and 
color of fabric or non-medical mask. The first reason behind 
choosing fabric or non-medical mask for the data set is the 
lack of fabric or non-medical face mask data set. The second 
is because the fabric face mask is recommended by WHO to 
be worn by the general public under the age of 60 and people 
who do not have underlying health conditions [3]. WHO 
recommends the medical mask to be worn by medical 
workers, people who have symptoms of Covid-19 and those 
who take care of them. WHO also recommends that medical 
masks be worn by older people (age 60 years and over) and 
people with underlying health conditions when the physical 
distancing of at least one meter cannot be achieved [18]. 
Furthermore, in the early days of the Covid-19 pandemic, the 
medical mask’s availability was prioritized for the health 
workers. As a result, the government recommends using fabric 
masks for the general public [19]. 

In addition to constructing a realistic fabric face mask data 
set, this research also studied a combination of surface 
curvature and gray level co-occurrence matrix (GLCM). Both 
work as an extractor of features. The motivation behind this 
proposed combination of methods was due to the pattern and 
color of fabric masks that suitable for using methods for 
texture analysis, such as GLCM, that operated as a statistical 
approach. Moreover, the surface curvature further enhances 
the difference of arrangements in color and intensity of spatial 
relations in images. The effect of approaches using surface 
curvature, i.e., Gaussian curvature, mean curvature and 
principal curvature, were studied along with the angle, 
distance and properties of GLCM. The property of images, 
such as color, also affects the recognition performance. This 
research further evaluated the color properties by separating 
the color components. The classification method was 
completed by support vector machine (SVM). The SVM 
kernel function’s effect was also assessed to achieve better 
recognition performance.  

This paper’s writing is settled as follows: Section I 
displays the research background and the authors’ 
motivations. Section II explains the theory behind surface 
curvature and GLCM. Section III describes the creation of the 
data set and the design of the recognition system. Section IV 
discusses the results, and Section V concludes. 

II. SURFACE CURVATURES AND GRAY LEVEL CO-
OCCURRENCE MATRIX (GLCM) 

A. Surface Curvatures 

A surface in ℝ3  is a set of points 𝑆 ⊂  ℝ3  that is two 
dimensional where each point 𝒑 ∈ 𝑆 has a neighborhood 
which can be parametrized by two coordinates [20],  

 𝒙: ℝ2 ⊇ 𝑈 → ℝ3: (𝑢, 𝑣) ↦ 𝒙(𝑢, 𝑣) (1) 

The curvature of a surface 𝑆 ⊂  ℝ3 at 𝒑 ∈ 𝑆 measures the 
rate at which S leaves the tangent plane to S at p. Several 
approaches calculating the surface curvature are Gaussian 
curvature, mean curvature and principal curvature. In a way, 
Gaussian and mean curvature can be obtained from principal 
curvature and vice versa using different approaches [21]. In 
this research, Gaussian and mean curvature were obtained first 
using the first and second fundamental form. The principal 
curvature was calculated from Gaussian and mean curvature. 

 

If 𝒙: 𝑈 → ℝ3 then the Gaussian curvature (Gc) and mean 
curvature (Mc) are calculated in (2) and (3), respectively [21]. 

 𝐺𝑐 =
𝐿𝑁−𝑀2

𝐸𝐺−𝐹2   (2) 

 𝑀𝑐 =
𝐸𝑁+𝐺𝐿−2𝐹𝑀

2(𝐸𝐺−𝐹2)
  (3) 

E, F and G are the first fundamental form’s coefficients and 
L, M and N are the second fundamental form’s coefficients.  

The principal curvature (P) are the roots (Pmax and Pmin) 
of the quadratic equation of (4) 

 𝑥2 − 2𝑀𝑐𝑥 + 𝐺𝑐 = 0  (4) 

Hence, by calculating the quadratic equation’s roots, Pmax 
(5) and Pmin (6) are obtained [21]. 

 𝑃𝑚𝑎𝑥 = 𝑀𝑐 + √𝑀𝑐2 − 𝐺𝑐  (5) 

 𝑃𝑚𝑖𝑛 = 𝑀𝑐 − √𝑀𝑐2 − 𝐺𝑐  (6) 

B. Gray Level Co-occurrence Matrix (GLCM) 

Gray level co-occurrence matrix (GLCM) is a method to 
characterize the distance and angle relationship between the 
pixel of interest and its neighbors. The distance and angle 
relationship are essential between two pixels because this 
repeated distribution forms texture in the spatial position [22]. 

Assuming I(k,k) is the neighborhood of the pixel of interest 
(𝑝𝑐 ,  𝑞𝑐 ), the co-occurrence value is the distribution of co-
occurrence values at a certain distance (d) and angle (𝜃) from 
(𝑝𝑐 ,  𝑞𝑐 ). The co-occurrence matrix for I(k,k) called CM is 
defined in (7) and (8) [23].  

 𝐶𝑀 = ∑ ∑ {
1  𝑖𝑓 𝐼(𝑛, 𝑚) = 𝑘 𝑎𝑛𝑑 𝐼(𝑛 + 𝑑𝑥 , 𝑚 + 𝑑𝑦) = 𝑘

0                                                                          𝑒𝑙𝑠𝑒
𝑘
𝑚=1

𝑘
𝑛=1   (7) 

 𝑑𝑥 = 𝑑. 𝑐𝑜𝑠(𝜃), 𝑑𝑦 = 𝑑. 𝑠𝑖𝑛(𝜃) (8) 

Fig. 1 shows the spatial relationships of distance and angle 
of the pixel of interest (𝑝𝑐, 𝑞𝑐) and its neighborhood. The d 
represents the distance between the pixel of interest and its 
neighbor while the angle is formatted in the square bracket. In 
this research, variations of distance and angle can be seen in 
Fig. 1. [0,d] expresses d distance and 00 angles, [-d,d] 
expresses d distance and 450 angles, [-d,0] expresses d 
distance and 900 angles, [-d, -d] expresses d distance and 1350 
angles and [d,0] expresses d distance and 2700 angles. The 
distances experimented in this research was d=1 for 00,450,900 
and 1350 ([0 1; -1 1;-1 0;-1 -1]) and d=2 for 00 and 2700 ([2 0;0 
2]). 

 

Fig. 1. Spatial relationships of distance and angle of the pixel of interest and 
its neighborhood; dashed arrow line is for [2 0;0 2] while the solid arrow line 
is for [0 1; -1 1;-1 0;-1 -1]. 
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Properties in GLCM, i.e., contrast, homogeneity, 
correlation and energy used in this research for each CM and 
angle (𝜃) as it can be seen in (9)-(12), respectively [24]. 

 
𝜃
𝑓

𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡
= ∑ ∑ (𝑖 − 𝑗)2𝐶𝑀

𝐿
𝑗=1

𝐿
𝑖=1   (9) 

 
𝜃
𝑓

ℎ𝑜𝑚𝑜𝑔𝑒𝑖𝑛𝑖𝑡𝑦
= ∑ ∑

𝐶𝑀

1+|𝑖−𝑗|
𝐿
𝑗=1

𝐿
𝑖=1   (10) 

 
𝜃
𝑓

𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛

= ∑ ∑ 𝐶𝑀 [
(𝑖−𝜇𝑖)(𝑗−𝜇𝑗)

√(𝜎𝑖)2(𝜎𝑗)2
]𝐿

𝑗=1
𝐿
𝑖=1   (11) 

 
𝜃
𝑓

𝑒𝑛𝑒𝑟𝑔𝑦
= ∑ ∑ (𝐶𝑀)2𝐿

𝑗=1
𝐿
𝑖=1   (12) 

where  

𝜇𝑥 = ∑ ∑ 𝑥𝐶𝑀
𝐿
𝑗=1

𝐿
𝑖=1 , (𝜎𝑥)2 = ∑ ∑ 𝐶𝑀(𝑥 − (𝜇𝑥)2)𝐿

𝑗=1
𝐿
𝑖=1   (13) 

III. DATA SET AND DESIGN OF RECOGNITION SYSTEM 

Fig.2. shows the design of the recognition system. The 
training set consisted of RGB images of masked face and 
barefaced, while the testing set only consisted of RGB images 
of masked face. The images tested in this research were 
gathered from 8 respondents of adult male and female. Each 
respondent was taken 22 pictures when using a fabric face 
mask and when he/she was in a barefaced, with variations in 
positions and angle in tilting left, right, up and down. This 
research’s total number of images was 176 images. 90% of 
total images were collected for the training set and the 
remaining 10% for the testing set. For masked face images, 
respondents were asked to wear two different colored and 
patterned fabric masks. While for barefaced images, 
respondents were asked to wear no attributes at all. The 
images were then resized for the final resolution of 200x150 
pixels in RGB color space. The data set personally conducted 
in this research was then called Realistic Fabric Face Mask 
Data Set version 1.0 (RFFMDS v1.0). It is still a growing data 
set because more images for the fabric face mask and more 
respondents are still gathered.  Fig. 3 is an example of images 
in the training and testing set from RFFMDS v1.0. 

The next step of the design was to convert RGB images of 
both training and testing sets to one set of grayscale images 
and three sets of each RGB channel’s separations. There were 
four sets to be evaluated by the system, gray set, red channel 
set, green channel set and blue channel set. The images then 
were altered into 2D arrays containing the surface value. This 
surface value was proportional to the value of the intensity of 
the appropriate image data. Fig. 4 is the example of alteration 
into 2D arrays with the surface value as the height. The x and 
y are the column and row of the image, while the Z is the 
height proportional to the image’s intensity value where the 
maximum height is one and the minimum is zero, 
corresponding to the brightest and darkest pixel, respectively. 

The images then were extracted to calculate four different 
surface curvature types, Gaussian curvature, mean curvature, 
max principal curvature and min principal curvature. As stated 
earlier in Section I, the surface curvature’s motivation was to 
amplify the difference of arrangements in color and intensity 
of spatial relations in images. These extracted curvatures were 

arranged to improve the next step of the system’s process, the 
GLCM. GLCM works best to analyze the texture of images 
hence chosen as the method in this research. The color and 
pattern of fabric face mask created a unique texture that can 
be examined with the GLCM. GLCM’s properties in this 
research were contrast, homogeneity, correlation and energy. 
The distance and angle variations of GLCM were also 
assessed in this research. 

The classification utilized support vector machine (SVM), 
and three different kernel functions of linear, radial basis 
function (rbf) and polynomial kernel (order 3) were engaged 
in the training phase. The system results were performance’s 
calculation of accuracy and process’s time. This research 
aimed to find the combinations of variations in color and gray 
input images with the extraction of curvature types with 
different properties, angles, and distances of GLCM and 
classified with different kernel functions of SVM that gave the 
best accuracy with the fastest time. All simulations in this 
research were conducted using Matlab with 16GM RAM and 
Intel(R) Core (TM) i7-7500U CPU @ 2.70GHz, 2.90 GHz. 

 

Fig. 2. The flowchart of the designed recognition system. 

 

Fig. 3. Example of training set images (a) and testing set images (b) from 
one respondent from RFFMDS v1.0. 

 

  
(a) 

   
(b) 
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Fig. 4. Example of alteration into 2D arrays with the surface value as its 
height. 

IV. RESULTS AND DISCUSSION 

A. Experiment 1 

In the first experiment, comparing different combinations 
of methods for extracting features and classification was set 
side by side. The experiment was conducted on the same 
testing and training set of images from RFFMDS v1.0. In 
experiment 1, the experiment’s highlight was to analyze the 
curvature extraction with the classification method and or the 
combination of curvature extraction with other feature 
extraction methods. There were two classification methods, 
i.e., distance calculation with Euclidean (ED) and support 
vector machine (SVM). Principal component analysis (PCA) 
to reduce dimension was also investigated in this experiment. 
Our proposed idea was to combine the extracted curvature 
features with gray level co-occurrence matrix (GLCM) to 
complement each other and improved recognition 
performance. 

Table I shows the results of experiment 1. Curvature types, 
i.e., Gaussian curvature (G), mean curvature (M), max 
principal curvature (Pmax) and min principal curvature 
(Pmin), were evaluated for each combination of methods. The 
results were presented in a percentage format. From Table I, 
it can be observed that the simplest classification method of 
Euclidean distance did not give satisfactory results for each 
extracted curvature type. To further study the curvature effect 
in the recognition system, verified with another classification 
method such as SVM and the data analysis such as PCA were 
investigated. PCA mainly used as dimensional reduction 
method to eliminate the sorted eigenvalues that were less than 
a specific threshold. The idea behind was that the fabric face 
mask contained various patterns and colors, so maybe not all 
the information was useful to be put inside the recognition 
system hence the reductional dimension. To maximize the 
difference between the two categories, SVM was selected. 
This research operated in a one-vs-all type of manner in SVM 
classification.    

Combined PCA with ED, recognition performance 
improved slightly, but some were not. Using SVM as the 
classification method also did not improve recognition 
performance. Until this attempt, no combination seems to 
improve recognition performance. The proposed idea in this 
research was to incorporate extracted curvature features with 
texture analysis method, GLCM, and then classified by SVM. 
The motivation behind the combination of surface curvature 

and GLCM was to amplify the variances in color and intensity 
of spatial relations in images using surface curvature before 
GLCM. The result improved significantly for Pmax (max 
principal curvature) feature, which resulted in 81.25% 
accuracy. This value was almost more than 2.5 times the 
previous best result (31.25%). While the max principal 
curvature feature increased, the mean curvature (M) was also 
improved but did not reach the satisfying rate. Contradictory, 
the Gaussian curvature (G) and min principal curvature 
(Pmin) produced a lower rate.          

B. Experiment 2 

Continuing from experiment 1, concentrating on the 
proposed idea that resulted in the best combination from 
experiment 1, i.e., extracted curvature with GLCM and 
classified by SVM, experiment 2 was conducted with the 
variation of SVM kernel functions. The kernel functions of 
SVM tested in this research were linear, rbf and polynomial 
order 3.  

Table II shows the results from experiment 2. The previous 
experiment’s result in Table I used rbf as the proposed idea’s 
kernel function (81.25%). Table II shows that compared to the 
rbf kernel, using linear kernel function mostly lowered the rate 
and using polynomial function slightly lowered the 
recognition rate for the max principal curvature feature (75%) 
while other extracted curvatures gave varied results. It can be 
concluded from experiment 2 that rbf kernel offered the best 
result while the polynomial offered the second-best for max 
principal curvature feature. It appeared not surprisingly, the 
data in this research is not separable linear.    

C. Experiment 3 

Experiment 3 was conducted to study the color’s effect on 
the research. The data evaluated in this research was the fabric 
face mask which had a unique pattern and color compared to 
the medical face mask. The color separation from RGB color 
space might affect recognition performance.   

The training and testing set images were converted into 
gray images in the previous experiments (experiment 1 and 2). 
In this third experiment, the images were separated into red 
channel (R), green channel (Gr) and blue channel (B). 
Experiment 3 was conducted only for max principal curvature 
feature because it showed promising results from experiments 
1 and 2. 

Table III displays the results for these color variations. It 
shows that while in experiment 2, the SVM linear kernel 
function only offered the best result of 37.50%, in experiment 
3, it achieved 68.75%. This effect also happened for the 
polynomial kernel function, it achieved 81.25%, while in 
experiment 2, it only achieved 75%. The rbf kernel in 
experiment 3 achieved the same performance as experiment 2. 
The red channel (R) and green channel (Gr) were preferred as 
they showed better results than gray image data.   

D. Experiment 4 

Experiment 4 was directed to witness the outcome of angle 
and distance variations for GLCM. In previous experiments 
(1-3), the angle and distance were set to be two pixels between 
pixel-of-interest and its neighbors while the angles’ variation 
were 00 and 2700 ([2 0;0 2]).  In experiment 4, the distance 
was set to be one pixel between pixel-of-interest and its 
neighbors. The angles’ variation were 00, 450, 900  and 1350 ([0 
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1; -1 1;-1 0;-1 -1]). The effect of angle and distance was 
studied for each color separation and SVM kernel functions for 
the best feature, max principal curvature (Pmax). 

Table IV displays the results for these variations. Varying 
the angle and distance in GLCM produced improved 
recognition performance for linear and rbf kernel while it 
lowered the polynomial recognition rate. It gave the highest 
accuracy result in the entire experiments (1-4) of 87.5% using 
red channel for rbf kernel. The recognition performance was 
improved by considering the relationship between the pixel of 
interest and its neighborhood choice. 

E.   Experiment 5 

Experiment 5 was managed to calculate the time 
consumption for the recognition system process. The idea was 
to search for a combination of methods to reduce time 
consumption while keeping the same recognition performance 
(Acc) of 87.5%.  

From Table V, it can be observed that variations were 
Combo 1, Combo 2, T1 and T2. Combo 1 consisted of max 
principal curvature (Pmax) feature with four properties of 
GLCM (contrast, homogeneity, correlation and energy) 
classified with rbf kernel of SVM. The distance was set to be 
1 pixel between pixel-of-interest and its neighbors. The 
angles’ variation were 00, 450, 900  and 1350. Fundamentally, 
the best result from experiment 4. For Combo 2, the same 
principles were applied while only varied for GLCM’s 
properties. Combo 2 used only two properties, i.e., contrast 
and correlation. T1 was the time spent testing only one image, 
while T2 was time spent on training and testing all the training 
and testing set images. 

Using only two properties of GLCM to reduce the time 
while keeping the same recognition performance (87.5%) was 
achieved in experiment 5. 0.0023 seconds was successfully 
shortened for T1 and 0.116 seconds for T2.   

TABLE I.  ACCURACY RESULTS IN COMPARISON FOR DIFFERENT 
METHODS (%) 

Methods 
Surface Curvature Types 

G M Pmax Pmin 

ED 12.50 6.25 31.25 31.25 

PCA+ED 20 10 20 40 

SVM 12.50 12.50 20 12.50 

proposed 
(GLCM+SVM) 

6 43.75 81.25 25 

TABLE II.  ACCURACY RESULTS IN COMPARISON FOR SVM KERNEL 
FUNCTIONS USING  SURFACE CURVATURE AND GLCM (%) 

SVM 
kernel 

functions 

Surface Curvature Types 

G M Pmax Pmin 

linear 18.75 31.25 37.50 18.75 

rbf 6 43.75 81.25 25 

polyno-
mial 

18.75 43.75 75 31.25 

 

 

TABLE III.  ACCURACY RESULTS IN COMPARISON FOR SVM KERNEL 
FUNCTIONS AND COLOR SPACE VARIATIONS FOR PMAX (%) 

SVM 
kernel 

functions 

Max principal curvature (Pmax) 

gray R Gr B 

linear 37.50 56.25 68.75 50 

rbf 81.25 68.75 68.75 68.75 

polyno-
mial 

75 81.25 75 68.75 

TABLE IV.  ACCURACY RESULTS IN COMPARISON FOR SVM KERNEL 
FUNCTIONS AND COLOR SPACE VARIATIONS PMAX WITH DIFFERENT 

ANGLE AND DISTANCE (([0 1; -1 1;-1 0;-1 -1]) IN GLCM (%) 

SVM 
kernel 

functions 

Max principal curvature (Pmax) 

gray R Gr B 

linear 56.25 56.25 50 56.25 

rbf 81.25 87.50 81.25 75 

polyno-
mial 

62.50 75 68.75 68.75 

TABLE V.  TIME CONSUMPTION RESULTS IN COMPARISON FOR 
RECOGNITION SYSTEM 

Combi-
nation 

Methods 

Max principal curvature 
(Pmax) 

Acc 
(%) 

T1 (s) T2 (s) 

Combo 1 87.50 0.0929 4.6003 

Combo 2 87.50 0.0906 4.4843 

 

V. CONCLUSION 

A face recognition system with realistic fabric face mask 
data set was built in this research. Combining surface 
curvature and GLCM as feature extractors and SVM for 
classification were applied to improve recognition 
performance. Several experiments were conducted, including 
the parameter for color properties, GLCM properties, GLCM 
angle and distance properties and SVM kernel functions 
properties. The best accuracy of 87.5% resulted from these 
various parameters in the feature extraction and classification 
methods. It can be concluded that combining surface 
curvature with GLCM improved recognition performance. 
Moreover, choosing only two properties of GLCM, i.e., 
contrast and correlation, shortened the running time for the 
recognition process while maintaining the system’s 
performance. 

Upcoming future research can try a deep learning 
algorithm if the total number of images in the data set 
increases significantly. The partial face recognition using 
essential areas in the face may also be evaluated.     
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Abstract—Single event upset (SEU) is a significant 
problem in analog, digital, and mixed signal circuits. The extent of 
the attacks increases in radiation susceptible environments such as 
military and aerospace. Phase locked loop (PLL) is ubiquitous and 
usually employed as data recovery or clock signal in some electronic 
devices used in these environments. Single event transient causes 
ionizing particles to interact with the transistor and generate more 
leakage current that can result in malfunctioning of the transistor. 
A radiation hardened PLL is proposed whereby each block is 
designed to be SEU tolerant. Dual and triple redundancies are 
employed in the design of phase-frequency detector and frequency 
divider, respectively. The results show that the phase-locked loop 
operates from 3.5 to 4 GHz with the center frequency of 3.9 GHz. 
The phase noise of the voltage-controlled oscillator is estimated to 
be -109.5 dBc/Hz at 10 MHz offset frequency and the jitter is 128 ps 
at 3.9 GHz. 
 

Keyword—phase-locked loop (PLL), phase noise, 
Radiation effect, Single event upset (SEU), Tuning range, Voltage 
controlled oscillator (VCO) 

 

I. INTRODUCTION 

Short channel transistors, owing to their low noise margin and 
immunity, are more susceptible to single event upset (SEU) such 
as radiation and ionization effects. This causes energized 
particles to deposit charges in the transistor, which results in 
slight changes in its composition. The charge participates in the 
process of diffusion and generates electron-hole pair. The 
induced current increases and might alter the usual operation of 
the device. Studies have shown that SEU introduces errors into 
both combinational, sequential, and analog circuits. So, virtually 
every circuit in the field of VLSI design is prone to this effect. 
Ionization of particles or cosmic rays create oxide-traps and free 
carriers in silicon. The adverse effect is that there are formations 
of dangling bonds in Si02  – bulk interface that affect the 
functionality of the transistor. Single-event transient is also 
referred to as unwanted asynchronous signals, which can have 
adverse effects on the performance of a circuit. It propagates 
through signal paths and causes undesirable responses in the  

 
 
 
 
 
 
circuit. SEU can change the state of digital circuits from 0 to 1 
and vice versa, thereby, causing errors or indeterminate state.  
Radiation effects introduce particles such as proton, heavy ion, 
neutron etc. that can result in primary and secondary 
interactions. The charged particle (proton, electron, ion) 
participate in primary interactions and induces ionization while 
the neutron, because of its chargeless nature, bombards with 
heavy nuclei and generates secondary particles such as alpha, 
gamma, and beta. This can further produce additional current in 
transistor device by exciting the electrons in the bulk silicon. 
Initially SEE was not considered in older technologies, but the 
scaling down of transistor channel has pushed for its 
consideration. Short channel effect, such as drain induced barrier 
lowering (DIBL), is one of the major problems of CMOS 
technology scaling. The IOFF current increases as a result of high 
leakage current, which eventually reduces the ION /IOFF current 
ratio. In this case, it might be a little bit difficult to switch off the 
transistor and the device is no more suitable for digital 
applications. The effects of single event can produce additional 
leakage current that deteriorate the performance of the transistor. 
There are various studies that employed circuit-level simulation 
to discuss SEU and characterize its effects in a circuit. A 
comprehensive review of single event upsets is presented in [1] 
followed by improvements in single even transient (SET) 
modeling for future technologies. This approach incorporates 
energy disposition, peripheral charge sharing phenomenon, and 
its collection mechanism. Monte Carlo-based radiative energy 
disposition is used to simulate radiation effects with a purpose to 
predict its associated physical phenomena and examine the 
behavior of electronic circuits and devices under irradiation. It 
includes the upsets of muons and energetic electrons, which 
were not observed in experimental approach [2]. Song et al 
proposed an experimental approach to validate the simulation-
based techniques. It is shown that the results are in good 
agreements, but the heavy ion experiments can resist different 
simulation conditions and is more accurate for SEU evaluation 
[3]. Phase locked (PLL) loop consists of both analog and digital 
building blocks that are easily prone to single event upset. This 
can unlock the PLL from its locking condition and alters its 
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features such as loop stability and dynamic response. In this 
work, we propose SEU-resistant phase locked loop structure, 
estimate the phase noise and jitter, and compare the results with 
related work in the literature. 
 
The paper is organized as follows: Section II presents the 
proposed PLL architecture and examines the design of each 
component. Section III discusses the jitter and phase noise 
measurements and Section IV draws the conclusion. 
 

II. PROPOSED SEU-HARDENED PHASE 
LOCKED LOOP 

The proposed architecture, as shown in Fig. 1, is made of the 
usual blocks; voltage controlled oscillator, frequency divider, 
charge pump/loop filter, and phase frequency detector. 
However, each component is designed to resist single event 
transient by employing radiation-hardened logic gates, flip-
flops, and triple modular redundancy (TMR).  
Unlike conventional tri-state PFD, the phase frequency detector 
(PFD) we employed in this work is designed with two D flip 
flops, but without NAND gate. The reset path is also modified 
in order to reduce delay. Each D flip flop comprises of radiation 
hardened inverter and NAND gate, which are proposed in  [4, 5].

 

 

Fig. 1. Proposed single event tolerant PLL. 
 
It is demonstrated experimentally that the inverter alleviates 
total ionizing dose (TID), has least variation in switching point, 
high energy efficiency, and occupies small silicon area. 
Similarly, the two input NAND gate is a standard cell radiation 
tolerant device, which consists of 4 inputs and 2 output. 

The detailed information about its operation and why it is 
radiation resistant is already presented in [4]. The purpose of 
PFD circuit in phase locked loop is to sense the frequency and 
phase differences in the reference and feedback inputs. It 
generates outputs (UP and DOWN) that are applied to the input 
of charge pump. Since the CP/LF is an analog circuit, we 
duplicate the block so as to create alternative paths for the 
output from loop filter. By employing redundancy in the circuit 

design, one of the outputs is preserved even when the other is 
affected by radiation. The basic configuration of charge pump 
consists of biasing circuit, which supplies (draws) constant 
current to (from) the output when the UP (DOWN) signal is 
high. In this case, the two outputs of phase frequency detector 
are translated to charge pump current. The capacitors in the 
loop filter are discharged and charged through the current in 
order to generate the control voltage that serves as the input to 
voltage controlled oscillator [6]. For good noise rejection and 
optimum loop stability, the loop parameters are carefully 
chosen. The control voltage pulls up or pulls down the 
frequency of VCO depending on which of the two PFD’s inputs 

is leading. The output continues to fluctuate until the PLL is 
locked. At this point both the reference input and feedback 
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are in phase and the phase frequency detector generates no error 
signal. Therefore, the stable output frequency of VCO at lock 
condition is considered as its operating or center frequency. The 
voltage controlled oscillator is designed to be SEU tolerant by 
employing two different sets of three stage current starved 
VCO. Each oscillator has a modified version of the delay stage 
shown in Fig. 2(a). The inverter is also radiation hardened with 
a total of four inputs and two outputs. In addition, it has two 
other inputs ( VctrlA  and VctrlB ) which controls the NMOS 
transistors in the inverter configuration. The ring oscillator has 
a similar cascaded structure like the conventional CSVCO, but 
only two inputs of the delay stage are controlled and driven by 
an inverter within the same ring, while the other inputs are 
controlled by an inverter from another ring [7]. For instance, if 
one of the inputs of ring oscillator is affected by single event 
transient, its output is minimally delayed because the alternate 
inverter of the ring inverter can still drive the output. As shown 
in Fig. 2(b), the outputs from both ring oscillators are driven by 
other delay stages until the drive strength is sufficient for a 
single inverter to generate the final output. The transistors are 

properly sized for the desired center frequency of 3.9 GHz and 
tuning range of 3.5 GHz to 4 GHz. This is discussed extensively 
in Session 3.  
Frequency divider (FD) and VCO are highly vulnerable to 
single event upset because they operate at high frequency. If the 
divider is affected by SET, the feedback signal and charge 
pump are also affected, which leads to distortion in the phase of 
voltage controlled oscillator and increases the bit error rate 
(BER). Therefore, it is desirable to design a radiation hardened 
FD for phase locked loop, most especially for high radiation 
environment, such as spacecraft and military applications. The 
radiation tolerant flip flop is cascaded in three folds to obtain 
divide-by-eight frequency divider. Subsequently, the outputs of 
three different FD are applied to each of the inputs of voter 
circuit. By considering that one of the dividers is struck by 
radiation, the two remaining frequency dividers still produce 
the desired outputs which aids the voter circuit to elect the 
majority and output the correct value. Although the voter circuit 
is not modified for radiation effect, it can be made less radiation 
sensitive by adding dummy transistors or guard rings to its 
layout [8]. 
 

 
 
 

  
 
                                                                             (a) 
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                                                                             (b) 

Fig. 2. (a) Radiation hardened delay (b)  Current starved VCO.

 
 

III. PHASE NOISE AND JITTER 
MEASUREMENTS 

A typical PLL is characterized by its phase noise, jitter, tuning 
range, and power consumption. The voltage controlled 
oscillator, being the heart of phase locked loop, contributes 
largely to the total phase noise in PLL [9]. The purity of spectral 
is also determined by VCO. The sources of noise from 
oscillator can be categorized into 3 major parts: thermal noise, 
flicker noise, and power supply noise. In this work, we have 
only considered device noise (flicker and thermal noise) 
because they contribute majorly to phase noise performance 
[10]. Both are random and act as baselines or minimum phase 
noise obtainable in VCO. We present phase noise in terms of  
deviation of  the output of VCO from the reference input. It is 
expressed as: 

 

                      L{Δf} ≈
8kTVDD

3ηP Vchar
 

f0
2

Δf2                                       (1) 

 
where η , Vchar , Δf  are constant, device voltage 
characteristics, and offset frequency, respectively. f0 is the 
centre frequency, P is power consumption and is given as: 

 
 

P = N × VDD × IDD                                  (2)                                       

 
 

 
 
Jitter is also a critical issue in analog design because a clock 
with timing errors or an oscillator with high jitter in its 
waveform can drastically limit the speed of digital interface, 
alters the dynamic range of ADC, and increases BER. It is a 
measure of deviation, in time domain, of oscillator’s output 

from its ideal clock. Since the creation of redundancy in 
radiation-hardened VCO design employs more transistor, each 
transistor device contributes to circuit delay and increases the 
jitter. Depending on the operating frequency of oscillator and 
its delay, the rise and fall time of VCO fluctuates, which have 
adverse effects on the accumulated jitter. The equation for jitter 
is presented in (3); 

 

σΔT = κ√ΔT                                              (3) 
 
and the proportionality constant, κ, is 
 

                  √
8

3η
. √

kT×VDD

P×VChar
                                                (4) 

 
From Fig. 3, the phase noise -109.5 dBc/Hz measured at 10 
MHz offset frequency and -125 dBc/Hz measured at 100 MHz 
offset, which is the corner frequency. It can be inferred that at 
low frequency, the phase noise is dominated with 1 f⁄  noise and 
the thermal noise is predominant at high frequency. Similarly, 
for the jitter, the minimum value is 90 ps at operating frequency 
of 3.5 GHz. The jitter increases linearly until it reaches 
maximum value at 3.7 GHz. The centre frequency of the 
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radiation hardened VCO is 3.9 GHz and it produces a jitter of 
128 ps. By using (5), we obtained the tuning range of the 
proposed PLL as 12.8%, which is lower when compared with 

non-radiation hardened structure [11, 12]. Fig. 4 is the layout of 
the delay stage of radiation-hardened voltage-controlled 
oscillator. 
 

 FTR =
fmax−fmin

fcenter
                         (5) 

 

     
                                       (a)        (b) 

Fig. 3. (a) Phase noise (b) Jitter performance.

 

 
 

Fig. 4. Layout of  SEU-hardened delay for current starved VCO. 
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IV. CONCLUSION 

This work examines radiation effects on phase locked loop and 
propose a structure which is resistant to single event upsets. The 
phase frequency detector is designed with radiation hardened, 
D flip flop, NAND gate, and inverter. Two different CP/LPF 
are used in order to create alternative path for the control 
voltage to the voltage controlled oscillator. The proposed PLL 
structure operates from 3.5 to 4 GHz and the open loop phase 
noise is -109.5 dBc/Hz at 10 MHz offset. In addition, the results 
show that the maximum jitter is obtained at 3.7 GHz and 
reduces to 128 ps at centre frequency of 3.9 GHz. 
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Abstract—This paper introduces two transmit/receive switch
designs for 7 Tesla magnetic resonance spectroscopic imaging.
Both designs based on microstripline-based couplers. The first is
a dual-tuned 1H/13C switch with two concentric microstriplines
on each side of the switch. A branch line technique from
transmission line theory is applied to compact the switch to half of
its initial dimension. The second proposed design is a dual tuned
1H/13C microstripline-based switch with one microstripline in
each side of the switch. The second design benefits from the
harmonics of an initial resonance signal to shift the first and
second harmonics to the same Larmor frequencies of the 1H
and 13C nuclear spins when exposed to 7 Tesla static magnetic
field. The first design serves 1H and 13C RF Coils, working
independently. Whereas the second design works with a dual
resonance 1H/13C RF coil. The first and second designs achieved
good matching less than -15 dB and -10 dB, respectively. They
achieved low insertion loss less than -0.6 dB and -1.2 dB,
respectively. The isolation between couplers in the first design
is higher than 60dB. Furthermore, the isolation between the
amplifier port and the receiver for both switches designs are
higher than 60dB as well. The proposed switches are promising
in reducing the number of T/R switches and the area of the place
they need in the transmit front-end when multichannel RF coils
are used.

Index Terms—couplers, dual tuned switch, microstripline
(MSL), magnetic resonance spectroscopic imaging, radiofre-
quency (RF) coil, pi-shaped technique.

I. INTRODUCTION

13C MRI is a noninvasive molecular imaging method that
investigates the metabolic differences in organic molecules.
These changes in biochemical processes are a measure to
the existence of different diseases [1]. Since 13C available
in many organic molecules, its abnormal quantification
(because of the metabolic changes) might indicates to many
diseases. A hyperpolarized process can be used to enrich
13C concentration and improved its MR signal to detect
diseases. These include: Prostate cancer [2], brain tumors [3],
diabetes [4], variety of inflammatory conditions [5, 6, 7],
cardiovascular disease [8], and cardiac metabolism [9].

RF coils in MRI are used to interrogate 1H and/or X-nuclei.
To interrogate spins of any type of atomic nuclei, the coil

should resonate at a frequency equals the speed of precession
of the nuclear spins of the element under interest when
exposed to a certain strength of the static magnetic field. A
single or multichannel 1H RF coils that resonant at a single
operating frequency are extensively introduced in [10, 11].
Similarly, commercial single or multichannel 13C RF coils
are available [12]. Multichannel RF coils have been used
to achieve better coils performance and hence enhance the
quality of the scanned image. The performance of the coils
improves by increasing the rotating magnetic field (B1)
and the signal-to-noise-ration (SNR), and by decreasing the
Electric field and hence the specific energy absorption rate
(SAR) [13, 14, 15]. For 7 Tesla MRI, the 1H and 13C
coils resonate at 298MHz and 75MHz, respectively. RF
coils for 1H and 13C are designed independently and in
dual resonance [16]. However, the available of commercially
dual-tuned 1H/13C multichannel coils are essential to the
SNR imaging of all body areas [1]. The challenge also is
in the front end transmit RF circuit. From transmit/receive
(T/R) switches perspective, the number of the required
switches, and their size are also a challenge. The ability
to design a dual tuned switch to handle the signal to/from
a dual resonance coil at the same time is essential, accordingly.

Once RF coils are used to transmitting/receiving RF
signals to/from the body, T/R switches must be used in
the RF-transmitter front-end to handle the signal to/from
the RF coils. For a 1H single resonance RF coil, a T/R
switch is required to deliver the amplified signal power to
the RF coil or to handle the received MR signal from the
coil to the receiver. T/R switches of different topologies
are introduced in the literature, some of which use PIN
diodes [17], transistors [18, 19], and MEMS [20, 21]. A PIN
diodes-based switch is designed to reduce the switching time
to 1µs [17]. Transistors-based switches [18, 19] are proposed
to minimize the operating current, power, and fields distortion
but they obeyed less SNR values. A dual tuned MEMS-based
1H/19F T/R switch compared to PIN diodes-based topology
is introduced in [20]. Results showed the advantage of MEMS
topology in achieving higher isolation, and the advantage of
PIN diode topology in achieving higher image SNR [21].978-1-6654-4067-7/21/$31.00 ©2021 IEEE
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A dual tuned 1H/31P switch for 3 Tesla MRI is designed
with an insertion loss of 0.7 dB and 1.2 dB for 1H and 31P,
respectively [22]. A T/R switch for preclinical 14.9 Tesla is
presented in [23] with an insertion loss of 1 dB. A compact
dual tuned 1H/23Na switch was introduced with a compact
size to handle the signals into two RF coils of frequencies
corresponding to the speed of rotation of 1H and 23Na atomic
nuclei [24]. The advantage of the MSL-based coupler switch
over the conventional couplers in heat dissipation and its
capability in handling more power signal is explained in [25].
The first disclosed switch design in [25] is successfully used
with 32 channels RF coils in [26].

In this paper, two different designs of T/R switches are
proposed. In the first design, we introduce a dual tuned 1H/13C
T/R switch to handle two signals at the same time to/from two
different single resonance 1H and 13C RF coils. The proposed
dual tuned switch based on microstripline coupler technology
with two concentric MSLs on each side of the switch, each
connected with a coil. A branch line technique from circuit
theory is applied to compact the size of the proposed switch.
In the second design, we introduce a novel dual tuned 1H/13C
T/R switch with single MSL on each side of the switch that
can deliver a dual resonance signal (corresponding to the 1H
and 13C frequencies) to/from a dual resonance 1H/13C RF
coil.

II. DUAL-TUNED DOUBLE-COUPLER MSL-BASED
1H/13C T/R SWITCH

A. The Working Principle and Research Method

Although modern MRI scanners employ separate transmit
and receive RF coils, some imaging of body parts such as
head and knee imaging still used transmit/receive RF coil. This
type of coil requires T/R switch to separate the transmitted
and received signals. Once a dual-tuned 1H/X-nuclei T/R RF
coil is used, a dual-tuned 1H/X-nuclei T/R switch is required
for integration with this coil. To understand the working
principle of dual tuned T/R switches, the block diagram of
the first proposed design is drawn in Figure 1. This switch
consists of pair of two concentric microstripline-based hybrid
couplers. Each coupler in the left side has been joined with
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Fig. 1. Block diagram of a dual-tuned T/R switch

1
H RF Signal

(Port 1)

1
H RF Coil
(Port 2)

PIN DiodePIN Diode

13
C RF Signal

(Port 5)

13
C RF Coil
(Port 6)

PIN DiodePIN Diode

1
H Hybrid Coupler

13
C Hybrid Coupler

2
2

0
 m

m

240 mm

(a)
13
C Hybrid Coupler

2
2

0
 m

m

240 mm

50 W

Terminator
(Port 3)

To H Receiver
1

(Port 4)
+

PIN Diode

From
PIN Diode

From
PIN Diode

50     TerminatorW

(Port 7)
To

13
C Receiver

(Port 8) + PIN Diode

From
PIN Diode

From
PIN Diode

1
H Hybrid Coupler

(b)

Fig. 2. The 1H/13C T/R switch using two concentric MSL
couplers at (a) the top and, (b) the bottom face.

the corresponding coupler in the right side using metallic
rods. The inner and outer MSLs couplers on each side of the
switch are corresponding to 1H and 13C signals, respectively.
During transmit, two couplers of MSLs on the left side are
used. The 1H and 13C RF signals are directed from ports
1&5 (power amplifiers’ ports) to ports 2&6 (RF coils’ ports).
This is accomplished by forward biasing all PIN diodes in
the switch. During receive, all PIN diodes are reverse biased
and the detected 1H and 13C signals are directed from ports
2&6 to the receiver ports 4&8. This switch has been designed
using CST Microwave Studio as shown in Figure 2. This
design relies on folded microstripline-based hybrid couplers
to create a T/R switch with dimensions 240mm × 220mm.
RO3010 Rogers substrate with height 1.27mm, εr=10.2 and
tanδ=0.0022 has been used.

B. Compacting the Switch using the pi-Shaped Technique

Quadrature hybrid couplers are considered valuable passive
devices in several modern communication systems. However,
designing such couplers for applications operate at low fre-
quencies increases the occupied area in the system. Therefore,
several techniques have been proposed to miniaturize the
overall size of the designed couplers [27, 28, 29, 30]. In
this context, a pi-shaped technique [29] has been applied to
reduce the size of the dual-tuned T/R switch in Figure 2.
This technique makes use of the transmission line theory and
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Fig. 3. (a) Conventional transmission line, (b) pi-shape equiv-
alent transmission line.

TABLE I. 75 MHz coupler with θs=45

Zc=50 Ω, θ=90◦ Zc=35.355 Ω, θ=90◦

Zs 70.71 Ω
}

w=0.45 mm
l=189 mm

50 Ω
}

w=1.07 mm
l=184 mmθs 45° 45°

Z0 70.71 Ω
}

w=0.45 mm
l=189mm

50 Ω
}

w=1.07 mm
l=184 mmθ0 45° 45°

replaces each branch in the coupler by a pi-shaped equivalent
circuit as shown in Figure 3. A pi-shaped equivalent circuit
comprises one series transmission line associated with two
open stubs at its terminals.
The pi-shaped equivalent transmission line parameters are
calculated based on the following:

Zs =
Zc sinθ

sinθs
(1)

tan θo
Zo

=
cosθs − cosθ
Zc sinθ

(2)

where Zc is the characteristic impedance and θ is the electrical
length of the conventional transmission line. In Equation 1, Zs

is the characteristic impedance of the series transmission line
in the pi-shaped equivalent circuit with θs electrical length.
The two open stubs have characteristic impedance Zo and elec-
trical length θo. The calculations of the pi-shaped equivalent
transmission line parameters have been summarized in Table I.
These calculations are based on predefined values of θs and θo
which have been chosen to be 45◦. Our analysis showed that
using greater angles can more compact the structure . However
more compacting leads to unrealistic microstriplines widths
which might not be able to handle high power signals for this
application. In addition, this table summarizes the correspond-
ing width ”w” and length ”l” for each microstripline branch in
the coupler. It is worth to mention that, these calculations have
been done for the 13C coupler (the outer coupler). Figure 4
shows the compact dual-tuned T/R switch where Cp is a shunt
capacitor replacing each adjacent open stubs in the pi-shaped
equivalent transmission lines. This capacitor has a value of
72.5 pF. The dimensions of the T/R switch in Figure 4 show
that the pi-shaped technique reduces the classical T/R switch
design to the half.
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Fig. 4. The compact dual-tuned double-coupler MSL-based
1H/13C T/R switch (a) the top side, (b) the bottom side.

III. DUAL-TUNED SINGLE-COUPLER MSL-BASED 1H/13C
T/R SWITCH

This switch is being designed to deliver a dual tuned signal,
of 1H and 13C frequencies, to/from a dual resonance 1H/13C
RF coils, simultaneously. It comprises a single microstripline-
based hybrid coupler on each side of the switch rather than 2
couplers on each side compared to the previous switch, see
the block diagram of the switch in Figure 5. During transmit,
a signal of two resonance frequencies (corresponding to 1H
and 13C at 7 Tesla) will bypass from the power amplifier(s)
at port 1 to the dual resonance 1H/13C RF coil at port 2.
During this mode, the PIN diodes are forward biased. During
receive mode, the MR received signal from the 1H and 13C
RF coils will be delivered from port 2 to the the receiver
at port 4. During this mode, the PIN diodes are reverse
biased. This switch relies on the first and second harmonics
of the microstripline-based hybrid coupler. After an iterative
simulations of the coupler, the obtained first and second
harmonics can be shifted to two frequencies corresponding to
1H and 13C. The shifting process has been accomplished by
shunt capacitors (Ct=61pF). The matching network has been
accomplished by matching capacitor (Cm=13pF) and a MSL
of specific length (l=30mm) and width (w=1.2mm). Figure 5
shows the dual-tuned single-coupler microstripline-based
1H/13C T/R Switch where the hybrid couplers have been
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Fig. 5. Dual-tuned single-coupler MSL-based 1H/13C T/R
switch. (a) The top side, (b) The bottom side.

designed initially to operate at 131 MHz .

The novelty of this paper is in (i) introducing new T/R
switches based on microstriplines couples that proofed better
performance in heat dissipation and handling high power
compared to the classical couplers [25] (ii) compacting the
size of the switch by 50% compared to the initial design, with
the advantage in using the switch with half the number of
the multichannel-single resonance RF coils (iii) designing a
novel dual tuned switch that handle two frequencies signal to
a dual resonance RF coil, at the same time and without tuning
during operation. This proposed design has the advantage in
using the switch with half the number of the multichannel-dual
resonance RF coils.

IV. THE SIMULATION RESULTS

A. The Results of The Dual-Tuned Double-Coupler Switch

The performance of the first dual-tuned 1H/13C T/R switch
(without compacting) that is shown in Figure 2, has been
verified using electromagnetic simulation for S-parameters as
shown in Figure 6. During transmit mode, good matching
for the 1H signal at port 1 (S11'-18dB) and the 13C signal
at port 5 (S55'-25dB) has been achieved. Moreover, low
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Fig. 6. First design S-parameters (a) 13C at 75MHz (b) 1H at
298MHz.

insertion loss between ports 1&2 (S21'-0.3dB) and ports
5&6 (S65<-0.2dB) has been achieved for the 1H and 13C
amplifiers-coils delivered signals, respectively. During receive
mode, good matching for the 1H RF coil signal at port
2 (S22'-34dB) and for the 13C RF coil signal at port 6
(S66'-30dB) has been achieved. In addition to that, low
insertion loss between ports 2&4 (S42'-0.3dB) and ports
6&8 (S86<-0.2dB) for the 1H and 13C coils-receivers signals
have been achieved, respectively. The isolation between the
inner and outer coupler is around 70 dB. In addition, the
isolation between the amplifier port and the receiver during
transmit mode is 62 dB and 70 dB for 1H and 13C couplers,
respectively. This design has an insertion loss lower than that
achieved by other switches, where 1.2dB was revealed for for
the X-nuclei [22], and 1dB for the 1H [23].

B. The Results of The Compact Dual-Tuned Double-Coupler
Switch

The S-parameters of the compacted switch is shown in
Figure 7. In this design, the proposed dual tuned switch has
been compacted in size to half, from 240mm × 220mm to
120mm × 110mm. The pi-shaped technique from transmis-
sion line theory is used. During transmit, good matching for
the 1H signal at port 1 (S11'-16dB) and the 13C signal
at port 5 (S55'-19dB) has been achieved. Moreover, low
insertion loss between ports 1&2 (S21'-0.3dB) and ports
5&6 (S65<-0.25dB) has been achieved, for the 1H and 13C
amplifiers-coils delivered signals, respectively. During receive,
good matching for the 1H RF coil signal at port 2 (S22'-
32dB) and for the 13C RF coil signal at port 6 (S66'-
25dB) has been achieved. Moreover, the insertion loss between
ports 2&4 (S42'-0.5dB) and ports 6&8 (S65<-0.6dB) has
been achieved for the 1H and 13C coils-receivers delivered
signals, respectively. The isolation between the inner and outer
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Fig. 7. The compact first dual tuned switch during transmit
and receive for (a) 13C at 75 MHz, and (b) 1H at 298MHz.

coupler is around 60 dB. In addition, the isolation between the
amplifier port and the receiver during transmit mode is 62 dB
and 67 dB for 1H and 13C couplers, respectively.

C. The results of the Dual-Tuned Single-Coupler Switch

In this design, a dual tuned 1H/13C switch is introduced
to handle the signal to/from dual resonance 1H/13C RF coil.
The switch is first designed to resonate at both 131MHz and
393MHz, as shown in Figure 8(a). The first (131MHz) and
second (393 MHz) harmonics of the designed coupler are then
shifted by the shunt capacitors to 75 MHz and 298 MHz,
as shown in Figure 8(b) . During transmit, good matching at
the power amplifier port 1 (S11'-11.5 dB and -13dB) has
been achieved for 1H and 13C frequencies, respectively. Low
insertion loss between the power amplifiers and the dual-
resonance coil ports 1&2 (S21'-0.8 dB and -0.27 dB) has
been achieved for 1H and 13C frequencies, respectively. Dur-
ing receive, good matching at port 2 (S22'-19 dB and -15dB)
has been achieved for the 1H and 13C frequencies respectively.
Further, low insertion between the coil and receiver ports 2&4
(S42'-1.2 dB and -0.8 dB) for 1H and 13C frequencies,
respectively. In addition, the isolation between the amplifier
port and the receiver during transmit mode is 62 dB at 1H
and 13C frequencies.

V. CONCLUSION

In this paper, two designs of dual tuned 1H/13C T/R
switches have been designed to serve 1H/13C RF coils work-
ing independently and in dual resonance at 7 Tesla MRI. Both
switches based on microstriplines topology which is promising
in heat dissipation and handling more power to/from the coils.
The first switch has been designed with two concentric MSLs
couplers on the top and bottom of the switch. This switch is
used to deliver two signals of 1H and 13C frequencies to/from
1H and 13C RF coils, independently. Using one switch with
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Fig. 8. The S-parameters for 1H/13C dual-tuned T/R switch.(a)
Without the tuning capacitors, (b) with the tuning capacitors.

two RF coils has the advantage of reducing the number of
T/R switches to half the number of RF coils. A pi-shaped
technique from transmission line theory is used to reduce the
dimension of each dual tuned switch of the first type by 50%.
This reduction in size is promising in using a reasonable area
for the T/R switches when they are used near to multichannel
RF coils. The second switch has a novel design with a single
MSL coupler on the top and bottom of the switch. This
switch is used to deliver a dual resonance signal (of 1H and
13C frequencies) to/from a dual resonance 1H/13C RF coils.
Our proposed dual tuned T/R switch is a promising solution
whenever multichannel dual resonance RF coils are required.
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Fig. 1. Typical hibiscus flower model exposed to plane wave with 

linear polarization at 947.50 MHz as per ICNIRP guidelines [12, 16]. 
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Abstract—Living biological tissues in plants, fruits and 

flowers possess considerably high permittivity and electrical 

conductivity over wide microwave frequency spectrum. Plants, 

being immobile, are continuously exposed to electromagnetic 

radiation emitted from cell tower antennas. As a consequence, 

plants are expected to absorb quite a large amount of incident 

electromagnetic energy over multiple frequency bands. 

Different global and national regulatory bodies have put limits 

on maximum permissible electromagnetic exposure to restrict 

absorption in humans and minimize related health risks. 

However, electromagnetic energy absorption in plants along 

with associated physiological and molecular effects has not 

been considered in these guidelines. Plants, in general, possess 

higher surface area while compared to humans or other living 

objects. In particular, flowers own reasonably high surface to 

volume ratio and consequently dissipate quite high amount of 

electromagnetic energy in a relatively less tissue mass. Hence, 

this paper aims at estimating specific absorption rate data for a 

hibiscus flower model at 947.50 MHz and 1842.50 MHz. 

Linearly polarized plane waves at those two frequencies 

impinge on the hibiscus flower model in separate simulations 

as per the International Commission on Non-Ionizing 

Radiation Protection guidelines. Maximum local point, 

averaged over 1g contiguous tissue and whole body averaged 

specific absorption rate data at those two frequencies are 

significantly different than the data reported earlier at 2450 

MHz – indicating, the nature of dependence of specific 

absorption rate data on frequency of irradiation, incident field 

strength and dielectric properties of constituent flower tissue.  

Keywords—conductivity, hibiscus, permittivity, ICNIRP, 

electromagnetic radiation, specific absorption rate 

I. INTRODUCTION 

With the increased use of different wireless 

communication systems, estimating electromagnetic energy 

absorption rate in human phantoms is now a standard 

practice for protecting human health [1-7]. Electromagnetic 

energy absorption rates in human phantoms are estimated 

and measured primarily due to near-field radiation from cell 

phones, wearable or implantable radio frequency devices. 

However, electromagnetic energy absorption rate 

estimations in different plant and fruit models have also 

been undertaken in recent time [8-13] – as the constituent 

tissues possess reasonably high dielectric properties [8-15] 

and moreover, plants are being continuously exposed to 

mobile tower radiations in far-field. The radiated power 

density in far-field or equivalent electric field strength, due 

to emission from antennas installed on mobile towers, is 

governed in accordance with the prescribed global or 

national electromagnetic regulatory guidelines [16-19]. 

Therefore, electromagnetic energy absorption rates 

estimation in different plant, fruit and flower models is 

absolutely necessary as per the global and national 

guidelines [8-13].  Electromagnetic energy absorption rate is 

quantified in terms of specific absorption rate (SAR) – i.e. 

the rate of electromagnetic energy absorption by a biological 

object when microwave radiation impinges on the same. 

SAR is in general averaged over point mass, 1g tissue mass, 

10g tissue mass or the whole body mass as prescribed in 

protocol. Mathematical expression for point SAR is σ|E|2/2ρ 

– where, σ represents electrical conductivity of tissue, E 

represents peak value of internally developed electric field 

strength and ρ represents tissue density [13].   

It should be noted that electromagnetic energy absorption 

rate estimations in typical flowers haven’t been performed 
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Table I: Dielectric properties and tissue density of hibiscus flower [12] 

Tissue Density 

(Kg/m3) 

Frequency 

(MHz) 

Permittivity Loss 

Tangent 

Hibiscus 
Flower 

644.50 947.50 43.53 0.279 

1842.50 42.33 0.221 

 

(a) 

 

(b) 

Fig. 2. (a) Point SAR distribution on three dimensional surface of the 
typical hibiscus flower model due to plane wave (linearly polarized) 

irradiation at 947.50 MHz as per ICNIRP guidelines [16] (b) 1g SAR 
distribution on three dimensional surface of the typical hibiscus flower 

model due to plane wave (linearly polarized) irradiation at 947.50 MHz 

as per ICNIRP guidelines [16] 

Table II: ICNIRP prescribed reference electromagnetic regulatory 

limits for public exposure zone [16] 

Frequency 
(MHz) 

Maximum permissible power 
density (W/m2) 

Equivalent peak    
E-field (V/m) 

947.50 4.7375 59.77 

1842.50 9.2125 83.34 

 
earlier except one or two selective cases [12-13]. Broadband 

dielectric properties measurement of hibiscus flower tissue 

and subsequent SAR data assessment only at 2450 MHz was 

reported in a recent article [12] – but, SAR data estimations 

at other important telecommunication frequency bands such 

as 900 MHz and 1800 MHz downlink bands weren’t 

reported for the designed hibiscus flower model. Hence, this 

article extends that work by estimating maximum local point 

SAR (MLP SAR), 1g averaged SAR (1g SAR) and whole 

body averaged SAR (WBA SAR) data at 947.50 MHz and 

1842.50 MHz respectively. All SAR data have initially been 

planned to be simulated for a plane wave incidence with 

plane wave equivalent field strength specified as per 

electromagnetic regulatory guidelines prescribed by the 

International Commission on Non-Ionizing Radiation 

Protection (ICNIRP) [16]. 

II. SAR SIMULATION TECHNIQUE 

The typical hibiscus flower model reported earlier in an 

article has been used here for SAR simulation in CST 

Microwave Studio 2016 [20] – moreover, frequency 

dependent dielectric properties at 947.50 MHz and 1842.50 

MHz along with the measured tissue density data have been 

taken from the same published article [12]. The typical 

hibiscus flower model contains five petals along with a twig 

and possesses total mass of 2.30g – the same is illustrated in 

Fig. 1. The broadband dielectric properties (i.e. permittivity 

and loss tangent) of hibiscus flower tissue have been 

reported to be measured using the open ended coaxial probe 

technique; moreover, the tissue density characterization 

technique has also been outlined in the same article [12]. 

The dielectric properties at 947.50 MHz and 1842.50 MHz 

along with the measured tissue density are tabulated in 

Table I. Plane wave with linear polarization propagating 

along z-axis and electric field variation along x-axis 

impinges on the designed flower model at above mentioned 

frequencies in two different simulation environments as per 

the ICNIRP guidelines [16]. ICNIRP prescribed maximum 

permissible reference power densities in public zone are 

different at 947.50 MHz and 1842.50 MHz – detailed data 

have been tabulated in Table II [16]. Time domain solver in 

CST Microwave Studio 2016 has been employed to simulate 

SAR data [20]. Complex geometry, high permittivity and 

significant loss tangent of the designed flower model are the 

prime reasons to choose time domain solver for proper 
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Table III: Simulated SAR results for the typical hibiscus flower model 
at 947.50 MHz and 1842.50 MHz 

Frequency 

(MHz) 

Peak E-field 

(V/m) 

SAR averaging 

mass (g) 

Max SAR 

(W/Kg) 

947.50 59.77 Point 4.74682 

1 1.35591 

WBA 1.02422 

1842.50 83.34 Point 19.1214 

1 4.82687 

WBA 3.39038 

 

meshing of the structure [13] – this solver is developed 

based on a computational method known as Finite 

Integration Technique [21-22]. Spatial distance of one 

wavelength in the tissue material has been segmented into 

20 parts and the flower model has been discretized with 

hexahedral meshes of different sizes. Next, four perfectly-

matched-layers (PMLs), each possessing 0.0001 reflection 

coefficient, have been used in absorbing boundary during 

SAR simulations. All open (add space) boundaries have 

been set very close to the structure so that the plane wave 

excitation can be placed as close as possible. Then, -40 dB 

inverse transformation accuracy has been set to obtain 

frequency domain characteristics from the time domain 

results (after steady state energy criterion is satisfied). MLP 

SAR, 1g SAR and WBA SAR data have been simulated at 

947.50 MHz and 1842.50 MHz respectively using 

IEEE/IEC 62704-1 protocol with an average cell mass of 

0.00034g. 

III. SIMULATED SAR RESULTS AND DISCUSSIONS 

Simulated SAR data at 947.50 MHz and 1842.50 MHz 

are of significant values – moreover, SAR values at 1842.50 

MHz increase by a large scale (3 to 4 fold) as illustrated in 

Table III. Simulated MLP SAR and 1g averaged SAR 

distributions on the three dimensional surface of the hibiscus 

flower model at 947.50 MHz (as per ICNIRP regulations) 

are illustrated in Figs. 2(a) and 2(b) respectively. To be 

specific, MLP SAR values are 4.75 W/Kg and 19.12 W/Kg 

respectively at 947.50 MHz and 1842.50 MHz – an increase 

of 4 fold. This increase in SAR value is due to multiple 

reasons. Firstly, wavelength gets shorten at higher frequency 

resulting in more number of electric field peaks within the 

hibiscus flower model [12-13]; Secondly, maximum 

permissible incident field strength significantly increases at 

1842.50 MHz compared to 947.50 MHz – as a consequence, 

SAR value also increases [12-13]. In addition, dielectric 

properties of hibiscus flower also alter with frequency and 

this further contributes in altering SAR value with frequency 

[12]. However, it should be noted that earlier published 

SAR data at 2450 MHz for the same hibiscus flower model 

are of higher values while compared to the present reported 

SAR data at 947.50 MHz and 1842.50 MHz – and the 

reasons are obvious and have been discussed above [12].       

Even at a particular frequency, SAR distribution on three 

dimensional surfaces of the hibiscus flower model possesses 

a wide spatial variation – as observed in Figs. 2(a) and 2(b) 

respectively. The hibiscus flower model contains regions 

with relatively higher SAR values near the junction of the 

petals and the twig; moreover, moderately high SAR values 

are also noted near the sharp edges of the petals – these 

observations resemble with the earlier reported SAR 

distribution at 2450 MHz [12].  It is so because strong 

charge accumulation takes place near sharp edges of any 

arbitrary shaped lossy dielectric biological object – 

consequently, higher electric field strength develops locally 

at regions with concentrated charge distribution resulting in 

increased SAR value near sharp edges of the flower 

structure [12-13]. Thus, increased point SAR values near 

sharp edges can have localized consequences and therefore 

spatial SAR averaging over 1g or larger mass can overlook 

this real scenario – therefore not recommended [12].  

Simulated SAR results at 947.50 MHz and 1842.50 MHz 

shouldn’t be further underestimated by averaging over 6 or 

30 minutes of time duration – it is so as flowers in plants get 

continuous electromagnetic irradiation throughout their 

lifespan [12-13]. Here, reported SAR data have been noted 

for plane wave irradiation with linear polarization i.e. wave 

propagation along z-axis and electric field variation along x-

axis. But, simulated SAR data can definitely alter if the 

direction of wave propagation or the polarization alters – as 

the designed flower structure is not symmetric along all axes 

and SAR data significantly depends on geometry of the 

biological object [11]. 

IV. CONCLUSIONS 

There are a number of international and national 

electromagnetic regulatory organizations across the globe 

and ICNIRP is one of those – these electromagnetic 

guidelines are of wide contrast and prescribed reference 

power density limits at public zone differ a lot [13, 16-19]. 

Here, all simulated SAR data have been reported for 

ICNIRP public exposure guidelines – however, simulated 

SAR data would alter in case other electromagnetic 

regulatory guidelines are considered [13, 16-19]. Prescribed 

reference power density level as well as expression for point 

SAR changes proportionately with the square of electric 

field magnitude – the initial parameter is correlated to the 

square of incident electric field magnitude whereas SAR 

depends on square of developed internal electric field 

magnitude. SAR values, due to simultaneous exposure at 

multiple frequencies, add up in real scenarios and thus the 

concern is further raised [13]. Moreover, estimated SAR 

values would increase many folds in case occupational 

scenarios are taken into account [16].  

Simulated SAR data can be treated as initial reference for 

practical SAR measurement in future – however, custom 

made phantom model, equivalent dielectric liquid, design of 

electric field probe along with its calibration are some of the 

challenges to be dealt with. To conclude, significant SAR 

values in hibiscus flower model insist to investigate 

biological effects of long duration as well as short span 

electromagnetic exposure on plants, fruits and flowers.    
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Abstract—this paper derives extended three-stage recursive 
identification algorithm of MISO for (CARARMA) systems. 
Based on The decomposition technique, four subsystems are 
obtained and the parameters of each subsystem are identified. 
Some model validation methods are computed to measure the 
model value and Akaike’s Final Prediction Error Criterion 

(FPE) is used to verify the selection of system order. The 
algorithm has a high computational efficiency because the 
covariance matrices dimensions become small in each 
subsystem. Finally, this algorithm effectiveness is 
demonstrated in simulation example. 

Keywords— parameter estimation, decomposition technique, 
model validation, covariance matrix, Final Prediction Error 
Criterion 

I. INTRODUCTION 

System identification has important effect on control 
theory, optimization, state filtering, modern control and 
other fields [1-4], deals with issue of designing 
mathematical models of dynamic systems from the true data 
for the input and the output of the system [5-7]. Parameter 
estimation is significant for system identification and system 
modeling [3, 8], and there are many Parameter estimation 
algorithms in the literature. For instance, LS algorithms, the 
auxiliary model based identification algorithms and gradient 
based algorithms [9, 10]. LS methods can be divided into 
two classes. First class can be used for offline identification 
and is called iterative identification methods; another can be 
used for online identification and is called recursive 
identification methods. RLS method considers important 
development which has made the LS algorithm one of the 
very important and largely used for real-time 
implementations. RLS method can be used only for Auto –
Regressive model (ARX). for other models, such as, 
autoregressive moving average model(ARMAX) or 
controlled autoregressive autoregressive moving average 
(CARARMA) model, RLS method cannot be used. One 
such algorithms that deals with these types of models in 
system identification is multiple-stage algorithms [8] and 
the basic idea is based on the decomposition technique that 
can convert the main identification issue into small sub 
issues, which are simpler to solve[11]. For instance, Yao 
and Ding derived Two-stage least squares based iterative 
identification algorithm for controlled autoregressive 
moving average (CARMA) systems [12]. This work 
proposes extended three-stage recursive identification 
algorithm of MISO for (CARARMA) systems. The 
decomposition technique is used as the basic idea and thus 
the covariance matrices dimensions of each subsystem 

become small and computational efficiency of the proposed 
algorithm become high. This paper is structured as follows. 
Section 2 introduces multi-input single-output CARARMA 
system and its identification model is given. Extended three-
stage recursive identification algorithm for MISO 
CARARMA systems is derived in Section 3. Section 4 
presents model validation and order selection. In section 5, a 
simulation example is given to demonstrate the efficacy of 
this algorithm. Finally, the conclusions are given in section 
6. 

II. PROBLEM FORMULATION 

In this work, MISO system, linear, time-invariant, 
discrete-time system, described by (CARARMA) model 
[13] as shown in fig. 1 is considered and given as  

 ( ) ( )  ∑  ( )

 

   

  ( )  
 ( )

 ( )
 ( )            ( ) 

where 

  ( ), j = 1, 2 ,   ( ) are the inputs, output of the system 
and  ( )  is the white noise with     and       
[9].  ( )   ( )  ( )and  ( ) are polynomials as [8]: 

          ( )       
      

         
      

       ( )      
       

          
      

        ( )       
      

         
      

          ( )       
      

         
      

First, the inner variable is defined as 

 ( )  
 ( )

 ( )
 ( )                                                   ( ) 

Thus, equation (1) can be rewritten 

 ( ) ( )  ∑  ( )

 

   

  ( )   ( )                   ( ) 

Or  
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Fig. 1. The MISO (CARARMA) system. 

It can be described in a linear regression form as 

 ( )    
 ( )     

 ( )     
 ( )    ( )    ( ) 

Where 

The information vectors are [8], 

  ( )  [  (   )   (   )     (    )]
         

  ( )  [  (   )   (   )     (    )]
          

  ( )  [  (   )   (   )     (    )]
          

  The parameter vectors are 

                [           ]
        

                [              ]
          

                [              ]
          

In addition, equation (2) can be rewritten 

 ( )  [   ( )] ( )   ( ) ( ) 

               (   )     (   )          (  

                      )      (   )      (   )    
                         (    )   ( )                                          ( )  

    And it can be written in a linear regression form as 

        ( )    
 ( )    ( )                                          ( ) 

Where 

  ( )  [  (   )   (   )     (    )  (  
 )  (   )    (    )]

           

     [                      ]
            

Finally, equation (7) is substituted into equation (5) [14], 
 can be written as [6] 

 ( )    
 ( )     

 ( )     
 ( )     

 ( )   
               ( )                                                                        (8) 

             ( )   ( )   

   ( )  [  
 ( )   

 ( )   
 ( )   

 ( )]        

   [

  
  
  
  

]                           

Equation (8) is the identification model of MISO 
(CARARMA) system, it includes parameter vector   that 
contains all parameters of the system to be identified [15]. 

III. EXTENDED THREE-STAGE RECURSIVE IDENTIFICATION 

ALGORITHM 

 Extended three-stage recursive identification algorithm 
is based on the decomposition technique as the basic idea 
and thus multiple-input single-output (CARARMA) System 
is decomposed into four subsystems. 

Four intermediate variables are defined as, 

  ( )   ( )    
 ( )     

 ( )     
 ( )          ( ) 

  ( )   ( )    
 ( )     

 ( )     
 ( )       (  ) 

  ( )   ( )    
 ( )     

 ( )     
 ( )         (  ) 

  ( )   ( )    
 ( )     

 ( )     
 ( )       (  ) 

 
From (9)–(12), equation (8) can be decomposed into 

four sub-identification models [8], 

  ( )    
 ( )    ( )                                      (  ) 

These includes the parameters vectors          and 
   [12]. 

Then, four criterion functions are defined as, 

  (  )   ∑[  ( )    
 ( )  ]

 

 

   

                 

Let the partial derivatives of   (  )            with 
respect to    be zero  
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    be the estimate of   [
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Minimizing the criterion functions and as a result, RLS 
algorithm can be obtained for computing   ̂ ( )  

 ̂ ( )   ̂ (   )    ( )[[  ( )    
 ( ) ̂ (   )](  ) 
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The equations from (9)–(12) are substituted into 
equation (15) with           , obtains 
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Equations (16) – (19) include the unknown parameter    
             . The Replacement of the unknown    in (16)–
(19) with their estimates   ̂ (   ) is the solution: 
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   ( )  includes the unknown noise terms  (   ) 
and (   ), and thus these estimated parameters cannot be 
generated based on the above algorithms in (16)–(19). 
Replacing  (   )  and  (   )  with their estimates 
 ̂(   ) and ̂(   ) is the solution, and obtain 
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Now, equation (5) can be written as, 
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      And              ( )   ( )    
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The estimated  ( ) and  ( )can be computed by 
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Thus, extended three-stage recursive parameter 
estimation algorithm for computing the estimated 
parameters          and    of CARARMA model is 
obtained as 
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IV. MODEL VALIDATION AND ORDER SELECTION 

A. Model validation 

Model validation is a fundamental part of simulation 
model development, and generally implemented in parallel 
with the model design process [16]. There are many 
validation methods in the literatures and in this section, 
some criteria’s will be studied [5]: 

1. Root-mean-square  error 

RMSE is the predominant statistical methods [17] 
and it has widely been used in evaluating the accuracy of 
the model [18]. RMSE is computed as follows [19]: 

          √
∑ (( ̂    ))

  
   

 
             (  ) 

2. The Cross-Correlation Test 
the estimated residual is used with the input sequence 

u(k), to develop a test and check the independence 
between the residual and the input. The cross-correlation 
matrix is given by 
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if the cross-correlation function is approximately 
zero, then, the model is perfect [20]. 

B. Model order selection 

Akaike’s Final Prediction Error (FPE) Criterion is 
used in this work for the model order selection and is 
defined as: 
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Where 

 is the number of samples,   is the number of 
model parameters, is the residuals variance and is 
computed as [21]. 
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V. SIMULATION RESULTS 

An example is provided in this part to evaluate the 
capability  of this algorithm. Consider the following MISO 
for (CARARMA) systems, 
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The inputs ,  are generated as a white 

sequence with and , while  is generated 

as a Gaussian white noise with and . 
First, RMS-Error and the cross-correlation test are used for 
evaluating the validation of the model. Fig. 2 shows root 
mean square errors versus all sequences (k).   This figure 
demonstrates that, RMS-Error become smaller as the 
sequence increases, which indicate that the model accuracy 
is high, in addition, the correlation between the residual and 
one of the inputs sequences is showed in fig. 3. The figure 
shows that, the values are very low (the model is typical). 

 
Fig. 2. Root mean square errors versus time sequences 
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Fig. 3. Cross-correlation between the residual and one of the inputs 

sequences 

Fig. 4 shows the true output and the estimated output of 
three-stage RLS algorithm and extended three-stage RLS 
algorithm. Window from n =1080 to n =1100 has been taken 
for more clarification as shown in Fig. 5,it shows that the 
estimated output of extended three stage RLS algorithm 
very close to the true output compared with the estimated 
output of three stage RLS algorithm, that means, the 
effectiveness of this algorithm is high. This conclusion has 
been confirmed by computing and plotting the residual of 
extended three-stage RLS algorithm and three-stage RLS 
algorithm as illustrated in Fig 6. 

 

 
Fig. 4. The true output and the estimated output of three-stage RLS 

algorithm and extended three-stage RLS algorithm 

 

 
Fig. 5. Window from n =1080 to n =1100 of the true output and the 

estimated output of three-stage RLS algorithm and extended three-stage 
RLS algorithm. 

 
Fig. 6. Residual of three-stage RLS algorithm and extended three-stage 

RLS algorithm. 

FPE is calculated from one to five models as shown in 
next figure, and as we have supposed, the second order 
system is the best model order 

 
Fig. 7. FPE versus model order 

Finally, Root-mean-square error of three-stage RLS 
algorithm and extended three-stage RLS algorithm versus 
the sequences is shown in Fig. 8.  

 
Fig. 8. Root-mean-square error of three-stage RLS algorithm and 

extended three-stage RLS algorithm versus the sequences. 

The figure illustrate that extended three-stage RLS 
algorithm is more accurate than three-stage RLS algorithm. 

VI. CONCLUSIONS 

This paper studies extended three-stage recursive 
identification algorithm for multiple-input single-output 
(CARARMA) systems. The results show that the proposed 
extended three-stage RLS algorithm is more accurate and 
require less computational load compared with three-stage 
RLS algorithm. 
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Abstract—This paper explores the relationship between a 
person’s demographic data, age (IV1), gender (IV2), ethnicity 
(IV3), and political ideology (IV4), and the risk of him/her 
falling prey to Mis/Disinformation attacks (DV). Participants 
(n=161) were subjected to the Fake News and deepfake test (15-
item). The main data analysis tool employed by this study is 
multiple linear regression. Important findings of the study 
include the revelation of the disparity in the performance of the 
subjects from the underrepresented groups against those who 
are not. This paper further confirms that an increase in age is a 
risk for being Disinformed.  The predictive model further 
reveals the profile of a most likely Disinformation victim. The 
intended target audiences of this paper are policymakers, social 
scientists, and tech companies. 

Keywords—Fake News, Misinformation, Disinformation, 
Polarization, Risk 

I. INTRODUCTION 
The pervasiveness of fake news in the digital world has 

been unparalleled. A number of social networking sites such 
as Facebook and Twitter allow users and entities alike to 
create and/or share content in their respective spaces. A 
particular type of content in these sites is news and journalistic 
information. More than being able to share content on these 
sites, information users consume such crucial information 
from these media, and as such, the integrity of contents is of 
crucial importance.  

On the other side of the spectrum, misleading information 
had been long existing in the same environment, persisting 
and mixed with the legitimate news with the intent to deceive 
users due to several varying reasons and inspirations, 
primarily political and conspiracy induced. Ultimately, the 
information consumer has the personal responsibility to 
decide which of these are factual and which are misleading 
[1]. Thus, highlighting the ability to detect misinformation 
with the existing information descriptors, i.e., the contextual 
clues, is of extreme importance.  

With social media feeds consisting of virtually unlimited 
information, the question comes down to what constitutes a 
user’s judgment of a content’s legitimacy. An instrumental set 
of conditions, i.e., demographic and socioeconomic factors, 
have long been attributed to the decision-making of users 
[2][3]. The effects of these on a user in the detection of fake 
news functions are investigated. The underlying main research 

question of this paper is “How does a user’s demographic 
attributes influence his ability to detect misinformation?”. The 
basic defense of a user against the risk to the vulnerability of 
detecting misinformation is condensed into the proper use of 
using descriptors to recognize fake news when it is spotted, 
and as such, the contribution to the existing literature of this 
study will include the methodology used to empirically 
observe this risk. 

The significance of this study is built upon the argument 
that proper recognition of misinformation is always a 
precursor phase to combatting the ecosystem of fake news in 
any space, including social networking sites. All existing 
solutions be it of any type of technological structure and 
design, relies first on the detection of an existence of 
misleading contents [4]. Other pragmatic implications of the 
results of this study are the increased accuracy in the 
calculation of risk in humans exposed to fake news campaigns 
through demographic profiling. From this point, campaigns of 
awareness to properly recognize fake news can be more 
focused to the more vulnerable group(s), as revealed by this 
study. The main output of the study is a predictive model that 
reveals the projected risk profile of the vulnerable targets of 
disinformation attacks. This paper will (1) discuss the 
literature highlighting the disinformation and each 
demographic factor, (2) discuss propositions and a model for 
building the predictive model, (3) provide the methodology 
for conducting the study, (4) share the findings and limitations 
of the study, and (5) highlight the future research. 

II. LITERATURE REVIEW 

A. Disinformation and Age 
Craik et al. (1986) [5] proposed the reasoning that a user’s 

information perception is dependent on his/her age. This is 
due to the fact that the mental capacity of a person undergoes 
many changes and development from infancy to adulthood. 
However, after reaching a theoretical peak age— this then 
progresses to decline up to the point of demise. Nelson (1998) 
[6] further explored this proposition and later revealed that one 
of the many strands in the development of this constant change 
is the evolution of a bias based on subjective and personal 
beliefs. In particular, [5][7] further developed the exploration 
of belief bias and how it plays a huge part in age and 
information perception. Two of the findings highlighted two 
important points: Younger adults, i.e., late teens or early 
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twenties to their thirties, performed more accurately and faster 
than older adults, i.e., past forty in logical and arithmetic tests. 
On the contrary, the study revealed that older adults performed 
better than their younger counterparts on exams involving the 
establishment of logical inferences from sequential 
arguments. Ding et al. (2019) [8] explained that logic tends to 
counteract with beliefs in subjects with varying age groups. 

Corollary findings [9] have firmly linked age differences 
in belief bias, its dynamics, and how it paves the way to 
misinformation. The study found out that belief bias, more 
predominantly in older subjects, results to more resistance in 
a user’s position when presented with logical evidence should 
it be contradicting with their beliefs. The potential for 
widespread dissemination of misinformation, [10] has 
examined the individual-level characteristics associated with 
sharing false articles during the 2016 US presidential 
campaign and has found a strong influence of age, which 
persists after controlling for partisanship and ideology: 
Information consumers over 65 shared nearly seven times as 
many articles from fake news domains as the youngest age 
group. Furthermore, this documents that ideology and age 
were associated with sharing activity as the dependent 
variable. The independent function of age is strongly observed 
in: Holding constant ideology, party identification, or both. 
Age, when separated among the variables, holds a strong 
influence wherein older consumers were more likely to share 
fake news than respondents compared with the next-youngest 
group, 18-29 years of age. This gap in the rate of fake news 
sharing between those defined by age categorization oldest 
category and youngest category is notably wide. 

Concluding Proposition 1: Existing studies predominantly 
link stronger correlation to older subjects in the dissemination 
of misinformation compared to their younger counterparts. 
Among the age groups, the range of younger adults, 18-29, 
tends to have lesser documented acts of propagating 
misleading contents. The prominent cause of these having 
stemmed from belief bias. 

B. Disinformation and Political Ideology 
Political leaning is a motivational force to humans. It can 

inspire or compromise one into performing great atrocities, 
acts of courage, and kindness. Humans can even sacrifice 
lives—all in the name of an abstract belief system [11]. When 
political views function as a predictor, a magnitude of 
evidence shows that the effect of this to quite a number of 
users is quite different. The confirmation bias in its form 
compels users to consider unverified content to be still 
considered as factual. In extreme cases—even when content 
is verified to be untruthful is still considered factual by a user 
with stronger confirmation bias [12].  

Generally, there are two partisan divisions, the right, 
which is highly partisan, while those on the left, which is more 
objective in their coverage [13]. This results in an 
asymmetrical media environment [14]. It is in a human’s 
inclination to defend one’s ideologies from information that 
conflicts with his political point of view, the negativity bias. 
This hypothesis of confirmation bias suggests that 

conservatives react to threats with greater negativity and 
motivated information processing than their liberal 
counterparts [15]. And time has yet again shown that 
anyone—regardless of political affiliation displays an internal 
informational processing when confronted with information 
that contradicts their point of view—resulting in a distinct 
perception [16]. This biasing effect becomes more obvious 
when objectionable political information relates to a position 
that one takes comfort in [17][18]. The negativity bias 
hypothesis appears such that people will react to threats by 
defending their ideological in-group and core ideological 
values when challenged.  

Together, these results suggest that a politically natured 
group will respond to the basic psychological threats with the 
affirmation of important and salient values to them [15]. 
Disputes will arise when those holding differing political 
views collide—which are usually ubiquitous and deep-seated, 
which can often be followed on common, recognizable lines. 
Understanding the correlation of distinct political orientations 
is probably a prerequisite for managing political disputes, 
which are strongly tagged as a source of the incorrect 
perception that can then lead to misinformation campaign 
wars [19]. The cause of this social conflict is backed not just 
by political dimension but also in a multitude of dimensions 
in which opposing groups differ from each other in terms of 
several positions-from tastes in art, explanation of the 
sciences, up to the tendency to pursue a new type of 
information, almost always the variability in political 
ideologies of users may have caused it [20].  

Alongside this, an understanding of the cause of its 
persistence and how it affects information consumption must 
be central to their themes [21]. Works by [21][22] attempted 
to first detect if a specific content is politically inclined and 
challenged the leanings of media contents to better understand 
fake news in a politically polarized mainstream media by 
investigating linguistic differences in the discussion of the 
topic by left- and right-leaning news sources. The study 
revealed that political leanings tend to employ non-neutral 
words, with the right inclined to more aggressive while the left 
inclined to put more emphasis on compassion.  

With fake news garnering increasing public attention, a 
systematic literature review by [4] examined the way broader 
media environment and people in it may have caused or be 
damaged by disinformation. Technological studies provide 
that media sources used discernibly different language and 
catered for a specific consumer when discussing contents—
underscoring a fundamental difference in definitions and 
portrayals of any issue, and how this ignites a frequent focus 
on each other, presumably in the spirit of blaming the other 
for a raised problem [21]. These works are all but the first 
steps towards identifying the descriptive differences between 
news sites' varying views in their discussions of a given 
subject. 

Concluding Proposition 2: Existing studies reveal that politics 
and governance act as a motivator for political acts of a 
number of information users. Enabled by confirmation bias & 
negativity bias, this instantiates the creation and spreading of 
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misleading news that highlights the political partisan and 
discredits the others. 

C. Disinformation and Ethnicity 
Cross-sectional studies [23][24] argued that ethnicity 

should be included as a demographic control variable in the 
assessment of the widespread problems in social sciences. The 
reason is that present findings with insights from most 
domains relevant to attitude formation, i.e., stereotyping 
literature, strongly bridges the potential role of ethnicity and 
perceived similarity. 

Leighley et al. (2009) [25]’s underlying assumption is that 
the differences in ethnicity between groups may contribute to 
the homogeneity of culture in organizations. In developing 
nations, often characterized by a high level of ethnic diversity, 
concerns arise that groups with heterogeneous values, norms, 
and attitudes—the broad set of traits that can be referred to as 
culture—may be unable to agree on policies, the provision of 
public goods, and the broader goals of society [25]. Each of 
these traditions reflects a variety of viewpoints on the 
persistence of ethnic and cultural identities and a wide range 
of theories on the factors that gave rise to both ethnic and 
cultural differentiation.  

One may not simply look away from the evidence 
consistent with a synthesis of both views: ethnicity is indeed 
associated with fundamental differences in values, attitudes, 
and preferences, including information consumption 
[26][27][28]. However, the reverse may not be true such that 
culture is the dependent variable which may not be attributed 
exclusively to ethnicity. Disinformation campaigns highlight 
non-specific trajectories on samples that are based on ethnicity 
variations. This accounts for the economically, and political 
biases that may help establish the link between culture and 
ethnicity. The complex relationship between ethnicity and 
culture in relative terms of fake news propagation had so far 
remained missing from the economics literature on ethnic 
heterogeneity.  

Nelson (1979) [29] had undertaken a longitudinal study 
that documented the effects of socioeconomic status (SES), 
particularly ethnicity, on political participation. As consensus 
has grown on the role of socioeconomic status, other factors, 
like ethnicity, have been most of the time prioritized only to 
secondary in terms of importance. Variations in levels of 
participation can be traced, in part, to differences in ethnic 
political culture, and the web is no exception. Ethnicity has a 
more significant effect than socioeconomic status on levels of 
participant political culture.  

The dynamics in which ethnicity might influence the 
understanding of social and political information retrieval in a 
rapidly evolving environment are of emerging concern. 
Fridkin et al. (2006) [30] recommended that future researchers 
give more serious attention to this ethnic factor. More studies 
will fill this gap especially focusing on the quantitative 
research on the relationship between ethnicity and culture that 
correlates to an individual’s ethnolinguistic identity as a 
predictor of his norms, values, and preferences [30]. More 
than looking at the individual participant’s ethnicity, the 

holistic view of the group composition should be taken into 
consideration—the diversity. 

Concluding Proposition 3: The existing studies highlight the 
degree of overlap between ethnicity through culture and how 
it creates the attitude of an individual in his social identity in 
the information environment can all be traced to ethnicity as a 
potent determinant of civil conflict and public goods, in this 
case, misinformation. Furthermore, ethnicity is revealed to be 
a smaller part of a bigger determinant, diversity, that affects 
information flow on social networks. 

D. Disinformation and Gender 
Pennycook et al. (2018) [31] & Giacopassi et al. (1986) 

[24] revealed that weaponized disinformation campaigns and 
endemic online violence against gender minorities exist. 
Resources [32] that identify the demographics display 
consistent affinities to understanding how this phenomenon 
affects our democratic process to its propagation.  

Social media environments are only beginning to grapple 
with the unintended affordances of their features and are not 
held accountable by regulatory governing bodies, which 
should serve as watchdogs and advocates—and gender as a 
variable, appeared from that. With gender as the issue i.e., 
variable—international nonprofits, academic institutions, and 
philanthropic investors see online threats as a form of social 
injustice and not a concern for democracy and national 
security. A new kind of authoritarianism seeks to push 
minority groups aside and halt progress on their rights by 
controlling social media channels, attacking the press, and 
limiting freedom of assembly and expression—and gender 
plays a firm role in this [33].  

The support for gender-inclusive social web 
communication is deteriorating for certain minorities 
including women, and LGBTQIA+ communities. Belhadjali 
et al. (2017) [34] shows it’s critical to analyze the role gender 
plays, consciously or unconsciously, for the promotion of 
more gender-inclusive and harmonious democracies—yet the 
convergence of gender, democracy, disinformation, and 
information technology remains understudied. Female 
politicians who are prolifically wielding social media as a way 
to overcome underrepresentation and connect with their 
constituencies—wherein a survey of female politicians from 
over 100 nations found that more than 85 percent of them use 
social media and particularly Facebook, with younger 
legislators being the most active—highlights the need in 
understanding whether online platforms are a level playing 
field for political engagement, or replicate the same biases as 
traditional media outlets [35][36].  

Marwick (2017) [37] extracted data from leaders in 
different industries from the arts and sciences across multiple 
varying leanings, countries, and regions of the world, 
reviewed over 100 works of literature, and produced an 
analysis to identify gender trends in politics and information 
dissemination on the web in the United States. The research 
concluded that social media seem to provide some female 
candidates with an increased ability to promote their “brands” 
and level the engagement field, exposing that females are able 
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to generate more followers, likes, and user engagement than 
their male counterparts.  

On the other side of spectrum, there is a massive 
magnitude of evidence [38][39][40] that shows how women 
leaders and minority activists are often targets of online 
attacks, harassment aimed at making these personas seem 
irrelevant. Female politicians around the world expressed the 
sentiment of how a huge fraction of them having seen 
demoralizing images of them spread through an information 
environment or digital medium. The massive spread of 
gender-charged disinformation campaigns—ranging from 
mockery to even death threats—transcends into the physical 
world. Often, attacks come from armies of politically 
motivated trolls and bots. Stahl (2006) [41] shows that in a 
political party—female candidates are targeted more often 
than male candidates by fake news accounts with the explicit 
intention of halting certain gender-minority from actively 
engaging in the information medium. When fake news is 
aimed at certain gender-based communities, the whole 
information medium produces a bias through an attempt to 
control the users who can contribute to the ecosystem of 
information. 

Concluding Proposition 4: Gender inclusiveness and equal 
participation is a precursor towards an actively participatory 
democracy that allows social media to be utilized effectively 
to bring all, regardless of gender, closer to government. The 
need to examine gender as an enabler or otherwise in a 
participatory environment, including the phenomenon of 
disinformation, is the very reason why academic institutions, 
civil society groups, and philanthropists who aim to protect 
and foster democratic values have a responsibility to look into 
the gendered dimension of fake news and online violence 
against gender-minority in politics. 

III. METHODOLOGY 
Figure 1 below describes an overview of the study’s 
methodology. Note that the data collection device is the fake 
news test. 
 
 
 
 
 
Fig. 1. Block Diagram of Methodology 

A. The Population 
The survey was opened for an undergraduate class of 

Introductory in Informatics during the period September 1, 
2020, to December 7, 2020. Of the 234 eligible and invited 
students to take the optional survey, 168 responded. Declared 
majors and concentrations of subjects are varying, including 
but not limited to cybersecurity, computer science, 
informatics, economics, communications, sociology, business 
administration, accounting, and physics. The age range of 
subjects is from 18 to 25. 

B. Data Collection 
A preliminary survey questionnaire that extracts 

demographic data from each participant was asked. To force 
the users to select an option, all of these fields are required—
by default leaving it empty will prevent one from proceeding 
to the next item. 

 To associate the above demographic data to the risk 
of being disinformed, the users are then later given the fake 
news test devised by Caramancion (2020) [42] based on the 
Ecosystem Theory of Disinformation [43]. The test displays a 
content to a user and explicitly asks for a response if it is 
legitimate or illegitimate. Furthermore, the fake news test 
includes screenshots of deepfakes which then prompts the 
users to evaluate if it is legitimate or otherwise. 

C. Data Analysis 
General descriptive statistics and grade distribution were 

used to establish the baseline of measures of the results for the 
dependent variable. This is generally to get an overview of the 
population’s performance. To answer this paper’s research 
questions, the independent variables considered are the 
demographic data of each participant, i.e., age (in range), 
political leaning, gender, and ethnicity. 

These IVs are then associated with the performance of 
each participant as their score on the fake news test and will 
serve as the dependent variable for all of the IVs stated before. 
To perform this analysis, a multiple linear regression was 
employed as the main analysis technique of this paper. 
Dummy coding was employed before loading the IVs to the 
model. No violation in the assumptions exists, including 
normality, multicollinearity, and homoscedasticity. Finally, 
an interpretivist approach was employed by the author to give 
possible explanations of the results. 

D. Controls and Limitations 
The survey was deployed in blackboard and is strictly 

timed so as to mimic the actual stimuli environment of 
browsing a social media feed. The whole survey was timed 60 
minutes and will auto-submit after the timer has elapsed, 
although, as per the item analysis, the average user typically 
completed the assessment in 5 to 10 minutes. The range of 
user attention span per content as revealed by Facebook 
Research is varying from 1.7 seconds to 12 seconds. The 
themes of the questions are all relevant to the national affairs 
within the United States. Backtracking was prohibited to 
disallow any modification of answers to earlier questions.  

Among all the participant responses, seven attempts were 
incomplete, i.e., the user opened the assessment but left the 
survey unanswered, leading the timer to expire and 
automatically submit their attempts. These responses were 
removed from the aggregate data. 

IV. RESULTS 

A. Overview 
Table 1 displays the general descriptive statistics of the 

regression results in aggregate form. Table 2 presents the 

Recruitment Fake news test 

Data Analysis Interpretivist 
Discussion 
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model information of the predictive model alongside the 
Durbin-Watson’s test. Table 3 highlights the coefficient of the 
predictors alongside the collinearity diagnostics. Table 4 
presents the details of the regression model, including 
coefficients and their respective statistical significance. 

 

 

TABLE I.  GENERAL STATISTICS 

 

TABLE II.  POPULATION STATISTICS 

 

 
TABLE III.  MODEL SUMMARY 

 

 

 

TABLE IV.  PREDICTOR COEFFICIENTS 

 

V. DISCUSSION 

Discussion 1: An Increase in Age is the Biggest Risk 
Factor of Disinformation 
The regression model suggests that the higher the age of 

the subjects, the higher their risk of being disinformed. 
Subjects with an age range of 25 to 34 score less than their 
younger counterparts. Furthermore, subjects with age range 
35 to 44 scored significantly lower. The optimum age of 
subjects that scored the highest were 18 to 24, followed by the 
age group below 18. 

Discussion 2: Females Appear to be at More Risk 
Compared to Males 
The regression model suggests that, on average female 

participants score lower, 1.54 less, compared to the male 
subjects. Although, among all the demographic factors, 
gender appears to be the least statistically significant. It should 
also be further noted that the sample ratio of male-to-female 
is 95:66. 

Discussion 3: Asians, African Americans, Hispanics, 
and Latinos all have a Bigger Risk of being Disinformed 
Interestingly, the predictive model confirmed that the 

historically underrepresented ethnic group that appeared to 
garner the lowest score are the Asians, followed by African 
American subjects, and then the Hispanics and Latinos.  

Discussion 4: American Indians and White  Subjects 
have Lower Risk of being Disinformed 
The regression model further revealed that American 

Indians and Alaskan Natives scored the highest, implying 
their skill in disinformation detection. The ethnic group that 
follows from this are the Caucasian/White. 
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Discussion 5: Political Parties Outside the Outside the 
Major Parties have Bigger Risk of being Disinformed 
The regression model suggests that subjects who self-

identify as Democrats tend to recognize Disinformation and 
Deepfakes most accurately. This is followed by those who 
self-identify as Independent, followed by Republicans. The 
group who performed the least are the subjects who has 
Political Affiliation that’s Something Else. 

VI. CONCLUSION AND FUTURE WORKS 
This study was incepted with the hope of reducing the 

instances and impact of disinformation on information 
consumers. The resulting output is a predictive model that 
uses the demographic factors – a. age, b. gender, c. political 
ideology, and d. ethnicity as independent variables. The model 
is based on the interaction among these variables in a given 
population.  

With Caramancion (2020)’s work as inspiration, the first 
part of the experiment revealed the accuracy of individuals in 
detecting fake news in a social media feed. The results are then 
aggregated and analyzed to establish a correlation based on 
their respective predictors. 

Findings are the result of the subject’s empirical measure 
from the experiment mapped out against the four preceding 
factors. Based on the scores of the subjects, these findings 
revealed the profile with the weakest ability to detect 
misinformation, prompting to result in the research question 
of this study being explicitly answered. The distinct parts of 
the result, i.e., regression coefficients, are then compared with 
one another to search for behavioral patterns that revealed the 
profiles who a. At most risk to be misinformed, b. those who 
can accurately detect Fake News. 

This study lays the foundation in assessing a person’s 
participation in the persistence of Disinformation on the 
digital space. The ability of technological advances to combat 
disinformation through detection is learned through training. 
One practical area for future research is the applications of 
different style of cyber awareness/education in shielding these 
individuals against disinformation—therefore highlighting 
the importance of strengthening the user’s capability in 
recognizing misleading contents against legitimate ones. The 
variations in the results highlight the need for variations in 
education. Future studies may enhance the predictive model 
developed in this paper by injecting more socioeconomic 
factors as independent variables and through a consistent and 
incremental validation of the subjects in a longitudinal 
research. Finally, a population of bigger size may be 
considered to better reflect the domain attempting to measure. 
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Abstract—Channel coding for the 5th generation (5G) wireless 

communication system has to fulfill diverse requirements 

arising from new machine type communication (MTC) 

services. The 5G-MTC applications can be classified into two 

categories: Ultra-Reliable Low-Latency Communications 

(URLLC) and massive Machine-Type Communication 

(mMTC). Polar code and Low-Density Parity Check (LDPC) 

code are among the most advanced channel coding techniques 

known today that have the potential to be used in the 5G. The 

main objective of this paper is to evaluate the error correction 

performance of Polar and LDPC coding schemes in the case 

when short to medium information block lengths are 

transmitted, as it is often in mMTC and URLLC scenarios. 

These codes are evaluated in terms of both Block Error Rate 

(BLER) and Bit Error Rate (BER). Simulation results show 

that Polar codes exhibit a much better error correction 

capability compared to the LDPC codes for short block 

lengths, while they have a comparable performance at medium 

block length.  

Keywords—5G-MTC, LDPC, Polar codes, mMTC, URLLC. 

I. INTRODUCTION  

With the rapid development of wireless communication 
technology, the 5th generation (5G) has received 
considerable attention and emerged as a more advanced way 
in telecommunications [1]. Compared to the fourth-
generation (4G) wireless systems, 5G has been designed not 
only to enhance mobile broadband (MBB) applications but 
also to support new services centered on machine type 
communications (MTC) [2], [3].  

Machine-type communication (MTC) is one of the main 
communication paradigms for a wide range of emerging 
services that enables devices to interconnect wirelessly with 
minimal or without human intervention, the main usage 
scenarios of 5G-MTC are [4]: massive MTC (mMTC) and 
mission-critical MTC (mcMTC) also known as ultra-reliable 
low-latency communications(URLLC). As the term speaks 
for itself, mMTC is about providing wireless connectivity to 
a large number of machine type terminals, with low costs 
and extremely low energy consumption [5]. While URLLC, 
is about communication with a high level of reliability (e.g., 
99.999%) and low latency in the order of 1ms or less [6]. 
Recently, numerous researches have been performed to meet 
the challenging requirements of these scenarios such as 
research on the field of channel coding. 

Channel coding is one of the most prominent and critical 
subjects in today's wireless communication systems. The 
goal of channel coding is to protect the information from 
noise and interference encountered in the transmission 
through the channel and this is achieved by using a channel 

encoder and decoder. The former introduces redundancy in a 
controlled manner in the transmitted information sequence, 
while the latter exploits this redundancy to detect and correct 
errors on the receiver side.   

The recent interest in channel coding schemes for the 5G 
has directed to polar codes and LDPC codes [7]. For the 
Enhanced Mobile Broadband (eMBB) scenario, LDPC code 
has been chosen for the data channels and Polar code has 
been adopted for the control channels [8]. As for URLLC 
and mMTC use cases, research on efficient coding schemes 
is still ongoing. The candidate coding schemes considered 
for 5G networks are Turbo code, LDPC code and polar codes 
[9]. However, Turbo codes are not recommended to use for 
MTC scenarios since it exhibits a poor performance when 
information block length is small. Besides, the complexity of 
Turbo codes is much higher than other modern coding 
schemes [10]. LDPC has come out as one of the major 
channel coding contender for 5G [11]. While recent 
investigations [12] demonstrated that Polar codes outperform 
modern coding schemes without any sign of error floor, 
Furthermore, they have the lowest system complexity among 
the competitive codes that might be used in 5G systems 
which render them preferred for 5G mMTC/URLLC use 
cases [13].   

 In order to achieve the requirements of the mMTC and 
URLLC, the selected channel coding scheme should have the 
capability to support short information blocks with low 
computation complexity, low latency and very good error 
correction performance to provide higher reliability. Hence, 
This paper mainly focuses on error correction performance 
of 5G channel coding schemes namely Polar code and LDPC 
code for short and medium information block 
lengths(64<K<1024) in the context of mMTC/URLLC 
scenarios. However, there are other parameters needed to be 
taken into account to determine the appropriate coding 
technique for URLLC and mMTC use cases. The considered 
codes are evaluated and compared in terms of BLER and 
BER over an Additive Gaussian Noise (AWGN) channel. 

Our paper is organized as follow. In Section II, we briefly 
introduce the 5G channel coding techniques namely: LDPC 
codes and Polar codes. BER and BLER simulations results 
of the discussed codes are provided in SectionIII. Finally, 
we provide conclusion in Section IV 

II. PRELIMINARIES OF CHANNEL CODES  

In this section, LDPC and Polar coding schemes are 
briefly introduced, respectively. 
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A. LDPC codes: 

In 1962, R. Gallager introduced a family of error correction 
codes, called Low-Density Parity Check (LDPC) Codes 
[14]. But they were then largely forgotten. LDPC codes were 
rediscovered by Mackay in 1996 [15] and, since then, they 
have been applied in numerous communications systems.  As 
the name implies, they are characterized by a sparse parity 
check matrix H, where sparse means that most of the entries 
are zero. An example of H is the following: 
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011001
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LDPC code can also be described by a graph, 
called tanner or bipartite graph. [16], which is composed of 
Check nodes (CNs) and the Variable nodes (VNs). In the 
Tanner graph, variable node i is connected to check node j, 
whenever  ℎ��of H is non-zero, as illustrated in Fig. 1.  

Recently, research on LDPC codes has been oriented on 
quasi-cyclic (QC) LDPC code. The 5G LDPC code belong to 
the class of QC-LDPC codes, where two base graphs are 
defined [17]. 

The LDPC decoding can be implemented by using Sum-
Product(SP) algorithm, but it suffers from high complexity. 
This complexity can be greatly reduced by using the min-
Sum algorithm (MSA)[18]. In order to increase the 
convergence speed of MSA, Layered Min-sum algorithm 
was proposed [19].  

B. Polar codes  

Polar code [20], invented by Arikan in 2008, is a special 
class of error correcting codes that can provably achieves the 
channel capacity. Polar codes exploit a novel concept called 
channel polarization,  which converts the transmission 
channel into virtual channels of different capacities. In the 
limit of infinite block-length, it can be shown that channels 
become either perfectly noiseless or very noisy. Polar codes 
are then constructed by only using the noiseless channels for 
transmitting information while freezing the inputs of all 
other channels to known values. 

The encoding of Polar code with code length N (= 2�,      
n ≥ 1) is performed using the generator matrix obtained from 
the polar transform. The generator matrix NG can be written 

as: 

                                         ,n
N FG ⊗

=         







=

11

01
F                         (2) 

 

Where �⊗��denotes the 	
� Kronecker power of F. The 
encoding is a process to obtain the encoded bits                     

x ={�, ��, . . . , �� } through  x = u ��=u �⊗��for a given 

source vector u = { 1u , 2u , . . . , Nu }. The source vector u 

consists of the frozen bits and information bits. Fig.2 shows 
the polar encoding for N=4. 

 

 

 

 

 

 

 

 

 
 

Fig.1. iTanner graph for LDPC Code. 

 
 
 

 

 
 
 
 
 
 
 
 
 

Fig.2. Polar encoderifor N=4 

The decoding of polar code can be achieved by a 
Successive Cancellation (SC) algorithm. Unfortunately, 
Polar code under standard SC algorithms [20] is rather 
unsatisfactory at short blocklengths. For this reason, 
Successive Cancellation List (SCL) decoder has been 
introduced in [21] to mitigate these problems. The 
performance of the SCL decoder can be further improved by 
concatenating them with a Cyclic Redundancy Check (CRC) 
codes (CRC-SCL), where the outer CRC code is used to 
determine a valid codeword within the list of candidates at 
the end of the aforementioned decoding process (SCL) [22].   

III. SIMULATION RESULTS 

The performance of LDPC and polar codes are evaluated 
for information block lengths of K= 64,128, 256, 512 and 
1024 bits with code rate R=1/3. The evaluations are 
performed in terms of BLER/BER vs. SNR using Binary 
Phase shift keying (BPSK) for modulation and the channel 
considered is AWGN. The results are given in below figures 
from Fig.3 to Fig.7.  

In our simulation, we have considered LDPC code based 
on the 5G specifications [17] and layered min-sum algorithm 
with 15 iterations was used in the decoder. CRC-SCL 
algorithm with list size L=8 and CRC of length 16 is used to 
decode Polar code. 

From Fig. 3 and Fig. 4, it is clear that the performance of 
Polar code is superior to that of LDPC code for short 
information block lengths (K ≤ 128), in both BER and 
BLER. The performance gain of Polar code against LDPC 
code is around 1 dB for k=64, and 0.65 dB for k=128 at 
BLER=10��. 
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Fig.3. BER and BLER Performance of channel codes  
for K = 64 bits and R=1/3.  

 
 

 

Fig.4. BER and BLER Performance of channel codes  
for K = 128 bits and R=1/3. 

 
 

Furthermore, it can be seen from the results that as the 
code length increase, the performance gain of polar codes 
over LDPC codes decreases. As shown in Fig.5, Polar codes 
perform slightly better than LDPC in BER, while the 
performance of LDPC come close to the performance of the 
polar code in BLER at this information block length 
(K=256).  

We can see from Fig. 6 and Fig. 7, that LDPC code has 
comparable performance as that of polar code at information 
bit length of  K=512 and K=1024. We also observe that the 
performance of LDPC is around 0.15 dB better than the 
Polar code at BLER=10�� for K=1024. So, it is concluded 
that at short block lengths polar code offers the best error 
correction performance, while LDPC and Polar offer similar 
performance at moderate information block length. 

 
 

Fig.5. BER and BLER Performance of channel codes  
for K = 256 bits and R=1/3. 

 
 

 
 

Fig.6. BER and BLER Performance of channel codes  
for K = 512 bits and R=1/3. 

 

 
 

Fig.7. BER and BLER Performance of channel codes  
for K = 1024 bits and R=1/3. 
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IV. CONCLUSION 

This paper has presented the error correction 
performance evaluation of LDPC code and polar code for 
short to medium information block lengths (K ≤ 1024) at a 
code rate of 1/3 under URLLC and mMTC scenarios. 
AWGN and BPSK are considered as the communication 
channel and modulation scheme, respectively. From the 
results, it is observed that the performance of Polar code  
with CRC-SCL decoder is better than that of LDPC codes for 
short information block lengths. While at medium 
information block length they show a comparable 
performance. Consequently, it can be said that Polar codes 
are a promising channel coding scheme in such scenarios.  
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Abstract—This paper presents a research in progress 

mobile application recommendation system for mobile data 

plan. With the vast amount of mobile data plan available, 

students must put a lot of effort in finding a mobile data plan 

that is the best value for money or the best for their heavy 

usage needs. Thus, paper proposes a recommendation system 

to aid students in the selection process of a mobile data plan. 

Further, hybrid filtering will be applied in the development 

process of this system to recommend a few suitable mobile data 

plans. 

Keywords—Recommendation System, Hybrid Filtering, 

Mobile Data Plan, MDLC 

I. INTRODUCTION 

In recent years, telecommunication using mobile phones are 
entangling to everyone’s daily life. The use of mobile phone 
is not mainly used for telephone conversation, but it has also 
been used mainly: (1) for text messaging and (2) surfing the 
net via the use of mobile data provided by the mobile telco 
operators. The demand for a better use of mobile data is 
increasing enormously as the usage of a more stable and fast 
mobile data is increasing due to various use and complex 
usage the mobile devices among users. Among the usage of 
mobile phone via the use of the mobile data are internet 
surfing, video streaming, downloading, and mobile learning 
mainly among students. Mobile learning is a learning 
process using various mobile gadgets, and it is transforming 
the learning  environment by allowing students to participate 
in an  asynchronous, and ubiquitous mode [1]. The 
extensive implementation of mobile learning has resulted in 
students relying on the usage of their personal mobile data 
in order to gain access to extensive learning materials[2]. 
Thus the demand for students in getting the best mobile data 
plan is vital [3].       
 
The structure of this paper is as follows. The following 
section will highlight previous studies on the topic of 
interest. Following that, the recommendation technique 
relating to the topic of interest will be presented. Next the 

methodology and system architecture of the project will be 
presented. Finally, future works of this project will be 
presented.  

II. LITERATURE REVIEW 

Previous studies has highlighted that: (1) the use of mobile 
phone in learning enables student to communicate easily and 
better with their fellow lecturers, and (2) it also helps 
students to exchange information and study materials [4-7]. 
However, other related studies on mobile learning has 
highlighted that this kind of learning creates financial strains 
on students as they stressed the need of having a better 
mobile data plan in order to fully utilize the purpose of 
mobile learning [8]. 
 
The demand for the usage mobile data plan has risen over 
the years and are driven by several factors, among which: 
(1) mobile data fixed rates, (2) how easily it connects to 
laptops (3) online gaming (4) the ability to watch videos 
while on the go and (5) educational purposes [5, 9].  As for 
a student, the demand for a good and reliable mobile data 
plan from a mobile telco provider is vital, as students use 
extensive mobile data in for their mobile learning process 
[10]. Furthermore, every student needs: (1) the lowest 
mobile call rate, (2) uninterrupted mobile service, and (3) 
mobile data plan at the best price [11].  
 
Over the years, there has been a great amount of mobile data 
plan available, and students have to put a lot of effort in 
finding the most suitable mobile data plan. Furthermore, is 
has also been suggested the implementation of a 
recommendation mobile data plan system in order to help 
users (i.e. students) to choose the best available mobile data 
plan [12, 13]. As such by creating a recommendation 
system, it would help minimize the information overload in 
a personalized way (i.e., for students) thus it would be also 
beneficial not only for the end user, but for the mobile telco 
provider as the would get more information about the users 
need. A recommendation system is a specific information 
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filtering system which ranks the existing information base 
on specific user conditions. Further, the outcomes from a 
recommendation system would rank the information based 
on specific filtering technique.  

III. FILTERING TECHNIQUE 

Recommender systems are software applications which is 
designed to provide suggestions that could be of interest a 
User [14, 15]. Further, each recommender application is 
base on certain technique. The following sub section will 
highlight and briefly explain three main filtering technique 
which are widely highlighted in previous research, mainly 
the: (1) content base, (2) collaborative filtering (CF), and (3) 
hybrid.  

 

A. Content base filtering  

Content base filtering is a technique base on the assumption 
of a user and several users personal interests. If a user 
intertest in a particular topic of interest remains the same for 
a few days, thus it can be said that the user’s topic of interest 
will remain the same for the near future. In a web surfing 
scenario, a user will tend to search the same topic of 
interest. Thus, the content base filtering technique will only 
show those information related to a user’s topic of interest 
and similar users with the same topic of interest. [16-18]. 
Figure 1 below refers to content base filtering. 
 

 
Fig. 1. The content base filtering technique 

B. Collaborative filtering 

This technique uses the idea of spreading news, word of 
mouth, people’s option, and reviews [11, 15].  This filtering 
technique then filters and sorts based on similarity them 
accordingly to help users make decisions[13, 16]  
 

 
Fig. 2. Collaboarative filtering 

C. Hybrid filtering  

This technique (Figure 3) combines both filtering techniques 
mention in the above sub sections. The outcome of this 

technique is based on the users topic of interest combined 
with other information such as previous reviews, option and 
spreading news [17].  

 
Fig. 3. Hybrid Filtering 

IV. METHODOLOGY 

The proof of concept of the proposed system in this project 
will be using the Multimedia Development Life Cycle 
(MDLC) methodology [19] (figure 4). A well-developed 
methodology plan will save time, money, and multiple 
modifications. The MDLC activities concentrate on 
technological aspects of the product development [20]. The 
MDLC consists of: (1) conceptualization phase, (2) 
development plan phase, (3) preproduction phase, (4) 
production phase, (5) postproduction phase and (6) 
documentation phase. Each of this phase will be briefly 
explained in the following sub sections. 
 

 
Fig. 4. Multimedia Development Life Cycle (MDLC) 

 

A. Conceptualization 

This phase constitutes of the categorization of domain stage. 
This project will be categorized into three main domain: (1) 
information – to be given to the users, (2) filtering – base on 
certain criteria, and (3) outcome – providing the best 
recommendation to the user. 

B. Development 

This phase constitutes the development of the system 
architecture for the mobile application. The system 
architecture for this system will be explained in the next 
section.  

C. Preproduction 

In this phase, the mobile application is coded. This 
application will be using several tools such as jquery. 
mobile-1.0 as the platform, Adobe Dreamweaver CS5, and 
XMAPP control panel v.3.1.0 
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D.  Production 

In this phase, all the functional requirements of the 
prototype mobile application will be analyzed and tested to 
obtain user feedback. 

E. Postproduction 

In this phase, further testing will be conducted, using 
scenario base testing and black box testing. 

F. Documentations 

In this phase, proper documentation and deployment of the 
mobile application will be conducted.  
 

V. PROPOSED SYSTEM ARCHITECTURE 

The system architecture (figure 5) is the conceptual model 
that describes a system's structure, behaviors, and more 
opinions [21]. In the Multimedia Development Life Cycle 
process, serves as the key milestone. The goal of the 
activities of system architecture is to define a 
comprehensive solution based on logically connected and 
compatible principles, concepts, and properties. Further, the 
system architecture has features and properties that satisfy, 
the problem or opportunity expressed by the system 
specifications and principles of the development life cycle 
which is then implemented by technology. 
 
The activities presented in Figure 5 defines a thorough 
project outcome solution based on the logically associated 
and compatible standards of the proposed project. The 
outcome of this data plan recommendation system 
implementation comes from several data plans from any 
telecommunication company that users would choose to 
access the internet connection. This project would be using 
the website's triplet and metadata files as a database in the 
data plan recommendation system. This data plan 
recommendation system would be using the hybrid filtering 
technique. This proposed project implements hybrid 
filtering technique. This technique combines the user topic 
of interest and other similar reviews focusing on the same 
topic of interest. Furthermore, the hybrid technique also 
utilizes other users reviews to provide the best possible 
recommendation [17, 21]. 

 
Fig. 5. System architecture 

 
The system architecture will also help to prioritize 
conflicting goals. In the early stages of a research project 
system, the system architecture ensures that a design 
strategy can create an appropriate framework. Furthermore, 
the design risks and several mitigation plan can also be 

recognized early especially in the construction process by 
designing efficient architecture. Functional requirements, 
including software coding standards, instruments, and 
platforms, are also determine in the system architecture. 
Hence, it will ensure success in proposed project and it also 
gives the right technological solutions. 
  

VI. FUTURE WORKS 

Numerous telco providers offer affordable and reasonable 
data plans which best suits students. However, for students 
the selection of a good data plan is vital, as students mostly 
uses extensive mobile data in their daily usage especially for 
their mobile learning.  
 
The propose recommendation system opens new ways for 
customized knowledge and information to be retrieved from 
the Internet. It also aids to mitigate the issue of information 
overload, by using the recommendation systems. This is 
because users (i.e., students) are only interested in those 
information that are is necessary for their usage.  
 
Further, this work in progress paper has highlighted several 
filtering techniques which can used by the recommendation 
system. The proposed mobile data plan recommendation 
system will be using the hybrid filtering technique, as this 
technique is a complete technique focusing on a user’s 
interest and other users’ reviews. It is hope that this project 
will inspire and serve as a guide to develop other 
recommendation system. 
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Abstract— Surge arrester is used to protect the equipment of 

electrical transmission and distribution systems from the effects 

of lightning and switching overvoltage. They are very much 

reliable devices which can work for decades without causing any 

problems provided they are properly designed, configured, and 

maintained. This paper examines the effects of lightning strokes 

in an electrical network and analyzes two different frequency 

dependent models of metal oxide surge arrester following the 

IEEE standards. The objective is to create a suitable model of 

tower which considers the propagation of surge, the footing 

resistance and the two types of air-gap leaders. It is found that, 

with the identification of overvoltage, the rate of failure of a 

substation could be determined. This is done through a 

comprehensive study that uses different strategies among the one 

available in literature. It was also found that all the strategies 

generated a similar transient overvoltage. It was observed that 

the range of values obtained could be considered as complying 

with the standards.  

Keywords: Lightening Stroke; Frequency Dependent Model; 

Electrical Tower; Surge Arresters; Transient Overvoltage  

I.  INTRODUCTION 
In transient studies, the models are usually different from 

the classic models which are often used in power systems 
study. All lines, including the span of lines, towers, cables, 
and surge arresters, are expected to be frequency dependent 
(FD). A transformer is also expected to be a very peculiar 
model because in higher frequencies, the most important 
parameter is the surge capacitance of the primary and the 
secondary winding of the transformer. Similarly, all the 
equipment of a sub-station is expected to be modeled using 
stray capacitance [1]. The lines and spines in a sub-station are 
very short; therefore, to simulate this system, a precise step 
should be taken within a short time.  

The equipment in the 420 kV system normally has a 
standard lightning impulse withstand level of 1425 kV. Hence, 
according to the IEC standards on insulation coordination [2, 
3], the highest occurring voltage in the case of a non-self-
restoring insulation in operation should stay below this value 
by a factor of 1.15, i.e., it should not exceed 1239 kV. 
Nevertheless, the lightning impulse protection level of 823 kV 
offers enough protection.  

Several significant factors can cause the voltage at the 
terminals of the equipment to be protected to take on a 
considerably higher value. When inductive voltage drops; it 
discharges currents higher than the nominal discharge current 
and provides separation effects through traveling wave 
processes between the terminals of the arrester and the 

equipment to be protected. The latter phenomenon must be 
considered when planning the optimal location of an arrester 
[4]. It is, therefore, possible to increase the energy absorption 
capability of the arrester bank to the extreme values by 
connecting, normally, up to 100 metal oxide columns in 
parallel [5]. Despite, there are many other options for 
optimizing the necessary investment against the power supply 
quality by protecting only part of the towers, part of the 
phases, or by choosing less expensive arresters of low energy 
absorption capability based on an arrester failure risk analysis 
[6]. 

Lightning faults are of two types: the flashovers, mainly 
single-phase, following a screen failure and caused by direct 
hitting to the phase conductors and the back flashovers, which 
can occur when the lightning strike hits a tower or the ground 
wire. In this case, the potential at the top of the tower rises 
significantly and can exceed the dielectric strength of the 
insulators string [7-9]. 

Recently, the polymeric ZnO surge arresters have been 
developed and have been put into operations on transmission 
lines to limit the overvoltage based on their characteristics. A 
significant number of surge arresters of lines are in service 
today and there is a high demand for them at different voltage 
levels [10-13]. A study, aimed at improving the performance 
of transmission lines in the face of constraints, requires the 
modeling of the element of each line considering the effect of 
the frequency [14].  
 This paper uses the modified model of surge arresters 
recommended by the IEEE [15, 16] to examine the 
phenomenon and effect of lightening stroke on a designed 
surge arrester. This dynamic model is used to evaluate a 
lightning overvoltage protection. A lightning overvoltage is 
generated by using Cigre (International Council on Large 
Electric Systems) I-surge model on top of the tower. The 
resulting shape of the overvoltage and its magnitude are 
computed at two different points. The simulations are repeated 
with various parameters and with two types of surge arresters 
(FD model and ZnO model. 
 The simulations are performed with the popular transient 
software known as Alternative Transient Program (ATP), 
which itself is a revised version of the Electromagnetic 
Transient Program 3.1 (EMTP-RV). 

II. SURGE ARRESTER MODELLING 

Normally, a surge arrester is modelled using ZnO arrester 
which is in a nonlinear library of the ATP Draw. In its data 
function, the rating voltage of a surge arrester and the desired 
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voltage rating are computed together. A surge arrester cannot 
be simply considered as a nonlinear resistor as it is in the 
EMTP library. Rather, it must be modified as described in the 
IEEE working group 3.4.11 [17]. After the modification, it 
becomes a frequency dependent (FD) model of a surge arrester 
and gives much better response for lightning transients as 
compared to the simple model present in the library of the 
ATP Draw. The frequency dependency is built by the RL and 
the RLC filters as shown in Fig. 1. 

In this case, two surge arresters are used: one at the primary 
level of a transformer and the other at the secondary of a 
transformer. Table 1 shows the characteristics of the surge 
arresters. A surge arrester should be modelled in line with 
these characteristics. Most of the times, a manufacturer might 
provide these standard values. 

The values of R0, L0, C0, R1, and L1 are given in the IEEE 
working group. The formulae for calculating these values are 
given below: 
 

• L1 = 15 d/n uH 

• R1 = 65 d/n ohms 

• L0 = 0.2 d/n uH  

• R0 = 100 d/n ohms 

• C = 100 n/d pF 

Where “d” is the estimated height of the arrester (in meters), 
which is 0.56 m. “n” is the number of columns of the arresters 
in parallel which is only one in this case. The circuit shown in 
Fig. 1 is converted into a sub-circuit, which is shown in the 
form of horizontal lines in Fig. 2. All the values of the 
parameters are defined in the mask. 

I-surge is taken from the library of sources and connected 
with the arrester to verify it. The scope is used to measure the 
voltage.  In the I-surge source itself, we can measure the 
voltage and waveform options of the current. After running 
the simulation, the current output is generated using the scope 
view command in the software. 

 

 
Fig. 1. HV Surge arrester. 

 
 

 
TABLE I.          SURGE ARRESTER CHARACTERISTICS. 

 High Voltage 

Side 
Medium 

Voltage Side 

Rated Voltage 36 kV 12 kV 

Continuous operating 

Voltage 

30.04 kV 10.02 kV 

Nominal Discharge 

Current 

8/20 us, 10 kA 8/20 us, 10 kA 

Residual Voltage at 

Nominal Current 

116.6 kV 40 kV 

 

 

 
Fig. 2. HV Arrester energization. 

 
It is observed that the pulse is same as defined by the 

standard shown in Fig. 3 and the voltage generated because of 
this current and the current itself are compared in Fig. 4. The 
maximum voltage is identified using the delta cursor 
command in scope view and calculating the residual voltage at 
the nominal current, which is the same as described in Table I 
by the standard. 

 
 

Fig. 3. Impulse defined by standard. 
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Fig. 4. Impulse and voltage at source. 

 
Fig. 5 shows the maximum value of the residual voltage at 

the nominal current on the high voltage side of arrester. This 
maximum voltage is in line with the acceptable standard. 
Therefore, the desired surge arrester that can be used in the 
network for the study of lightning is successfully modelled. 

III. THE ELECTRICAL TOWER  

 
When lightning strikes on the tower, there will be surge 

inside the tower with a reflection. Therefore, it is important to 
model a tower which considers reflection, especially, towers 
that are taller than 50 m. Towers are generally considered as 
an ideal single conductor-distributed parameter (CP model in 
EMTP-RV) [18]. However, more complex models are needed 
for consideration when towers are taller than 50 m. The surge 
impedance for the proposed conductor can be calculated using 
equations (1) and (2). 
 

1

1 2

1
60ln cot tan

2
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surge

R
Z

h h

−
   

=      +   
       (1) 
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( )1 2 2 1 2 3 1

1 2
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r h r h h r h
R

h h

× + + + ×
=

+
             (2) 

R1 = Tower top radius (m), 

R2 = Tower midsection radius (m), 

R3 = Tower base radius (m), 

h1 = Height from base to midsection (m), 

h2 = Height from midsection to top (m). 

 

 
Fig. 5. Residual voltage at nominal current. 

 
The propagation velocity in the towers is estimated at 80 % 

of the speed of light [19]. The CP line can represent each 
section of the tower. For the branch, only inductance can be 
used if they are short in length. The CP line can be used as 
well; however, it depends on the length of the branch. Fig. 6 
shows how the case is going to be as the first step for an 
electrical network. 

For the length of 20 m, 3 m, 3 m, and 4.65 m, CP lines are 
used for each section of the tower while inductors are used for 
the branches. The air-gap leader for supporting the phasor and 
the footing resistance could also be used. As for the resistance, 
because of the ionization of the soil, the footing resistance 
changes with the value of the current at a certain point. Thus, 
in low currents, a constant footing resistance is used and when 
the current becomes higher, the resistance changes according 
to the equation (3). 

For footing resistance, the control resistance in nonlinear 
library is used. In this controlled resistance, we input the 
values of admittance and the current. There are two types of 
resistances possible here, either the constant or one which 
depends on the current, thus, at this point, the input selector is 
used. If the input selector pin is 1, then the resistance will be 
constant, and the second input is the function of the resistance 
which depends on the current. This is how the footing 
resistance is built.  
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R
R

I

I

=
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           (3) 

Ro – footing resistance at low current and low frequency, i.e., 
50 or 60 Hz [ Ω ]. 
I – Stroke current through the resistance [kA]. 

0

2

0

.

2. .
g

E
I

R

ρ

π
= - limiting current to initiate sufficient soil 

ionization [kA]. 

ρ - Soil resistivity [ Ω m]. 

Eo – is the soil ionization gradient, recommended value: 400 
[kV/m]. 
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After building the footing resistance, the air-gap leader is 
to be considered, for which there are two different models that 
can be used.  

 

 

 
Fig. 6. Electrical tower in EMTP. 

 

A. Disruptive Effect Model 

The first one is called disruptive effect model [20]. 
Flashover occurs when the equation (4) becomes true. 

                             ( )( )0

o

kt

gap

t

V t V dt D− ≥           (4) 

-to is the time point at which Vgap becomes greater than Vo. 
When the voltage Vgap goes below Vo the integral is reset. 
 

The gap is an ideal open switch before the flashover, and it 
becomes an ideal closed switch after the flashover. The gap 
remains closed after the flashover until the control signal 
becomes greater than zero, in which case it will reset (open) 
the gap. Fig. 7 shows the disruptive effect model along with 
the ground resistance. 

The disruptive effect model with the same equation can be 
found in the switch library with the name, airgap. The same 
airgap is used for all three phases. The purpose of the input to 
the airgap is to reset it after the flashover so we insert zero as 
an input. This means that it will never reset itself. After this, 
the stray capacitance between the tower and the phase is used 
because every stray capacitance has an influence when dealing 
with high frequencies. The typical value for the capacitor is 80 
pF. After making all the connections, a sub-circuit was 
produced creating the tower in EMTP-RV. 

B. Air Gap Leader 

This is even more advanced model that is why the simulation 
time will be higher and the simulation will be slow when this 
type of air-gap is used [21] and it is shown in Fig. 8. This 

model is not in the library but exists in the examples with the 
name airgap leader, which is a valid example of this airgap. 
The same tower is used but only the replacement of the 
disruptive model with this air-gap model is done as shown in 
Fig. 9. 

 
 

Fig. 7. Disruptive effect model along with ground resistance. 

 
Fig. 8. Air gap leader. 

 

 

Fig. 9. Airgap model along with ground resistance. 
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IV. THE ELECTRICAL NETWORK  

In this section, each span of the tower where the lightning 
strike can occur is modelled. The FD model of the line is used 
and will copy the tower that was built using the first airgap 
i.e., the disruptive effect model. The line data case is used to 
enter the date for FD lines. Four conductors (three phases and 
one neutral) were used with the 300 m length for each. The 
lightning will strike on the tower and there is going to be a 
back flashover, so tower should be modelled in a way such 
that there is no back flashover after the last tower modelled. 
After the lightning strikes, there will be a reflection between 
towers. Something should be done after the last tower so that 
there will be no reflection. Therefore, to get rid of the 
undesirable reflection, a very long line of 100 km was placed 
which is presumably transposed. There will then be a voltage 
source of 64 kV connected using BUS. 

  
To model a substation, every element should be modelled e.g.  
Circuit Breakers (CB): 2*50 pF 
Capacitive voltage transformers (CVT): ~4400 pF 
Current transformers (CT): 200-800 pF 
Power transformer: 1-6 nF 

Fig. 10 shows the detailed circuit diagram drawn in EMTP-
RV using cables, lines, and a transformer. Many examples of 
the typical capacitance values for a lot of equipment are 
explained in Annex B IEEE C37.0111-2011. However, the 
preferred data is the one provided by the manufacturer 
especially, for the transformer. When one uses a short cable to 
connect the tower with a substation, it can be modelled with 
RL. One can then connect the surge arrester with all three 
phases and these surge arresters can be grounded using 
another small cable.  

For the cables going through a substation, the CP model 
must be used for the cable lengths which are more than 50 m 
which will reproduce the propagation. Therefore, there is no 
need to use the FD model for short cable lines because it can 
create some convergence problems. When the CP model for a 
50 m cable was used that connects the phases with a CVT and 
model CVT with a capacitor with a value of 4400 pF, the 
transformer used is three phase YgD+30o. However, in fact, 
the transformer is not valid for a high frequency because it has 
a lot of high value inductance; and in high frequencies, the 
inductances are like open circuit. 

Here, the stray capacitance becomes important, and the 
values of the stray capacitance were taken from [22] which are 

5 nF, 15 nF, and 20 nF. For the lightning, the Cigre current 
source was used from the sources library and was connected to 
one of the towers. In the data case of the current source, the 
data like starting and ending time of the lightning strike was 
inserted. The subsequent strikes could also be observed by 
adding current sources in parallel and by changing the starting 
time. 

After running the simulation, the observed parameters were 
the voltage at the top of the tower, current through the airgap, 
voltage within the substation, and the energy through the surge 
arrester. For the simulation, the time-step was small for the 
lightning, i.e., 0.005 us; and the simulation time was 300 us. 
The simulation was very slow, and, during the event, energy 
was plotted through a deterministic approach.  

V. RESULTS AND DISCUSSION 

While considering the weather forecast, one can determine 
the worst lightning strike that could occur. When the 
overvoltage is identified, the probability of the equipment 
failing, considering this voltage, can be calculated. This 
facilitates the determination of the rate of failure of the 
substation. Fig. 11 shows the waveform of the energy through 
the surge arresters. 
 

 

Fig. 11. Energy through surge arresters. 

Similarly, the voltage at the top of the tower and on the 
substation is observed in Fig. 12. It was seen that the voltage 
was smooth at the substation because of the surge arrester. 
 

Fig. 10. Electrical network using cables, lines, and towers. 
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Fig. 12. Voltage at tower top and at substation. 
 

VI. CONCLUSION 

This paper modelled the surge arrester according to the 
IEEE standard to investigate the lightening stroke effect on 
different surge arresters and is suitable for all types of 
overvoltage studies. The calculation of energy during the 
event is a deterministic approach and can be used for weather 
forecast. Therefore, the worst lightning strike can be 
determined in advance. It is concluded that with the 
identification of overvoltage, the rate of failure of a substation 
could be determined.  

Nonetheless, the obtained results indicate that the lightning 
current (amplitude) and the tower footing resistance must be 
considered in the study of lightning protection. A major part of 
the surge current was dissipated through the ground. This 
study shows that several alternatives that can improve line 
performances and ensure compromise between these 
alternatives must be considered. It is recommended that the 
secondary protections should also be made as the 
improvement of the transmission line performances alone does 
not ensure complete protection of a power system.  
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Abstract -  This paper presents a predictive model to potentially 

identify high-risk COVID-19 infected patients based on easily 

analyzed circulatory blood markers. These findings can enable 

effective and efficient care programs for high-risk patients and 

periodic monitoring for the low-risk ones, thereby easing the 

hospital flow of patients and can further be utilized for hospital 

bed utilization assessment. The present machine learning-based 

SV-LAR model results in a high 87%  f1 score, harmonic mean 

of 91% precision, and 83% recall to classify COVID-19, infected 

patients, as high-risk patients needing hospitalization. 

 

Keywords – COVID-19,  SARS-CoV-2,  pandemic, patient 

outcomes, machine learning models  

 

 

I.      INTRODUCTION 

COVID-19 is a new disease for which effective treatment is 
still awaited. It was declared a pandemic by World Health 
Organization (WHO) on March 11, 2020 [1]. As of January 
28, 2021, more than 100 million people have been affected 
by this infection causing more than 2 million fatalities [2].  
Global health care now faces unprecedented challenges with 
the widespread and rapid human-to-human transmission of 
SARS-CoV-2 and high morbidity and mortality with 
COVID-19 worldwide [3].  

COVID-19 patients get worse quickly and aggressively.  
In addition to high transmissibility SARS-CoV-2 infection it 
is also characterized by fever, dry cough, weakness, 
headache, dyspnoea, and loss of smell and taste in the early 
stages, which are common symptom of cold and flu [4]. The 
early onset of common symptoms can rapidly change to acute 
respiratory distress syndrome (ARDS), acute cardiac injury, 

cytokine storm, coagulation dysfunction, and multi-organ 
failure if the disease is not resolved, resulting in patient death 
[5].  Early studies showed that COVID-19 patients with 
comorbidity may lead to poor prognosis, increasing the risk 
of severe illness from COVID-19. Among laboratory-
confirmed cases, patients with any comorbidity yielded 
poorer clinical outcomes than those without [6]. Several 
studies have been conducted to find a correlation between 
pre-existing medical conditions and their impact on COVID-
19 prognosis. 

In a meta-analysis by Wang et al, Hypertension, diabetes, 
Chronic obstructive pulmonary disease (COPD), 
cardiovascular disease, and cerebrovascular disease were 
found to be the major risk factors for patients with COVID-
19 [7]. Several risk factors that led to the progression of 
COVID-19 pneumonia were identified, including age, 
history of smoking, maximum body temperature at 
admission, respiratory failure, albumin, and C-reactive 
protein [8]. Given the virtually unstoppable global trend of 
SARS-CoV-2, together with the high prevalence of 
comorbidities worldwide, the combination of these two 
conditions poses greater clinical, societal, and economic 
burdens to healthcare systems [9]. 

Until now the source of the pathogenesis of the COVID-19 
remains unclear, and no specific treatment has been 
recommended for coronavirus infection except for 
meticulous care. The world is ready to receive the vaccines 
as approved worldwide, but the threat continues with 
mutating strains of the virus. Therefore, the need for a better 
solution for providing care to those who absolutely need it 
and to predict the future requirements for better planning and 
management for better patient outcomes, continues. In 
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several articles, researches have indicated  the need for better 
hospital management by early identification of patients 
requiring hospitalization and possible further triage [10].   

In another attempt to decode the comorbidity-related risks in 
COVID-19 patients, Zhao et al. developed a logistic 
regression-based classification model to predict two primary 
outcomes of admission to the intensive care unit (ICU) and 
death. The risk score model yielded accuracy with an Area 
under the curve (AUC) of 0.74 ([95% CI, 0.63–0.85], p = 
0.001) for predicting ICU admission and 0.83 ([95% CI, 
0.73–0.92], p<0.001) for predicting mortality for the testing 
dataset. This model was developed and internally validated 
using data from the COVID-19 persons under investigation 
(PUI) registry of 4997 patients from a major academic 
hospital (Stony Brook University Hospital) [11] in New 
York. Another finding was that the mortality group uniquely 
contained cardiopulmonary parameters as top predictors.  

In another study aimed to clarify high-risk factors for 
COVID-19, researchers used Multivariate Cox regression to 
identify risk factors associated with the progression of the 
disease. Univariate and multivariate analyses showed that 
comorbidity, older age, lower lymphocyte count, and higher 
lactate dehydrogenase at presentation were independent 
high-risk factors for progression.  A novel scoring model, 
named CALL [12], with an area under the receiver operating 
characteristic curve (ROC) of 0.91 (95% CI, .86–.94) was 
established to help clinicians better choose a therapeutic 
strategy. 

Elisa Grifoni et al, tested the predictive power of the CALL 
score in an Italian COVID-19 population admitted to hospital 
from 12 March to 20 April 2020 and consisting of 210 
patients. Their findings concluded that the CALL score is a 
good prognosticator for in-hospital mortality but not for 
progression to severe COVID-19 in their settings [13]. 

In another statistical analysis regarding the associations 
between increased cardiac injury markers and the risk of 28-
day-all-cause death of COVID-19 patients in the Chinese 
population, the 5 myocardial biomarkers (high-sensitivity 
cardiac troponin I, creatine phosphokinase)-MB, N-terminal 
pro-B-type natriuretic peptide, creatine phosphokinase, and 
myoglobin) were found to be significantly prognostic of 
COVID-19 mortality [4].  

Baseline patient characteristics, laboratory markers, and 
chest radiography can predict short-term critical illness in 
hospitalized patients with COVID-19, with an internally 
validated AUC = 0.77 using a logistic regression-based risk 
model developed by Steven Schalekamp, et al [14]. In 
another study, Zhou et al. validated a nomogram including 6 
predictors: age, respiratory rate, systolic blood pressure, 
smoking status, fever, and chronic kidney disease. The model 
demonstrated a high discriminative ability in the training 
cohort (C-index = 0.829), which was confirmed in the 
external validation cohort (C-index = 0.776). In addition, the 
calibration plots confirmed good concordance for predicting 
the risk of ICU admission [15]. 

In another study, a regression analysis showed that C-
reactive protein (CRP) was significantly associated with 

aggravation of non-severe COVID-19 patients, with an area 
under the curve of 0.844 (95% confidence interval, 0.761–
0.926) and an optimal threshold value of 26.9 mg/L [16]. In 

a Spanish study, COVID‐19 patients with normal levels of 
lymphocytes or mild lymphopenia, imbalanced lymphocyte 

subpopulations were early markers of in‐hospital mortality 
[26]. 

Despite several initiatives aimed at containing the spread of 
the disease, countries are faced with unmanageable increases 
in the demand for hospitalization and ICU beds [18]. The 
health care system globally, has been stressed and stretched 
to its limit. In order to help in patient triage,  several attempts 
have been made to discover early predictors of COVID-19 
disease progression and spread. Identification of such factors 

that predict complications of COVID‐19 is pivotal for 
guiding clinical care, improving patient outcomes, and 
allocating scarce resources effectively in a pandemic. 
Medical resource allocation assessments should be based on 
a risk/benefit approach considering the intensity of 
transmission, the health system’s capacity to respond, other 
contextual considerations (such as upcoming events which 
may alter transmission or capacity) and the overall strategic 
approach to responding to COVID-19 [25] in each specific 
setting.  
 
We think that it requires agile decision-making based on 
ongoing situational assessments at the most local 
administrative level possible. We propose a predictive 
machine learning model that identifies a potential high-risk 
patient from the COVID-19 patient population based on 
blood based circulatory markers. These predictions would 
help the administrators to make provisions for the scarce 
‘hospital beds. Consequently, the model can help in 
providing better public health and social measures to 
alleviate patient care during the pandemic time thereby 
improving patient outcomes at large. 
 

II.       MATERIALS AND METHODS 

A. The Dataset 

We have used  data published on a public forum , that of 
Hospital Israelita Albert Einstein, at São Paulo, Brazil [19]. 
The dataset contains records of patients that were tested for 
COVID-19 using SARS-CoV-2 Reverse transcription 
polymerase chain reaction (RT-PCR) and additional blood 
tests between the 28th of March 2020 and 3rd of April 2020. 
All data were anonymized following the best international 
practices and recommendations. The full dataset released 
included 5,644 individual patients’ clinical test results that 
were standardized to have a mean of zero and a unit standard 
deviation. It provided information of patient hospitalization 
into three types of wards in the hospital, such as regular ward, 
semi-intensive care unit, and intensive care unit as depicted 
in Fig 1.   
The information of patients admission to various wards in the 
hospital was used to create the target variable for the current 
problem statement. Hospitalization is needed by patients 
needing extra care and monitoring due to health 
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Fig.1. Distribution of patient admission into the three hospital wards across various tests performed 

 
Fig.2. Distribution of hospital admission across various tests performed 

 

who despite being infected do not need hospital admission 
constitute the low-risk patient population. This formed the 
basis of the binary classification and the target label for 
classification of patients {needing hospitalization in any of 
the hospital wards = 1, no hospitalization needed = 0} for the 
current objective. The distribution as per figure 1 above was 
therefore transformed to look like Fig 2 below.  
 
As the current hypothesis is set around blood analysis, we 
have carefully selected features of routine blood analysis 
only. Parameter related to patient age was not considered in 
order to avoid any age related bias in the present analysis. 
Tests pertaining to viral or bacterial infections other than 
SARS-CoV-2 were also dropped. It is our objective to find 
blood based markers to identify high-risk patients and 
therefore features related to routine urine analysis were also 
dropped from the current model. Blood gas analysis either on 
venous blood or arterial blood is also not included in the 

current analysis. Largely because the blood samples are 
required to be tested in a 30 minute window or need a cold  
 
 
supply chain [19]. It is our intent to find  markers that eases 
the hospital workload during the pandemic and therefore it is 
counterintuitive to include tests that need immediate 
attention and hospital setting to give good results.  
 
It is for this reason that the working dataset for the model 
building exercise includes test parameters form a simple 
blood workup, keeping in mind that the sample could be 
collected form patients’ home environment and not 
necessarily in the hospital setting.  Fig 3 presents the 
frequency of each test performed amongst the blood analysis 
related parameters considered for the model building, in the 
select dataset of 558 patient records tested positive for 
SARS-CoV-2.  
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For the purposes of our research we extracted records of 
patients that were tested positive for the RT-PCR test for the 
ongoing COVID-19 infection. Our working dataset consisted 
558 records of patients infected with COVID-19 from the 
whole of 5644 patient records. The target variable 
                                                                     

  

 
Fig.3.Percent blood analysis done on Covid positive patients 
 

is the hospital admission class amongst the extracted records. 
Following our research question we formulated the 
hypothesis that we were to test -  
 

H0: There is no correlation between blood analysis of a 
COVID positive patient and    his/her 
hospitalization 

H1: There is a correlation between blood analysis of a 
COVID positive patient and his/her hospitalization 

B. Model building 

We started model building after data processing. The 
working data had missing values and columns with all null 
values. Features with more than 95% missing values were 
dropped and remaining missing values were imputed with the 
mean. We started with simple linear algorithms such as 
logistic regression, ridge classification and elastic net, and 
moved on to non-parametric algorithm such as Nearest 
Neighbours Classifier and Gaussian Naive Bayes 
classification. We also used tree based algorithms like 
decision tree classifier and extra tree classifier. Multiple 
ensemble techniques like random forest classifier, bagging 
classifier, adaboost classifier were also used to model the 
target label with select features of the prepared dataset. We 
used scikit learn library of machine learning algorithms [20].   
Based on our findings, we propose the SV-LAR model for 
our 2-class (SARS-CoV-2 positive induced hospitalization or 
not) classification. The proposed model uses voting classifier 
ensemble based on logistic regression, random forest and 
adaboost classifier. The working dataset also has class 
imbalance. Only 10 % labels of the working dataset are 
positive class of  hospitalised COVID positive patients, in the 
three available hospital wards. We have used SMOTE 
(Synthetic Minority Oversampling Technique) on the 

training data to deal with the class imbalance by upsampling 
the positive class [21]. 
 
 
 
 
C. Model performance measures 
 
The performance of the model is expressed in terms F1 score, 
precision and recall. As we attempt imbalanced classification 
problem F1 score metric becomes more relevant. It is a 
measurement that considers both precision and recall to 
compute the score that can be interpreted as a weighted 
average of the precision and recall values. High F1 score 
(closer to 1.0) is desirable in our model. Precision is 
determined by the number of correctly labeled annotations 
divided by the total number of annotations added by the 
machine-learning annotator. It indicates how accurately the 
model has labelled the two classes. Another metric, recall 
specifies how many mentions that should have been 
annotated by a given label were actually annotated with that 
label. A recall score of 1.0 means that every mention that 
should have been labeled as entity type A was labeled 
correctly. In this imbalanced healthcare dataset high scores 
for precision and recall are desirable for an ultimate high f1 
score [23, 24]. 
 

III         RESULTS AND DISCUSSION 
 

A.  Evaluation 

 

The proposed SV-LAR model of the COVID-19 infected 
patients produces a classification f1-score of 87%. With 
precision at 91% and recall at 83%. The confusion matrix is 
presented in the figure below.    
 

 
Fig.4. Confusion matrix of the proposed SV-LAR model 

 
To the best of the authors knowledge, it is the first study to 
report a predictive machine learning model with high 
precision and recall for the triage of high-risk COVID-19 
patients using simple blood exams. As per our findings, it 
would be possible to identify high-risk COVID-19 patients 
with more than 83% sensitivity and 91% specificity based on 
blood analysis alone. While the majority patients are 
asymptomatic, about 10% patients need hospitalisation. Our 
solution can enable healthcare professional, segregate 
potential high-risk patient in need of high degree of hospital 
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care based on simple and cheap blood analysis and monitor 
them closely.  
 

TABLE 1 CONFUSION MATRIX OF SV-LAR MODEL 

 precision recall f1-score support 

0 0.98 0.99 0.99 128 

1 0.91 0.83 0.87 12 

     

accuracy   0.98 140 

macro avg 0.95 0.91 0.93 140 

weighted avg 0.98 0.98 0.98 140 

 
If RT-PCR and blood analysis samples were to be taken from 
residence (as this service is available in India, and possibly 
in other countries as well), many patients can save a trip to 
the hospital emergency rooms thus saving time for both the 
hospital staff and themselves. This model can surely help in 
managing the pandemic related patient flow effectively and 
efficiently. Also, this will extend care ‘as needed’ by each 
patients’ condition, where a high-risk patient is not sent home 
and a ‘not at risk’ patient is managed quickly without risking 
unnecessary hospital visit. Thus our model ensures using 
available resource where needed and thereby improves 
patient outcomes and hospital’s healthcare burden as well. 

B. Proposed solution for patient management 

Once our model is deployed in healthcare setting it will 
enable quick movement of patients and help manage hospital 
resources more effectively. The suspected patients take a 
SARS- CoV2-RT-PCR test and simultaneously give blood 
samples for analysis. If tested positive for COVID-19 
infection their blood result is tested through the pretrained 
SV-LAR model.  
 

 
Fig.5. Envisioned patient flow using SV-LAR model 

 

The model predicts their risk of hospitalization. If the patient 
belongs to high-risk class, the he/she should be tested for 
other tests like blood gas analysis and should be admitted 
upon physician approval. If the patient is deemed not at high-
risk he/she should be sent back with periodic blood workup. 
The blood samples should be periodically analysed and tested 
through the SV-LAR model for risk assessment. This will 

enable healthcare staff to monitor each patients’ development 
effectively. 
 

IV.         CONCLUSION 
 
By the simple intervention of machine learning model (SV-
LAR) with f1-score of 87%,  the identification of a potential 
high-risk patient can be performed easily. The differential 
costs of tests required to the prediction is also 
underwhelming. SV-LAR model can be used to benefit 
healthcare workers by identifying about 10% high-risk 
COVID-19 patients from the increasing COVID-19 patient 
population. The precision of the model is a high 91% and 
83% recall for the positive class.  Simply put,  83 out of 100 
high-risk patients can be identified correctly using this model 
and can be taken into hospital care for further treatment. 
 
SV-LAR model is potentially fastest way to triage COVID-
19 patients into high-risk and low-risk groups. Not only that, 
it enables to monitor patients via simple, non-expensive, 
quick, robust and minimally-invasive blood analysis. The 
identified high-risk patient population can then be put 
through more tests and procedures and can be treated 
accordingly. The low-risk patients, on the other hand, can be 
remotely monitored for any change in the patients’ prognosis 
via the same model. 
 
Our proposed model can be utilised globally. It relies on 
basic blood analysis, which is the most simple and 
established diagnostic service readily available in the 
healthcare system of any nation. This enables improved 
management of pandemic agnostic of the socio-economic 
standing of the nation. 
 
An additional positive impact is related to hospital and 
patient flow management. It allows patient journey to be 
monitored from a distance providing better isolation of 
COVID-19 patients.  Given that blood samples could be 
drawn periodically and analysed away from hospital 
emergency rooms, it allows ERs to work more efficiently 
despite the pandemic.  
A limitation of our study however, is that not every patient 
hospitalized needs ICU. Due to the lack of data we could not 
segment the ICU needing patients from hospitalization 
requirements. As more data is collected and made available 
we can further refine the model. We believe that as more data 
will be incorporated in the model its performance and 
reliability will increase. 
 
At this point, the model is developed from data available 
from patient emergency room visits from one hospital only. 
The model remains to be tested across geographies and 
hospitals for increased robustness. So far we have utilised 
only machine learning algorithms and not used deep learning 
algorithms to train the data. One of the reason was the size of 
the information available. As the available dataset was small 
we restricted our approach to include machine learning 
models. It is known that neural networks and deep learning 
algorithms work better on large datasets or else they tend to 
overfit. The performance of the model in larger datasets 
remains to be seen both using proposed machine learning 
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algorithm and transferring similar approach in deep learning 
algorithms. 
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      Abstract -- Deaf & mute people communicate usually in Sign 

Language with each other. Although the sign-language is very 

well known among these people it’s quite unknown by other 

people. An attempt is made in this project to bridge the 

communication gap for the people who don’t know Sign 

Language. The sign language used is the American Sign Language 

Lexicon Video dataset for this project which can be further 

extended to different languages. The dataset was in video format 

so a dominant frame extraction algorithm that would extract the 

dominant images from the video was used to create an as-per-

requirement dataset. We found a lot of work had been already 

done on finger-spellings recognition but since finger-spellings 

make it much more complicated in actual time we thought of 

moving ahead with rather identifying words. The work was 

completed on a Computer Vision’s State-of-the-art model based 

on Deep Learning that helped in achieving the completion of the 

task at instance level classification making the recognition task to 

a better identification at pixel-level which in-turn helps in 

achieving better results. An attempt has been made here to 

employ the latest method to make the computer learn sign 

languages that are independent of a person’s complexion, lighting 

conditions, and orientations. 

       Keywords-- Key-Frame Extraction, Deep Learning, Computer 

Vision, Instance Segmentation, American Sign Language Lexicon 

Video Dataset, Object Detection based SOTA model. 

 

I.INTRODUCTION 

This project demonstrates the ability to bridge the 
communication gap between the autistic-mute individuals and 
regular individuals in order to bring about a meaningful social 
impact and foster a sense of unity amongst the disabled by 
using the power of Artificial Intelligence. The aim was to 
develop an efficient system that can improve the lifestyle 
conditions for the autistic mute and hopefully contribute to the 
greater whole. Disability figures in India have risen about 30% 
in the previous decade, with about 20.3% of people having 

movement disabilities, 18.9% having hearing impairments. A 
major study published in 2018 of five sites in India found that 
9.2% of children aged between 2-5 years and 13.6% of the 
children aged between 6-9 years had at least one of seven 
neurodevelopmental disorders (vision impairment, epilepsy, 
neuro motor impairment including cerebral palsy, hearing 
impairment, speech and language disorders, autism spectrum 
disorders and intellectual disability[27]. The number of 
impaired people has recently reached about 400 million and 
therefore extensive research and studies have been accelerated 
in order to ease the means for communication amongst the 
disabled. Currently the communication between the autistic 
mute community and non-autistic mute takes place with an 
expert interpreter which becomes inconvenient as well as 
expensive since  human learning and expertise in the subject is 
involved. Aiming to create a ground of equal opportunity is the 
foremost objective of this approach. A lot of work has already 
been carried out in this domain , a lot of them referring to 
Fingerspelling Recognition. 

  To a dated back research, the concept of gesture 
recognition proposed by Junji Yamato et al. [6] included Time-
Sequential models which used Hidden Markov Models. HMM 
increases the computation complexity with a very complex 
logic to encompass in a program. A variety of visual techniques 
were discussed which mentioned the use of gloves that 
simplifies the further processing parts, or skin colour based 
algorithms which typically aims to bring the hand colour as a 
feature extraction process or finger detection which tries to 
detect gestures based on the number. of fingers closed or open, 
as proposed by Saba Joudaki et. al. [1]. The techniques again 
have huge computation demands. A Real-time American Sign 
Language Letters Recognition was proposed by Authors, [2] 
Xinyun Jiang et. al., which used PCA for feature extraction and 
then a One-vs-One SVM classifier was used to classify the 
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gestures [2]. But only a limited number of gestures can be 
trained since with larger datasets, SVM takes a longer time to 
converge. One method proposed using Haar Cascades for sign 
language feature extraction and then using CNN, proposed by 
Sanket Kadam et. al. [3]. Again Haar Cascades adds an 
increasing computation which is a template matching 
algorithm. Another development made was the use of depth 
maps in fingerspelling recognition. Depth map was basically 
created from a depth sensing device which basically used the 
Microsoft Kinect Camera, proposed by Byeongkeun Kang et. 
al. [4]. This camera shows up different colour scales depending 
on the distance from the camera. This helps in providing 
additional information in feature extraction but again the depth 
map needs to be extensively created. A similar approach was 
specified previously as well that used MLRF model thereby 
classifying the finger spellings which is a very lightweight 
model used for reducing memory consumption as well as boost 
up speed, proposed by Alina Kuznetsova et. al. [5]. The 
technique was implemented on a rotation- position- and 
scaling- invariant features extracted from the images. A very 
simple arrangement was proposed by Thad Starner et. al. [7] 
that established usage of desk and wearables. This requires the 
signer to be sitting at a desk or using a wearable that actually 
sees the sign from the same angle as the signer would see it, 
again the proposed uses HMM for modelling. A different 
feature extraction was proposed by Ariya Thongtawee et. al. 
[8] that would include different techniques like number of 
white pixels at the edge of the image, finger length from the 
centroid point, angle between fingers of first and last frame. 
This method exhaustively uses a very strong feature extraction 
algorithm to gain the idea of a gesture at the very approach 
possible. A different technique for feature extraction was 
proposed by M.M. Islam et. al. [9] that uses K-Convex Hull 
which has multiple complex algorithms which introduces due 
latency and computational complexities. A paper proposed 
vision based features extraction using kurtosis and PCA, by 
M.M. Zaki et. al. [10].The paper proposes the use of a 3D 
motion sensor which is a palm-sized Leap motion sensor which 
was then an economical option to Cyberglove or Microsoft 
Kinect & the features thus extracted were classified using K-
NN and SVM. The depth image technology used by C.Dong 
et.al. in [12] uses depth comparison to extract features and a 
Random Forest as well as a constrained link angle algorithm to 
exactly classify the gesture into a finger spelling. Another 
visual based feature extraction technique that was used was 
SURF which is an Image Processing algorithm, was proposed 
by C.M. Jin et. al. [13] for feature extraction which then was 
forwarded to SVM for classification. A different idea was 
proposed which converted sign language to text and speech, 
proposed by V.N.T. Truomg et. al. [14] was based on Haar-
Cascade algorithm and pattern matching to classify the gesture. 
A dynamic Sign language detection technique based on Sign 
Language Trajectory and Key Frame extraction [15] was 
proposed by Yufei Yan et. al. It uses Joint Point Weight 
Assignment of Hand Trajectory that helps in recognition of two 
hand gestures keeping a view that two points brings two 
different information at a time. Then DTW (Dynamic Time 

Warping) is used to classify the gestures.  A further refined 
algorithm was proposed [16] by Murat Tskiran et. al. which 
converted the image from RGB to YCbCr space which was 
then forwarded to skin colour detection algorithm and then 
hand detection using K-convex hull algorithm. This method 
proves computationally intensive and then uses CNN to 
classify the gestures. A paper on Indian Sign Language [17] by 
Sajanraj T D et. al. proposed a technique called CLACHE for 
feature extraction. This led to extraction of Region of Interest 
and then using R-CNN, the gestures were classified. A very 
complex set of algorithms [18], proposed by Archana S. 
Ghotkar  et. al. used HSV and YCbCr colour model, Haar-like 
features, adaptive skin colour model, location, angle, velocity 
& motion pattern P2-DHMMS which seems in itself quite 
tedious to achieve, puts a very complex combinations of 
algorithms with a requirement of heavy computation power. 
Use of CNN was done based on a simple Skin Segmentation 
and Image category classification is proposed in [19] by 
Shadman Shahriar et. al. which uses bounding box for feature 
extraction. Another proposal [20] by Helen Cooper et. al. was 
using the HOG, DTW & Kalman filters to extract features and 
then uses HMM and CNN which is quite simpler as  compared 
to the previous mentioned algorithms. 

  In our approach, we propose a simple and yet an 
effective method of pixel level segmentation, which was the 
basic idea for using the model. The concept of 
semantic/instance based segmentation was thus a better 
solution and it could be understood by asking these questions 
to classify the approach into 4 major categories:  

1. Semantic Segmentation:  

Given an image, could we classify each pixel as belonging to a 
particular class? 

2. Classification+Localization:  

Could we also get the location of the said object in that image 
by drawing a bounding box around the object? 

3. Object Detection:  

In a real-world setting, we don’t know how many objects are 
in the image beforehand. So can we detect all the objects in the 
image and draw bounding boxes around them? 

4. Instance Segmentation:  

Can we create masks for each individual object in an image? It 
is different from semantic segmentation. How? Let’s say we’re 
looking at an image then we won’t be able to distinguish 
between the two objects of the same class using semantic 
segmentation procedure as it would sort of merge both the 
objects together. We hence intend to do this pixel level 
segmentation by using a State-of-the-art(SOTA) instance 
based segmentation in a single architecture that throughputs a 
pixel level accuracy in detecting gestures. Our model gives a 
high accuracy output as the algorithm  makes sure that we not 
only have a classification of the object of interest with a 
bounding box but also an instance based segmentation of the 
image.  The dataset used for our approach is the American Sign 
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Language Lexicon Video Dataset designed by Stan Sclaroff, 
Carol Neidle, Vassilis Athitsos, J.Nash, A.Stefan, Q.Yuan, 
A.Thangalli [21]. In the consequent sections, we will map out 
a step by step procedure and the workings of our architecture.  

 

II. MATERIALS AND METHODS 

 

The detailed model architecture and its procedure are given as 
follows:  

 

Fig.1 Model Architecture 

 

A. Data Acquisition and Pre-processing 

American Sign Language Lexicon Video[24] data was  
leveraged for building the model. The dataset used here was in 
a video (.mov) format, which contains over 3300 signs, each 
sign represented from a different angle. Some of the lingual 
annotations included in the dataset are the start and end times 
of a sign, start and end hand labels, etc. For supporting 
computer vision tasks and recognition of sign languages, the 
dataset had numeric IDs  for every sign, and every sign is 
represented in a video sequence with a calibrated camera. Out 
of the total set of gestures, forty distinct gestures were used to 
train the model using a total of 667 images, out of which model 
was trained on 551 images and tested the model on 116 images. 
All images were extracted to a size of 640*480 pixels since the 
movements were distinctive enough for this particular pixel 
size. Using a reasonable pixel size also helped in a faster 
training procedure with reduced computational complexity.  

 

B. Key-Frame Extraction 

Key Frame Extraction algorithm was used as a data pre-
processing step which generates unique key frames from the 
American Sign Language dataset that was pre-recorded.[22]. 
The fact that the Key frame extraction algorithm was used was 
that it was a pre-processing step, it helped us segregate only the 
frames of interest and it helped us speed up the process of 
frame retrieval. Key frame extraction played a pivotal role in 
order to process real time videos which added up to the 
efficiency of our model architecture. The following steps detail 
the Key Frame Extraction algorithm:  

Step 1:  

To find the difference between two consecutive frames in 
terms of edges so as to find significantly different frames that 
define different action 

For each video frame k = 1 to N 

● Read frame Vk and Vk+1 
● Obtain the gray level image for Vk and Vk+1 
o Gk = Gray image of Vk 
o Gk +1 = Gray image of Vk +1 
● Find the edge difference between Gk and Gk + 1 using 
the Canny edge detector. 
o Let diff(k) be their difference. 
o dif(k) = summation of i,j (Gk - Gk + 1) where i, j are 
row and column index. 

Step 2: 

Compute the mean and standard deviation 

Step 3: 

Compute the threshold value  

● Threshold = M + a*S , where a = constant 

Step 4:  

Find the key frames for k = 1 to (N-1) 

● If diff(k) > Threshold then,  
● Write frame Vk +1 as the output key-frame

 

C. Mask RCNN Model 

Mask RCNN algorithm has been leveraged for building the 
model. Features extraction, classification, instance based 
segmentation is a part of single architecture. Mask RCNN is a 
widely used Computer Vision algorithm classified as State-of-
the-art model for object detection on providing maximum 
accuracy while at the same time providing pixel level accuracy. 
The Mask-RCNN model, built on the top of ResNet101 
architecture, feeds on images provided by Key-Frame 

extraction, and serves as the core algorithm for our model 
architecture. Although this algorithm was computationally 
intensive, the underlying working of being highly selective in 
choosing the features right from the first stage provided a 
headway in accuracy and a trade-off to higher resource usage 
while at the same time solved the problem for vanishing 
gradients. 

 

Once major features were found having high probable objects 
within, these were brought on a uniform scale by means of ROI 

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 253



 

                                                                                 

pooling and then further classified into the gesture list available 
beforehand along with position of the hands. This was refined 
via IoU to extract even richer images and finally giving the rich 
extracted images to the segmentation mask in order to 
throughput an instance based segmentation. This gave the 
model a high accuracy output as the Mask RCNN model went 
through a series of steps in order to make sure that 
classification of the object with a bounding box as well as 
instance based segmentation of the image. 

The workflow of the Mask RCNN model is as follows: - 

 
1. Feature Extraction  

ResNet (Residual Networks), a classic neural network 
algorithm, a winner of the ImageNet challenge held in 2015 
was used as a backbone for our project. It allowed training on 
extremely deep neural networks while being able to efficiently 
solve the problem of vanishing gradient at the same time. It has 
101 blocks in it, each block contains a convolution layer, 
activation layer as Relu, followed by a convolution with a skip 
connection as the latter adds input directly to the output of the 
previous convolution layer which is commonly known as a 
‘Residual Block’.  With Python and Keras library, the 
Resnet101 architecture which was readily available in pre-
trained mode was implemented for creation of the model 

2.  Region Proposal Network 

It was basically used to determine whether a specific region has 
an object in it or not, if it did not find an object in certain 
features, it eliminated those features and considered only the 
features which hadan object in it. It returned the candidate 
bounding boxes. 

3. Region of Interest 

Region of Interest was found in order to extract even more 
richness to the existing image. Region of interest determined 
how an image could contain a specific region with more 
information in them. The region obtained from RPN was of 
different sizes, thus pooling layers was used to bring them to 
the same size. 

4. Fully Connected Layer 

These regions were forwarded to a Fully Connected layer to 
predict the bounding boxes and class labels. 

5. Intersection Over Union 

For all the predicted regions, we computed the 
intersection/union (intersection over union). Condition: If IoU 
is >= 0.5, then consider the region as ROI & if not, then exclude 
the region. 

6. Segmentation Mask 

Once the ROI was found w.r.t. the IoU values, we added a 
mask branch to the existing architecture. This gave the 
segmentation mask for each region that contained an object 
(element wise segmentation). It also returned a mask of size 
28*28 for each region which was then scaled up for inference. 
This was the final step, which gave a class label of the gesture 

in an image, a bounding box around the gesture in that image,  
and an instance based segmentation of the objects in that 
image. 

 

III. RESULTS 

Training losses and validation loss is shown below that 
explains the model’s losses which is inclusive of the bounding 
box loss as well as the classification loss that gives an idea 
about how the losses are improvised.  

 

Fig.2.1 is the plot of  training loss whereas Fig. 2.2 is the validation loss. The 
losses graph is loss vs. epoch graph 

SGD(Stochastic Gradient Descent) was the optimizer in use 
because it has faster convergence as compared to adam or other 
optimizers due to the fact that a paper[26] claims the following 
— “We observe that the solutions found by adaptive methods 
generalize worse (often significantly worse) than SGD, even 
when these solutions have better training performance. Again 
gradient clipping is used to reduce any issues of exploding 
gradient. 

To ensure the model does not overfit there were some different 
strategies which were used. One basic strategy was to use 
weight decay regularizer[25] achieving then state-of-the-art 
results reported: 

“…and weight decay of 0.0005. We found that this small 
amount of weight decay was important for the model to learn. 
In other words, weight decay here is not merely a regularizer: 
it reduces the model’s training error” 

In terms of hyperparameter tuning the model used was pre-
trained on COCO-dataset hence the model was tuned on few 
hyperparameters which included learning rate & weight decay. 
For the purpose of optimization the learning rate was tuned 
from 0.01 to 0.0001  whereas for the purpose of regularization 
the weight decay was tuned from 0.01 to 0.001. All the 
hyperparameters tuned where tuned specifically for this use 
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case and are the result of experimental tuning to improve the 
results. 

 

Fig.3.1 is from the validation set which informs us about the  validation score 
of the model and in order to test if the model works accurately with different 
lighting conditions and orientation. in Fig. 3.2. we tested the model by having 
a person perform the sign language, in this case ‘Advise’. 

The basic evaluation procedure of any Object 
Detection(Semantic Segmentation as well) model proceeds 
with a term known as mAP(mean Average Precision). The 
reason behind using this was because Object Detection was 
localizing multiple objects in a single image. In order to 
calculate how each object was identified in each image as well 
as how near to real description the prediction was, this was not 
used. As per the use case, the majority of the signs were single 
handed signs which is why the concept of object detection 
stood redundant. Hence, the idea was to use the same metric of 
Object Localization which is IoU but averaging over all the 
images IoU’s helped in detecting how good is the performance 
of the model on the entire validation set, hence introduced 
average IoU.  An average IoU of  ~95% was achieved on the 
train set whereas ~90% was achieved on the validation set 

IV. DISCUSSION AND CONCLUSION 

 

Algorithms used before like Skin Detection Algorithm: Skin 
Region Detection, Feature Extraction: K-Convex Hull 
Algorithm, Classification: Convolutional Neural Network are 
not used in place of Key-Frame extraction because former 
mentioned techniques had multiple disadvantages. Skin 
Detection Algorithm would not intelligently detect skin 
regions according to dynamic lighting conditions and was only 
as good as it is trained. The other, otherwise widely used, K 
Convex Hull Algorithm suffered from slow recursion, 
overhead of the repeated subroutine calls, required excessive 
memory for storing intermediate results of sub- convex hulls, 
unable to control and guarantee sub-problem size resulting in 
sub-optimum worst-case time performance. Also the 
underlying ‘Divide and Conquer’ algorithm was not ideal if the 
points to be considered were too close to each other. Instead 
the Key-Frame extraction algorithm retained information with 
lesser images and was independent of the input condition like 
light, skin region, cloth color etc. which were all taken care of 
as these would remain the same through the gesture hence these 
would sbe summarily neglected for extracting the features. 

   

The Mask R-CNN takes care of various steps inside its 
architecture all the way from extracting features in the first 
step, determining if that extracted feature consists of an object 
or not in the second step in order to ensure that only those 
features with objects in it are processed for the next step and 
then it brings all the features consisting of objects to the same 
size in the third step by using Region of Interest pooling layer 
and further classifying the image with a bounding box in the 
fourth step. It then passes on the classified images along with 
their bounding boxes to intersection over union to extract 
instance based segmentation. 

To prepare the training data quickly, A better tool is required 
for automating the frame annotation process, which if fed with 
initial geometry of a target object, may decide what possible 
shapes the target object can have, i.e. for fingers, gaps (hull) 
between the fingers having relation between their 
lengths/breadth and with that of palm as given, then the auto-
annotation will correctly contour the hands in any posture and 
can give additional output of hand rotation angles which may 
serve as additional input feature. 

The first version of our model detects ASL from recorded 
video as real time video could not be processed due to technical 
constraints like limited GPU, free memory on Google Colab. 
Also its code intensive being on TensorFlow 1.0x platform. 
VMWares give us sufficient access to resources but even that 
has certain limits. YOLO can be tried in place of Mask-RCNN 
provided the constraints are met. 

Since the project does not serve the masses, getting investors 
to up-scale the project can get tricky. However, the promising 
nature of the project can rope in players soon if a solution 
which integrates a full end to end product comes up which has 
a well-designed, user-friendly interface and runs on slower 
hardware and can work even without internet connection.  

An attempt can be made to train the model on a Mobile NET 
architecture with the features learnt from the current model. 
The new Mobile app size model will do the same task. 
Secondly a bi-directional LSTM model can be built to frame 
multiple gestures into a grammatically correct sentence which 
then can be converted to speech and in another form as per the 
customer requirement – this will increase the business scope of 
the model and its application. 
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Abstract--This paper presents a solution to Traffic monitoring 

and analysis at Indian toll plazas. In some of the areas, the work is 

done on Vehicle detection and localization, vehicle registration 

detection, and character recognition and vehicle make classifier 

(Currently concentrated on Indian Cars only). Accurate detecting 

and localizing of objects in computer vision has always been a core 

problem, to the rescue of which Tensor Flow Object detection API 

comes with implementations provided by RCNN family (Basic 

RCNN, Fast RCNN, and Faster RCNN) and Single-shot detection 

models. Experimenting over a range of models from Faster RCNN 

with inception v2, SSD MobileNet, and SSD inception v2 for vehicle 

and vehicle registration number detection problem we got higher 

accuracy with Faster RCNN with inception v2 for RMS Prop 

optimizer. For the detected vehicle registration number, we used an 

SVM-based multiclass classifier. A custom image dataset is used to 

train the model. The vehicle make classifier is implemented with 

VGG16 and the dataset was selected to contain only Indian cars. 

Keywords—Vehicle Detection, Vehicle registration number, 

Faster RCNN, VGG16 and SVM 

I. INTRODUCTION  

 India has a huge web of highways all over the country 
connecting cities and states together. Road transportation being 
the most widely used mode of commuting and transporting 
goods from one city or state to other city and state. A need of 
monitoring and analysis of traffic at Indian roads is of paramount 
importance to civil and military surveillance for use of 
development and security-based decisions. Also, the derived 
insights could be a source of input to help find solutions to wide 
variety of problems a commuter face.  

 Indian traffic at toll plazas is very complex and critical with 
a diversified volume of vehicles likes of bikes, cars, trucks, and 
buses running on road at any given time of the day. Causes a 
wide variety problem of which congestion being most common 

on Indian toll plazas. The maintenance of these highways is very 
important to keep the connectivity intact.  

 Toll Plazas or toll booths are special counters build on 
highways to collect tax from the general population using the 
highway for commuting. This tax is basically to retrieve the cost 
to build and maintain the highway. So, it a usual scenario of 
getting a huge congestion of traffic where everybody is lined up 
to pay the taxes before they move ahead.  

 As a result of these congestion, it not only causes delays to 
commuters but also adds to loss of fuel and productive time. On 
a larger scale to observe the impact can be as large as impacting 
the economy negatively. Also, the kind of pollution caused in 
scenarios of traffic congestion is tremendous impacting 
environment. 

II. MOTIVATION OF WORK 

 Spending hours at toll plaza in heavy traffic is very common 
in India and people do complain of waiting long before they are 
able to pay and pass the toll booth. As per the toll rules of NHAI 
[1] there is a max of 3 minutes waiting period for every vehicle 
to be able to pay and pass the toll booth and if this time exceeds 
beyond 3 minutes due to congestion, delay by toll booth 
authority or any other similar reasons should be allowed a free 
passage without a fee. 

 A necessity of monitoring of the toll booth functioning and 
scenario identification of congestion help us find better solutions 
of several problems at toll booths.  

III. RELATED WORK 

 Our proposed solution targeted few of the milestones on 
which past work done. A vision-based vehicle identification 
system providing solution of object extraction [16], object 
tracking, occlusion detection and segmentation, and vehicle 
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classification. In situations where vehicles on the road may 
occlude each other, their trajectories may merge or split and to 
handle this they developed three processes: occlusion detection, 
motion vector calibration, and motion field clustering. Finally, 
the segmented objects were classified into seven different 
categorized vehicles [2].  

 Object Detection solution based on TensorFlow’s Object 
Detection API being a promising technique providing ability to 
build and deploy image recognition software. Object detection 
technique not only classifies and recognizes objects of interest 
in images but also localizes them and marks them with bounding 
boxed around them. Solution mostly focuses on detecting 
harmful objects like threatening objects for which they got 
Tensor flow Object Detection API to train model and have used 
Faster R-CNN algorithm for implementation [3].  

 Region-based convolutional neural network for real-time 
hand gesture recognition. A Faster region-based convolutional 
neural network (Faster-RCNN) with Inception V2 architecture 
was used. Their solution observed average precision, average 
recall, and F1- score by training the model with a learning rate 
of 0.0002 for Adaptive Moment Estimation (ADAM) and 
Momentum optimizer, 0.004 for RMSprop optimizer. A better 
result of precision recall and F1-score values were attained with 
ADAM optimization algorithm after evaluating over custom test 
data [5]. 

IV. OUR PROPOSED SYSTEM 

Proposed solution is an integration of models trained to 

help achieve objectives like vehicle detection on live video 

streams, Vehicle counting, Vehicle model type classification 

and vehicle registration number detection. 

 

 
 

Fig 1.  Solution Workflow 

The above figure shows the workflow followed in our 

solution. We started with detection and localization of our 

desired objects which are different types of vehicles and form 

distinguishing boundaries for the located objects into video 

frames and cropping the detected objects to be stored locally and 

used for further processing in outlaid milestones.  
In Object Localization we detect where the object is situated, 
and Object detection involves detecting multiple objects in an 
image. In Object detection, we break down the original image 
into multiple images and perform Object Localization on each 
part. Extracted image parts are called ROI (Region of Interest) / 
Anchor Boxes/ Priors. To solve the problem of classification and 
regression (localization), we have different models which uses 
different approaches such as R-CNN uses ‘Selective Search’ to 
extract ROI’s. Fast-RCNN also uses Selective Search but extract 
ROIs from Feature Map. Faster R-CNN uses Region Proposal 
Network (RPN) to extract ROIs and in SSD, we (humans) 
provide the ROIs using multiple grids and anchor boxes (or 
priors). Allow CNN to look at different ROIs to see if there is an 
object in the ROI and what is their bounding box. 

 Constructing a true Deep Learning model with ability to 
precisely localize and detect multiple objects in same image is 
always a core challenge with traditional computer vision and 
hence TensorFlow Object detection API an open-source solution 
built on top of TensorFlow makes it bit easy to construct, train 
and deploy Object detection models. So, for object detection we 
used TensorFlow Object detection API’s one of the powerful 
tools to help us achieve the objective detection milestone and 
use algorithm for implementation.

 

Fig 2.  CNN Architecture 

Input image applied with a layers of convolution layers (with 

RELU activation function) Max pooling layer to concise the 

derived feature maps by extracting the max values of the feature 

map values to concentrate on the main features of detected 

objects. The output of pooling layer then flattened feature map 

then passed through fully connected Neural network layers. 

SoftMax activation enables to do multi-class classification.   

For the detected vehicles in multiple video frames using Faster 

RCNN implementation it became a challenge to monitor the 

moving vehicles and hence we applied a naming logic to address 

the detected objects and monitor them in subsequent frames. A 

combination of location directory, a counter to track number of 

cropped images, class index id, class index name and object id 

were used as components to form a name for the detected 

vehicles. 

A unique object id talked about is derived via Centroid 

tracking algorithm are given in the derived name space which is 

then saved in csv format and finally merging all csv for detailed 

analysis. such as counting number of vehicles etc. Centroid 

tracking algorithm relies on the Euclidean distance between: 
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• Existing object centroids (i.e., objects the centroid 

tracker has already seen before).  

• New object centroids between subsequent frames in a 

video.  

Further to the processing in the solution the detected vehicles 

with bounding boxes are cropped and used for vehicle make 

classification and vehicle registration number detection. K. 

Simonyan and A. Zisserman [4] from the University of Oxford 

in the paper “Very Deep Convolutional Networks for Large-

Scale Image Recognition” proposed VGG16 convolutional 

neural network. We used VGG16 based image classifier for 

identifying the make of detected vehicles in first stage of our 

system. 
 

 
Fig 3.  VGG16 CNN 

 

The same cropped image of object detection stage of our 

system was used as an input for vehicle registration number 

detection. A background subtraction achieved with Otsu 

Thresholding. Background subtracted Images were then 

subjected to segmentation where each character was further 

predicted with an SVM based character recognition algorithm. 
 

 
Fig 4.  Background Subtraction (Otsu Thresholding)        

Finally, the output of all these models is clubbed to form a 

CSV file with insights like Vehicle counts, Vehicle registration 

number, Vehicle make classification description along with 

timestamp showing the date and time. This insight then 

redirected over dashboard for live monitoring and further 

analysis. 

With all the data collected via the above workflow can be 

conducted to help in different domains of interest. 

• Traffic inflow at toll plazas to extract busiest day, week 

of the month, busies hour of the day etc. 

• Toll collections stats and each vehicle service time 

monitoring. 

• Security insights with Vehicle registration number 

detection and vehicle model type detection. 

V. ALGORITHMS 

A. SVM based Character Recognition  

The hypothesis function h is defined as: 

ℎ���� �  �	1
�1      �� .�����

�� .�� ���               (1) 

      The point above or on the hyperplane will be classified as 

class +1, and the point below the hyperplane will be classified 

as class -1. Computing the (soft margin) SVM classifier 

amounts to minimizing an expression of the form, 

��
� ∑ ����0,1 � ����. �� �  �!��"� # 	 $%|�|%'

       (2) 

We focus on the soft-margin classifier since choosing a 

sufficiently small value for lambda yields the hard-margin 

classifier for linearly classifiable input data. 

 

B. Faster R-CNN 

Replaces the selective search method with region proposal 

network (RPN) which makes the algorithm faster time/Image – 

0.2 second. 

 

IoU � +,-./0 ∩20/3,45036.
+,-./0 ∪20/3,45036.               (3) 

 

IoU � + ∩26
+ ∪26    8 9 0.5 � Object 

 A 0.5 � No Object             (4) 

 

      Computing the Intersection over Union is dividing the area 

of overlap between the bounding boxes by the area of union. 

In the numerator we compute the area of overlap between 

the predicted bounding box and the ground-truth bounding box. 

We are keeping the threshold value of 0.5. 

      The denominator is the area of union, or more simply, the 

area encompassed by both the predicted bounding box and the 

ground-truth bounding box. 

      Dividing the area of overlap by the area of union yields our 

final score — the Intersection over Union. 

IoU � A ∩ Gt
A ∪ Gt   8 9 0.5 � Object 

 A 0.5 � No Object 
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VI. SYSTEM ENVIRONMENT SETUP 

A. Hardware   

TABLE.1. HARDWARE COMPARISON 

Machine Type 

CPU 

Processor GPU RAM 

Clock 

speed 

Machine 1 - Asus 
vivo book-max 

A541uv 

Intel®  Core 

TM i3 7100U 

Nvidia 

920MX 12GB 2.4GHz 

Machine 2 - Acer 

Predator Helios 300  

 

Intel® 
Hexacore Intel 

i7 9750 

 

Nvidia 
RTX 

2060 

 

16GB 

 

2.6Ghz 

 

                                 

B. Dataset 

TABLE.2. DATASET DETAILS 

 
Fig 5.  Actual dataset for Object detection and make classifier  

 

 These images for object detection were taken to ensure 

that they have the desired vehicle class covering major portion 

of the image with a wide variety of vehicle orientation like 

middle/close range in front of the camera, middle/close range 

in the left, close/middle range in the right, and far range to 

enable the model to learn better. The images sizes vary from 

300*300 to 1000*1200 pixels. Several instances of a same 

vehicle are included with different bounding hypotheses. Also, 

few images of multiple classes like Car, Bus or Truck and 

person was included to enable the model to learn various 

weights from such perspective. We included around 120-150 

images per class and the classes were – Car, Truck, Bus, 

Rickshaw, bike and Person.   

 

 
Fig 6.   Character recognition dataset  

 For vehicle registration detection we used images with 

vehicle registration numbers covering the entire image size. To 

add diversity, we included Indian plus foreign registration 

number plates and multiline number plates to enable our model 

to learn them better. The selected images were of size 20*20 

pixels for SVM based character recognition model. 

 At this moment our solution only considers the class 

Cars for Vehicle make classification for which we used google 

images of Indian car models like Honda Amaze, Hyundai i10, 

Suzuki Wagon R, Suzuki Swift etc. Images ranging from 

300*300 to 1000*1200 pixels majorly coving the entire image 

size. The Cars were selected to have wide variety of vehicle 

orientation like middle/close range in front of the camera, 

middle/close range in the left, close/middle range in the right, 

and far range to enable the model learn better. 

 

VII. RESULTS & DISCUSSION 

A. False detection results  

 For vehicle registration detection the model detected 

the flashlights as vehicle registration number.  
 

 
Fig 7.  False detection of vehicle registration number  

Models Dataset 

Train 

Images 

Testing 

Images 

Number 

of 

classes 

images 

/classes 

Vehicle 

detection 
Model 

Google 

image 
dataset 

v4, 

Custom 
images 701 180 6 

145 
approx. 

Vehicle 

registration 
number 

detection 

model 

Google 

image 

dataset 
v4, 

Custom 

images 2000 376 1 2376 

Vehicle 
Make 

classifier 

Google 

Custom 

images 
using 

labelImg 689 272 17 

60 

approx. 

SVM 
Character 

recognition 

(0-9 digits, 
26 alphabets) 

Google 
Custom 

images 

using 
labelImg 1260 180 36 

40 per 
character 
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B. Results of Evaluation 

 For object detection we use the concept of 

Intersection over Union (IoU). IoU a Jaccard index-based 

computes intersection over the union of the two bounding 

boxes; the bounding box for the ground truth and the predicted 

bounding box. So, a value of 1 would be perfect overlap. 

 

 
Fig 8.  Intersection over Union  

 

With a threshold value the prediction can be expressed as 

positive or negative. Let us say IoU threshold is set to 0.5, in 

that case: 

• if IoU ≥ 0.5, classify the object detection as True 

Positive (TP). 

• if IoU < 0.5, then it is a wrong detection and classify 

it as False Positive (FP). 

• When a ground truth is present in the image and model 

failed to detect the object, classify it as False Negative 

(FN). 

• True Negative (TN): TN is every part of the image 

where we did not predict an object. This metrics is not 

useful for object detection, hence we ignore TN. 

Set IoU threshold value to 0.5 or greater. It can be set to 0.5, 

0.75. 0.9 or 0.95 etc. 

C. Losses 

E�FpiI, FtiI� � �
JKLM

∑ ENOP�Q� , Q�∗�� 	  λ �
JTUV

∑ Q�∗EWXY�Z�, Z�∗��       

           (5) 
i = index of an anchor box in an mini batch 

pi = probability of object being present in given ith index 

anchor   box predicted by model 

p*i = object being present in given ith index anchor box 

specified in the Label (1= positive anchor, 0=negative anchor) 

ti = predicted bounding box for object being present (only for 

positive anchor and do not care for negative anchor) 

t*i = ground truth of bounding box for ith positive anchor  

Lclassification = classification loss for object present or not  

Lregression = regression loss for bounding 

{pi} = output of classification layers 

{ti} = output of regression layers  

 As referred in earlier section object detection deals 

with two objective viz classification and localization 

classification deals with whether object is present or not whose 

loss function is given by 1/Nclases * Lcalsification (pi,p*i) . 

Localization deals with regression loss given by λ 

1/Nregression*Lregression(ti,t*i).Here , 1/Nclases and 

1/Nregression is used to normalize and  is weighted by a 

balancing parameter λ used for balancing the trade of between 

the two losses. Nclasses is equal to mini batch size here we have 

taken 64, normalized by the number of anchor locations (i.e., 

Nregression ∼ 2, 400). Regression box losses are only 

calculated against the positive anchor boxes. 
 

D. Final Model outcome 

 The trained models are tested over the test samples and 

their performance is evaluated for a few parameters such as 

precision, recall and IoU. 

TABLE.3. EVALUATION METRICES 

  Metrices 

Objectives Models used 
Avg. 

Precision 

Avg. 

Recal 

Avg. F1 

Score 

Object 

detection 

FasterRCNN-

InceptionV2 
0.453 0.678 0.543 

 SSD_MobileNet_V2 0.352 0.453 0.3961 

 SSD_InceptionV2 0.384 0.461 0.418 

     

Vehicle 
number plate 

detection 

FasterRCNN-

InceptionV2 
0.749302 0.689 0.7177 

     

Vehicle 

Model type 
detection 

VGG16 0.481 0.514 0.496 

 

VIII. CONCLUSIONS 

 

 While experimenting with a few models used for 

vehicle detection and vehicle registration number detection and 

make classifier the results observed as Faster RCNN with 

Inception v2 and VGG16 proved to having considerably better 

precision, recall and F1 scores and higher accuracy against 

other counterparts. Table 3 gives a tabular description of all the 

evaluation metrices. 

 Faster RCNN with inception v2 model is trained for 

12000 epochs with momentum optimizer 0.09 and learning rate 

0.00002.  
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Abstract—Algorithm is an efficient way to solve issues or 

minimizing efforts in an existing system by imposing new 

technique or rules on the existing system. Technology creates 

new platform or elements by which a vast majority of business 

growing and new idea or algorithm can be more effective if one 

can attain the algorithm on its system. Online e-commerce 

platform is increasing and due to COVID-19 the world has been 

mostly depending on it. Customer always expects fastest 

delivery when customer uses online platform and the eagerness 

of customer’s expectation always impacts on online platform. In 

the thought of fastest delivery for the manufacturer or B2C 

oriented business a fastest shipping algorithm has been 

proposed where the algorithm will use the dataset of its existing 

system and will calculate the shortest path to find the nearest 

located outlets. It will gradually support the manufacturers or 

brands by identifying the nearest distance outlets for fastest 

delivery of products and at the same time it will minimize the 

efforts of work, time and cost. 

Keywords—Dataset based Algorithm, Dijkstra’s Algorithm, E-

commerce, B2C, Fastest shipping, Allocating nearest supplier. 

I. INTRODUCTION  

Strategies changes in accordance with the technological 
innovation where new methods always get the priority for 
solving critical situations. Algorithms are the way where the 
new possible solution for a problem can be stated. E-
commerce business is developing rapidly and due to the 
COVID-19 people mostly depends on e-commerce. As people 
more depends on e-commerce so the shipping issues also arise 
at the same time. How to ship a product in the fastest way from 
the seller that are mostly identical issues nowadays for getting 
good reviews of the system. 

Multiple sellers can sell the same product as the brand can 
allow multiple sellers but multiple sellers won't be in the same 
address or districts or states. Amazon is one of the top e-
commerce platforms where multiple sellers can sell the same 
product as sellers have the authorization to sell the same 
product and for that, they normally get the approval from the 
brand and use the brand or manufacturer labelled UPC to list 
their items. Ali Express is another popular platform where the 
same products can be sold by multiple sellers. 

A product price is distinct for all customers where the 
brand has rules to sell the same product. How a seller can 
understand how they will get the order as many of the seller 
using the same links and same prices. Sellers draft thinking is 
that they need to put discounts so that they can generate sales. 
Although sellers can think we can get sales by getting positive 
reviews and feedbacks. Algorithms will help the platform 
owner or the brand to find out who will ship the products and 
who will get the customer order. 

Fastest shipping is one of the important factors to keep 
customers faith in e-commerce. In the fastest shipping way 
how a seller will be selected from the pool as multiple sellers 
selling the same products are the key concerns in this paper. 

As e-commerce has the priority of giving the opportunity to 
have multiple sellers to use the same platform and the same 
manufacturer or brand can have a different physical 
warehouse or showroom. 

Algorithms implementation is a possible solution for the 
fastest shipping and allocating who will ship the products 
means from whom the product will be purchased. If one brand 
has multiple storefronts in different places and if the brand 
uses one e-commerce for its online platform then the 
algorithm will help them by defining from which place the 
product will be shipped. At the same time the algorithm if 
successfully implemented in software or in machine learning 
it will automatically predict the fastest warehouse or 
storefronts from where the fastest shipment is possible. 

Building an efficient algorithm is necessary to sorting out 
these issues as it can help the platforms owner or brand owner 
to achieve more success in regards to the fastest shipment. The 
main aim of this paper is to create an algorithm which can be 
the best fit for both popular e-commerce platform like 
Amazon, Ali express, eBay etc. as well as for the manufacturer 
or brands. After implementing these algorithms they can have 
faith that their system or procedures offer the fastest shipment 
to their customers. 

II. BACKGROUND ANALYSIS 

     An algorithm is a finite sequence of well-defined, 

computer-implementable instructions, typically to solve a 

class of problems or to perform a computation [1][2]. 

Algorithms are always used for giving solution for specific 

issues which can be implemented with any languages. It can 

be used for calculating, data processing, sorting complex 

problems etc. An algorithm can be expressed or can be 

executed in a finite set of time or space and it is a well-defined 

formal language [3]. 

    Shipping collision issues for multiple shipments with four 

simulation schemas have been proposed [4]. Multiple 

researchers focus on how to design an effective model for the 

marine shipment procedure. A Morphing Evolutionary 

Algorithm has been proposed which will effectively subside 

the manual works and the performance improvement is 

11.67% [5]. Shipping collision and manual works always 

delay the shipping performance and hence customer gets 

dissatisfied. 

    Consumers are the key to e-business and the fastest 

shipping is necessary to get the reliability or faith of 

consumers. Consumer adaption of online shipping a vital 

issue for study and consumers intention depends on it to buy 

online [6]. Consumer's faithfulness depends on the timely 

shipping or delivery of a product. For that many models have 

been imposed or proposed for the fastest delivery [7]. 

Shipping methods or timely shipping is a great key to become 

successful in the e-commerce sectors. 
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    In Amazon, a product can be sold by multiple sellers where 

they can use the same product links for selling [8]. A product 

of Amazon has been checked and finds the similarity that it 

has multiple sellers who are using the same product link for 

selling their products [9]. As multiple sellers use the same 

product link for selling their products so that an algorithm 

needs to identify which seller will get the priority for getting 

an order. The algorithm will help the platform owner to detect 

the identical and logical seller who will get the priority. 

    An observation has been taken into account of a renowned 

brand named "UGG". It has multiple stores in the USA and 

Canada where it uses the same online platform to get online 

sales and running its e-commerce sector [10]. UGG has 

multiple stores so that they can do the fastest shipment in the 

USA and Canada based on customer addresses. Definitely, an 

algorithm can help them find the fastest delivery to its 

customers so that no manual works needs to notify the outlets 

manually. 

III. GAP OR CURRENT METHODOLOGY ANALYSIS 

    Giant platforms like Amazon have their own 

recommendation or learning algorithms by which they can 

predict or assign sellers for a specific order. As multiple 

sellers sell the same product, they must have their own way 

to determine the sellers with some specific criterion. For 

brands or manufacturers who don't have any specific 

parameter to select the method for those, an algorithm can be 

introduced and by observing these issues a novel algorithm 

approach has come to a solution that others can implement on 

their portal. 

    UGG brands have many outlets in the USA but not in all 

the states [10]. New York, California, New Jersey etc. states 

have their outlets but Colorado State doesn't have their 

outlets. When a customer from Colorado states tries to 

purchase a product from them then it will be time-consuming 

for an admin to find the nearest outlets to ship that customer's 

product. In this parameter, if an algorithm can be 

implemented properly on its website like Amazon so that the 

manufacturer can easily notify the outlets that are located in 

the nearest state. After notifying the outlets will start shipping 

the product on their own and shipment will be fastest. 

    There is a number of consecutive ways to ship a product to 

the customer like by Air, by Parcel or Transport services. One 

can say that each state has its own Airports and Air shipment 

services then why should one need to implement the 

algorithms. The main focus of the proposed novel algorithm 

is to ship the products to the customer with less time and cost 

minimization on the shipping. Air shipment cost is pretty high 

but if the system with the implemented algorithm can show 

the nearest possible outlets with fewer charges and the fastest 

shipment then customers will be satisfied as well as the 

physical works will be reduced. 

    The manufacturer can have their own warehouse for the 

online orders, where they likely to keep all the products that 

they are intended to ship to the customers from online. 

Expenditure on the warehouse normally high and the 

shipment procedure from the same warehouse can rigorously 

follow the same rules like shipment time to consumers, 

shipment costs to consumers, return policies to the consumer 

etc. The approached algorithm can help the manufacturers to 

maximize their sales through each outlet and warehouse 

expenditure will be low and manpower will be less than in 

previous. 

IV. PROPOSED ALGORITHM 

    UGG brand has a list of outlets in nineteen states in the 

USA [10] where the country has in total of 50 states [11] [12]. 

Customers from other states can use the UGG vendor website 

as a medium for their purchase and customers always expect 

to get the order as soonest as possible. It must be noted that 

customers from the same states where the stores are located 

can order through the portal as well and at that time customers 

order will directly check their state located outlets first. 

    In the proposal, a platform needs to be introduced or need 

to be implemented or if the manufacturer already has an 

online ERP (Enterprise resource planning) [13] software they 

can use it. Cloud inventory management software tool like 

the Finale Inventory software [14] can be used by the 

manufacturer or the manufacturer can build their own portal 

where they can easily locate which outlets has which 

products, colors or sizes. As the tool finale inventory has the 

features to obtain the store name for each different quantities 

or items [14] so that the manufacturer can easily locate and 

can grab their updated store database from the software each 

time when an order normally placed by the customer. Finale 

Inventory has the option to download the manufacturer's 

products product database and it's normally come as a CSV 

file [15]. 

    Small manufacturers who are still in the development 

process can use the software for their products inventory, 

POS, accounting etc. and at the same time they can use the 

proposed algorithm for their fastest and automated tasks to 

assign outlets for shipping to the online customers. 

Manufacturers like UGG, Ray-ban, CK etc. can have their 

own tool but their tools need to have the product's location so 

that the products lookup database can be easily trained in the 

algorithm process. An important factor that needs to be noted 

that the finale inventory has the POS (Point of Sales) [16] so 

that when an item physically sold by the outlets the system 

will automatically deduct that quantity from their database so 

that the proposed system will always get the accurate score 

for pointing the exact outlets for the shipment process. 

A. Datasets for the proposed Algorithm 

    The algorithm needs data for the successful operation and 

the structure of an algorithm depends on which data 

algorithm will work. For the proposed algorithm two datasets 

will be needed for the successful operation. 

a) Imported Products Dataset 

"Products imported dataset" can be imported from the ERP 

(Enterprise resource planning) software [13] or can be 

imported from the Finale Inventory web tools [15]. It must 

have the products name, style no, color name, sizes, 

availability, location of the product etc. The location of the 

product is mandatory as the outlet's names normally are used 

in this column. This dataset can be downloaded in a timely 

manner so that each time when order placed it will be 

automatically downloaded for utilizing through the system 

using the algorithm. The orientation of the dataset table can 

look like below where one product's secondary data has been 

listed in table I: 
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TABLE I. 

Item ID Style no# Product Name Color Size In stock Location State Name 

120001 1016222 CLASSIC MINI II 

BOOT 

Black 7 US 10 Citadel, 

Tanger 

California 

120001 1016222 CLASSIC MINI II 

BOOT 

Black 7 US 5 Orlando Florida 

120001 1016222 CLASSIC MINI II 

BOOT 

Black 7 US 2 Riverhead New York 

120002 1016222 CLASSIC MINI II 

BOOT 

Black 8 US 10 Chicago Illinois 

120002 1016222 CLASSIC MINI II 

BOOT 

Black 8 US 5 Premium Nevada 

120003 1016222 CLASSIC MINI II 

BOOT 

Chestnut 7 US 2 Seattle Washington 

 

TABLE II. 

State name California Connecticut Florida Georgia Hawaii Illinois ….. N19th 

Alabama 1381.45 1851.01 7910.78 10661.75 7655.61 1252.03 …. - 

Alaska 909.83 1057.84 9057.76 9380.39 7545.86 474.66 …. - 

Arizona 1614.01 2035.94 8372.03 10680.27 7137.65 977.77 …. - 

Arkansas 1808.23 2139.70 8970.02 10438.87 6691.20 715.39 …. - 

California 1 478.82 8317.62 9320.27 8411.70 1273.96 …. - 

Colorado 2452.26 2724.71 9529.71 10547.76 5992.89 1216.34 …. - 

….. …. …. …. …. …. …. …. - 

N50th - - - - - - - - 

 

The products name on the website must be the same as the 

system software has. The table above has the product that is 

used as an example of the product table dataset [17]. Two 

different outlet's names have been addressed in the table to 

give an explanation that those outlets have the same product 

but they can have quantities in a random order like Citadel 

has 7pcs and Tanger has 3pcs. When any of those outlets have 

been sold out then one outlet name will show in the location 

column. It has been also noted that when an online order 

comes to an outlet then the outlet will deduct the order 

quantity from that outlet's POS in-stock quantities. The idea 

behind the above table is mostly appropriated with the Finale 

Inventory Software [15] as the dataset of the software are 

same.  If any state outlets don’t have quantities for a specific 

product it won't show available in this dataset whether if other 

state outlets have products for the same product then their 

available stock will show in the dataset. 

b) Dataset of distance from each state 

Each of the states has a specific distance from the other states 

in the same country and very rarely the distance from each 

other matches exactly. But each state contains a number of 

cities, where the cities have different distances between each 

other. In this paper, the distance between the states only 

measured and the dataset has been prepared to have one(1km) 

distance when the distance of the same state will be 

calculated. Let's say "X" state distance from the 'X" state 

distance is one(1km). One can put the distance from the same 

state as zero (0km) but if one wants to train the dataset to 

different AI or Machine Learning algorithms then value one 

(1km) will be good for finding the shortest path. The dataset 

table will contain 19 states name on the column and on the 

row, there will be 50 states name. As the manufacturer UGG 

has outlets in 19 different states in the USA [10] and the 

country USA has in total 50 states [11][12]. Distance from 

each state is calculated in kilometers (km) and the distance 

was found from the web portal named "Distance from to" 

[18]. 

B. Algorithm 

• Order id and the details of the order will be 

acknowledged 

• From the order the "customer's lived state name" and 

"item/product id" will be picked out 

• Whether the customer's state name matches with any 

of the states that are on the 1st column of the dataset 

of distance from each state which must be checked 

• If the customer state name matches with the state 

name that is on the dataset of distance from each 

state, then an array will be created for the shortest 

path order to each state from the customer state 

name by using the "Dijkstra's algorithm" which will 

use the dataset of distance from each state. 

• It will check whether the located nearest state has 

the ordered product id or not by checking the in-

stock quantity column of the dataset of imported 

products. 

• If the located state outlet has quantities of the 

ordered item/product id, then the outlet will be 

notified and an order will be placed for that outlet. 

If more than one store located in that state outlet 

has the same product then it will randomly choose 

one outlet from the imported products datasets 

where normally the outlet names are listed. 
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• If the mapped state doesn't have the product id or 

quantities, then it will look into the shortest path 

state array for the next state name and will move to 

step 4. 

• If the state name doesn't match with the 1st column 

of the dataset of distance from each state then it 

will be marked as an international address and the 

international shipping team will be notified. 

C. Pseudocode 

The Pseudocode of the proposed algorithm are listed below:  

Let’s say the order dataset has the below properties, 

Customer Order Dataset { 

Customer-name (); 

Customer-address (); 

Product details (); 

Paid amount (); 

} 

Let’s take, 

Imported Product dataset = x; 

Dataset of Distance from each state = y; 

State name from customer-address () = s; 

Item-id from customer ordered product details () = p; 

s ←customer-address (); 

p ← product-details (); 

algorithm (x, y) { 

If { 

s → y; 

For each state in y, create the ordered shortest path array 

from s using Dijkstra’s Algorithm: 

a = [Sn] 

for each state Sn of a[Sn]: 

p → x; 

notify the ordered first Sn →x; 

} 

else{ 

notify the international shipping team. 

} 

} 

 

D. Flowchart 

The flowchart of the proposed algorithm are given below: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Flowchart of the proposed algorithm 
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V. THE COMPLEXITY OF THE PROPOSED ALGORITHM 

The proposed algorithm has complexity in some criterion as 

it depends on the dataset that needs to be fetched by the 

algorithm. Some of the errors that one can face when trying 

with the algorithm are listed below: 

A. Outlet allocation 

By observing the dataset of imported products, it shows that 

one specific state's multiple outlets can have the same product 

and there are not any specifications on how many quantities 

each outlet owns. For this issue, the outlets will be chosen 

randomly but if a customer order a big amount like 10pcs but 

the one state's none of the outlets has that amount of quantity, 

then there will be bugs. The algorithm will be well suited for 

customers like Amazon where normally a customer doesn't 

order more than 2-3pcs at a time. 

B. Multiple items of an Order 

A customer placed an order which has multiple items like the 

customer ordered a shoe and a top. The algorithm can solve 

the multiple items of that order by taking each of the ordered 

item id's at once to use them through the algorithm. But still, 

there is one order id for that order so that multiple different 

outlets will be notified for the same order. As the algorithm 

needs to do the same tasks twice so that it will be time-

consuming as well. 

C. Cloud Service 

The algorithm will work when an order will be placed on the 

website or in the system so that from the ordered data the 

algorithm will start manipulating to identify the potential 

outlets for shipping the order. Cloud server needs to use for 

the ideal operation of the algorithm. One can do that in their 

desktop system but for the fastest manipulation cloud will be 

much better. 

D. Dataset Loading Issues 

The algorithm mainly depends on two specific datasets, those 

are the "imported products dataset" and "the dataset of 

distance from each state". The dataset of distance from each 

state can be loaded once as this dataset won't having any 

changes but the "imported products dataset" always changed 

in a manner that the outlet's physical sales will be deducted 

and new items can be adjusted to the outlets so that if dataset 

won't be loaded properly every time then wrong outlet's will 

be notified. 

VI. OPEN CHALLENGES 

The proposed algorithm has built with the idea for fastest 

shipping to the consumers when a manufacturer can use the 

same website for selling its products where there can be a 

number of outlets in different states in a country. It will be 

very identical if one manufacturer can implement this 

algorithm to their web portal where a cloud server will be the 

most appropriate for executing the algorithm. Though it has 

some limitation or challenges for implementing or issuing the 

algorithm, it will be good for practicing the algorithm and 

necessary steps can be taken when facing more issues or the 

issues that listed in this paper. The machine learning approach 

will be the best fit for the proposed algorithm, as the idea 

behind the algorithm has the initialization to work with two 

specific datasets. Machine learning techniques will be a 

challenge to implement and if someone can build any other 

edition for this algorithm, it will be taken into account. As the 

algorithm proposed by observing the complexity, cost, time 

for a manufacturer for running an e-commerce portal, more 

new features can be taken into account for more effectiveness 

of the proposed algorithm. 

VII. CONCLUSION 

The goal of the algorithm normally minimizes the tasks or 

time that take earlier a good amount of time and algorithm 

performs or normally creates for some specific issues. In this 

paper the algorithm that proposed are created mainly for the 

B2C platforms where a manufacturer can easily flourish their 

online business by allocating different owned outlets for the 

shipping. Customer always wait for the products arrival and 

in that circumstance the algorithm will find the shortest 

distance outlets and that allocated outlets will be the 

candidate for shipping the products if only it has the available 

stock. By implementing the proposed algorithm manufacturer 

won't then have to think for the physical warehouse for 

keeping the online orders quantities and it will help them by 

minimizing the cost and time. As outlet's person can do the 

shipment and can maintain the whole system so that 

manpower will be less. The manufacturer can also notice how 

their physical outlets sales and how much outlets have in 

stock so that supply chain management will be more 

accurately. 
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       Abstract— Our study aims to predict the requirement of 

isolation beds, oxygen beds, and Intensive Care Unit (ICU) beds 

in both government and private hospitals for COVID-19 

patients in Telangana, India. Using epidemic modeling and time 

series analysis techniques, we can predict the future daily 

COVID-19 cases and active cases from historical data of 

confirmed COVID-19 cases. From the historical data analysis, 

we can also establish the pattern of hospitalized cases from 

active cases and also the pattern of various categories of bed 

occupancy numbers. The pattern is represented by minimum, 

maximum and average percentages. We have observed the 

second wave of COVID-19 in many European countries and is 

spreading more rapidly than the first wave. In India, we must 

be prepared to address the second wave as it might be more 

rampant since the lockdown is eased in most of the cities. Since 

traveling and gatherings are getting back to normal, 

significantly larger population might be susceptible and would 

need immediate hospitalization. We presented a 

process/methodology to estimate bed occupancy numbers from 

the prediction of COVID-19 positive and active cases using 

modified Susceptible-Infected-Recovered (SIR) model for the 

contagion and FB-Prophet model for time series analysis. We 

used official data from the Government of Telangana bulletins 

for the COVID-19 pandemic up to December 31st, 2020 for our 

process/methodology. SIR modeling is more intuitive and 

explainable but requires a lot of trial and error and 

assumptions. The FB-Prophet prediction process is simple and 

accuracy is also better compared to SIR modeling. 

        Keywords— COVID-19, hospitalization, beds, prediction, 

models, Telangana, SIR model, ARIMA, Facebook (FB) Prophet,  

I. INTRODUCTION  

COVID-19 is an infectious disease known to cause severe 
acute respiratory syndrome Coronavirus 2 (SARS-CoV-2). 
The World Health Organization (WHO) has declared the 
novel Coronavirus (COVID-19) as a global pandemic on 11th 
March 2020. 

In India, the first positive case of COVID-19 was detected on 
30th January 2020, in Kerala. The Government of India 
implemented a complete nationwide lockdown on 24th 
March 2020 for 21 days, and was continued until 31st May 

2020 [12]. The purpose of the nationwide lockdown was to 
contain the spread of the COVID-19 disease so that the 
Government could scale up the production of the testing kits 
for COVID-19 and personal protection equipment (PPE) for 
the health workers and build extended health infrastructure to 
accommodate more COVID-19 patients [1][6]. On 3rd June, 
in India, 952 dedicated COVID hospitals with 1,66,332 
Isolation beds, 21, 393 ICU beds, and 72,762 Oxygen 
supported beds were available. 2,391 dedicated COVID 
Health Centers with 1,34,945 Isolation beds; 11,027 ICU 
beds and 46,875 Oxygen supported beds have been 
operationalized [1]. 

In the state of Telangana, the first positive case of COVID-
19 was detected on 5th March, 2020. As on 11th January 
2021, the total positive cases in Telangana are 2,90,008 
wherein 60.64% of males and 39.37% of females were 
affected. There are 281 dedicated COVID hospitals 
consisting of 4,330 ICU beds and 8,428 Oxygen beds [7].  

By now, the world has been made aware of the impact 
COVID-19 had on the societies and their healthcare systems. 
Already at the start of the first wave of the pandemic, it 
became apparent that the capacity of hospital beds could 
come under great pressure. The morbidity of COVID-19 
drastically increased the demand for hospital beds. 

Disasters typically come with a sudden influx of unforeseen 
patients, which almost instantly pushes the boundaries of a 
hospital’s capacity. Lack of bed capacity further increases 
that burden [2][3][4]. 

In order to prevent such overflow, in India, on 24th March 
2020, a strict lockdown was imposed due to COVID-19 
wherein there were only 519 confirmed cases across the 
country. After 53 days of nationwide lockdown, on 16th May 
2020, the confirmed cases shot up to 85,950 in India [13]. In 
this timeframe, it was observed that the growth rate of the 
cases had slowed down by 6th April, to the rate doubling 
every 6 days, and by 18th April [15], to a rate doubling every 
8 days. Lockdown 2.0 was imposed between 15th April 2020 
till 3rd May 2020. During Lockdown 3.0  and 4.0 until 30th 
May 2020, the Government segregated all the districts into 
three zones based on the spread of the virus- green, red and 
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orange - with applied relaxations [13]. Due to this nationwide 
lockdown over a period of time by means of quarantine, 
social distancing, hand washing, closure of educational 
institutions, curfews, wearing a mask etc, the influx in 
hospitals had decreased comparatively. On 30th May 2020, 
the Government announced that the lockdown would be lifted 
from then on, except for the containment zones wherein the 
lockdown continued till 30th June 2020. From 1st June 2020 
till 31st January 2021, there were 8 unlock measures imposed 
each month which were focused on how restrictions should 
be eased in a phased manner. 

A fragile equilibrium needs to be found between reserving a 
sufficient number of beds for COVID-19 cases, while also 
providing sufficient beds for regular, necessary care which 
cannot be delayed. In order to achieve such balance, 
predictive models can play an important role, to predict the 
number of needed beds that should be allocated to the 
pandemic. We therefore set up forecasting models to predict 
on each day the needed capacity for different bed types using 
cases and beds data of Telangana State from Aug 2020 to Nov 
2020.                                     

II. MATERIAL  

The data is obtained from Telangana Covid19 Healthcare 
Bulletins [7] from Telangana Government’s website. The 
daily bulletins available from 1st August, 2020 onwards have 
information about the number of daily positive cases, total 
accumulated cases, recovered cases, deaths, active cases, 
home quarantined cases, total beds in government and private 
hospitals in the states and how many beds are occupied daily 
in various categories of beds: regular, oxygen and ICU. From 
these bulletins, we have collected data from 1st, August, 2020 
to 30th, November, 2020 and did analysis on the data.  

III. ANALYSIS 

A. Positive, Recovered and Active cases 

Fig.1 shows the daily positive cases and recovered/deceased 
cases between 1st August, 2020 to 30th November, 2020. The 

dips in the numbers were observed during Sundays and 
holidays where the number of tests done were low. The peak 

number of positive cases around 3000 were during the 4th 
week of August, 2020. 

 

Fig. 1. Daily positive and recovered/deceased cases 

 Fig.2 shows total accumulated positive cases and 

recovered/deceased cases. The total positive cases were 
around 270000 and total recovered cases were around 260000 
on the last day of November. There were a total 1460 deaths 

during the same time [7]. The total active cases reached a 
maximum of around 32994 during last week of Aug, 2020.  

 

Fig. 2. Cumulative positive, recovered/deceased and active cases 

B. Primary and Secondary contacts testing 

Fig.3 shows the number of primary contacts and secondary 
contacts tested daily. More numbers of primary contacts are 

tested. The testing numbers increased during August.  

 

Fig. 3. Primary and Secondary Contacts Testing 

C. Active, Home Isolation and Hospitalized cases 

Fig.4 shows the graph total active cases, total home isolation 
cases and total hospitalized cases.  

 

Fig. 4. Total active, home isolated and hospitalized cases 

Hospitalized cases are obtained from subtracting the home 

isolated cases from total active cases. Maximum hospitalized 
cases were around 7250 during the first week of Sep, 2020. 

D. Various categories beds occupancy numbers 

Fig.5 shows the graph of total beds occupancy numbers of 
various kinds of beds. The beds are categorised as regular, 
oxygen and ICU beds. These beds are available in both 
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government and private hospitals. There were around 17000+ 
beds in both private and government hospitals as on the last 
day of Nov, 2020. Out of those beds 8500+ were of 
government and 8500+ were of private. There were 3600+ 
regular beds, 8500+ oxygen beds, 4800+ ICU beds. Private 
hospital oxygen beds are occupied most followed by 
government hospital oxygen beds. As per the 
protocol/general nature of precautions to be followed, most 
asymptomatic cases are home quarantined. Symptomatic 
cases or cases with comorbidities will be referred for 
hospitalization. Out of all the hospitalized cases, mild 
symptomatic cases without comorbidities and young age are 
given regular beds. Old age and cases with comorbidities are 
given oxygen beds. Very severe cases will be allotted to ICU 
beds.  

 

Fig. 5. Various categories of beds daily occupancy numbers 

Fig.6 shows the percentage of beds occupancy with respect 
to total beds.  

 

Fig. 6. Various categories of beds daily occupancy percentages with 
respect to total beds occupied 

Private oxygen beds occupancy percentage was between 25 
to 30%. Initially private regular beds occupancy percentage 

was between 20 and 25%, but later that percentage came 
down to around 10%. The government oxygen beds 

percentage was varying between 15% to 25%. All other 
categories of beds occupancy percentages were below 15%. 

E. Relationship between active cases and beds 

occupancy 

Fig. 7 shows the approximate relationship (which is estimated 

from the beds occupancy data) between number of active 

cases and the beds occupancy pattern.  

 

Fig. 7. Estimation Flow chart of Average beds occupancy numbers from 

number of  active cases 

Maximum, minimum, average percentages of home isolation, 
hospitalization and various categories of beds information are 

given in Table.I.  

TABLE I.  BEDS OCCUPANCY PERCENTAGE AND THEIR RELATIONSHIP 

Percentages Min Max Avg 

% Home isolation cases  

wrt Active Cases 
63.8% 86.15% 78.52% 

% Hospitalized cases wrt 

Active Cases 
13.85% 36.20% 21.48% 

% Govt regular beds wrt 

Hospitalized Cases 
4.46% 12.79% 8.71% 

% Govt oxygen beds wrt 

Hospitalized cases 
15.97% 23.85% 20.4% 

% Govt ICU beds  wrt 

Hospitalized cases 
4.12% 15.35% 10.99% 

% Pvt regular beds  wrt 

Hospitalized cases 
10.14% 24.95% 16.65% 

% Pvt oxygen  beds  wrt 

Hospitalized cases 
25% 30.62% 27.60% 

% Pvt ICU beds  wrt  

Hospitalized cases 
10.80% 35.53% 16.28% 

 

IV. METHODOLOGY    

From the above analysis, we can conclude that if we have 
information about the number of active cases, then we can 

estimate the number of hospitalized cases and further 
estimate the number of various categories of beds required.  

A. Positive, Recovered and Active cases 

To estimate the number of  beds we shall estimate the number 
of active cases. The number of active cases are estimated 

from the number of cumulative positive cases and the number 
of cumulative recovered cases plus the number of deceased. 

According to protocol each confirmed case is considered 
active for 14 days and is quarantined and declared recovered 
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after 14 days unless it is a critical case. As recovery rates are 
very high, we can consider that most of all confirmed cases 

will get recovered after 14 days. This gives us the formula for 
estimating the active cases. Number of active cases is derived 
by subtracting the number of recovered cases  (including 

number of deceased cases)  from the number of cumulative 
positive cases 14 days ago.   

 
So we formulated the following method for estimating the 
number of various categories of beds’ requirement in future 

by predicting the number of positive cases and  number of 
active cases.  

1) Using the SIR/SEIR model, predict the number of 
positive cases daily P(t) for the next n number of days from 
existing data. 
2) Using the SIR/SEIR model, predict the number of 
removed (recovered/deceased) cases daily R(t) for next n 
number of days from existing data. 
3) Accumulate the number of positive cases and removed 
cases daily PC(t), RC(t) for next n number of days from 
existing data. 
4) Calculate the number of active cases using the formula : 
AC(t) = PC(t-13) - RC(t). This formula is verified using 
existing data. 
5) Calculate the number of hospitalized cases HC(t) as 
percentage of Active Cases AC(t). All hospitalized cases 
require beds. So the total beds requirement is HC(t).  
6) Calculate various categories (regular, oxygen, icu (govt, 
pvt)) of beds as percentage of Total Beds HC(t). 

We used the SIR model in our case to predict the number of 
positive cases and number of recovered cases. We also 
experimented with Time Series analysis and prediction 
models like ARIMA and Facebook (FB) Prophet. 

B. SIR modeling 

In the SIR model [8], there are 3 compartments: 
Susceptible(S), Infected(I) and Recovered or Removed(R). 
Susceptible individuals (S) become infected and move into 
the infected class (I). After some period of time [16]  infected 
individuals recover and move into the recovered class (R). 
The corresponding equations are given by 

��

��
=  −�. 	.

�




    (1) 

��

��
=  �. 	.

�



 − �. 	                 (2) 

�

��
=  �. 	    (3) 

where S, I and R, are the numbers of susceptible, infected, 
and recovered individuals in the population. Suppose the unit 
of time we are considering is days, then 

β is the transmission/infection rate and βSI represents the 
number of susceptible individuals that become infected per 
day. 

γ is the recovery rate and γI is the number of infected 
individuals that recover per day; 

1/γ is the infectious period i.e. the average duration of time 
an individual remains infected. 

An important quantity of any disease model is the 
reproductive number, R0, which represents the average 

number of secondary infections generated from one 
infectious individual. For the SIR model, 

 

�0 = ��/�    (4) 

where N=S+I+R is the total (constant) population size.  

 

C. ARIMA - Time Series Analysis 

Autoregressive Integrated Moving Average (ARIMA) is a 
simple, flexible and performs well in forecasting tasks [10]. 
Individual components are AR, I and MA. The AR part 
simply speaks about autocorrelation using the past data to 
explain current data. Autocorrelation tries to find out how 
many lags/periods of time will best predict the current 
numbers. The ‘I’ refers to using differencing to attain 
stationary. Stationary means the statistical properties of the 
time series such as the median, variance and correlation 
remain stationary over time. When forecasting a value using 
a forecasting model, there will be a delta between prediction 
and the actual value. The MA part can be thought of as a 
collection of these error terms. These error terms can be 
incorporated to factor in random fluctuations/irregularities 
when making our forecast [10]. 

D. Facebook (FB) Prophet - Time series analysis 

An interesting alternative to forecasting problems is using fb-
prophet [9] that makes the task of forecasting more accessible 
and easier to carry out. The great part of fb-prophet is that it 
automatically detects change points in time series and allows 
us to factor in hourly, daily, weekly, monthly, yearly trends 
and even allows us to factor in changes of trends during pre-
defined holidays to make  our forecast more accurate. Best 
model can be obtained from turning on weekly seasonality 
and setting seasonality mode as multiplicative [10]. The 
forecasted value reveals both the trends, the upper and lower 
bound forecasts. Prophet is based on decomposable 
(trend+seasonality+holidays) models. This works best with 
the time series data that have clear seasonal effects [11]. FB 
Prophet is strong in dealing with missing data, capturing the 
shifts in the trend and large outliers. The Prophet framework 
has its own special data frame to handle time series and 
seasonality data easily [11], 

E. SIR Model - Data fitting 

The data collected from Telangana dataset are organized in 
the form of time-series where the rows are recorded in time 
(from August to November, 2020), and the three columns are, 
the total cases It, number of infected individuals I and deaths 
D. Consequently, the number of removals R can be estimated 
from the data by R = It - I - D. 

We tried to fit the data to the SIR model by trial and error and 
visual inspection. The parameters: initial susceptible 
population, infection rate (beta) and recovery rate (gamma) 
are adjusted manually through trial and error to fit the data as 
best as possible to obtain the result graph as shown in Fig.8.  

In the graph shown in Fig.8, the red line is actual active cases 
following the infection curve obtained from the SIR model 
approximately. The SIR model is used to simulate the 
susceptible, infection and removed cases from 1st July, 2020 
for next 500 days until mid-December, 2021. From Fig.8 we 
can observe that the infection cases will reduce to zero by 
March-April, 2021, if there are no second wave of infections. 
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If there are any new waves of infections, with new data we 
can adjust the model parameters and fit the data to get a new 
SIR model, which we can use for predictions.  

 

Fig. 8. Active cases data fitting with SIR modeling  

The beta (infection/transmission rate) and gamma 
(recovery/removal rate) varies as shown in Fig.9.  

 

Fig. 9. Telangana Infection and Recovery Rates of SIR Model  

V. RESULTS    

We can use the SIR model to predict the number of active 
cases for every day for the next n number of days and from 
the number of active cases, we can predict the number of 
hospitalized cases and total number of beds and in turn 
predict the number of various categories of beds required  
using the average percentages obtained from existing data 
which was given in Table. I. 

A. Predicting Active and Hospitalized cases 

Fig.10 shows the number of active cases predicted from the 
SIR model from 1st December, 2020 to 30th April, 2021. The 
number active cases predicted for 1st December, 2020 was 
around 7500+ decreased to around 150+ for 30th April, 2021. 
Hospitalized cases which are calculated as the percentage of 
active cases, decreased from 1600+ to 30+ during the same 
time.  

 

Fig. 10. Active and Hospitalized Cases Prediction from SIR Model  

B. Predicting various categories of beds 

Fig.11 shows the predicted number of various categories of 
beds from 1st December, 2020 to 30th April, 2021. Private 
Oxygen beds are generally utilised most and their number has 

decreased from 450+ beds to single digits.  

 

Fig. 11. Number of various categories of beds prediction from total 

hospitalized cases obtained from SIR Model 

C. Predicting daily positive cases using FB-Prophet 

We also used FB-Prophet for predicting daily positive cases 
and their trend along with their lower and upper bound as 
shown in Fig.12. 

 

Fig. 12. FB-Prophet daily positive cases prediction 
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D. Predicting total active cases using FB-Prophet 

Fig.13 shows the FB-prophet prediction of total active cases 
and their trend along with their lower and upper bounds

 

Fig. 13. FB-Prophet total active cases prediction 

E. Accuracy metrics for Predictions 

We used data from 1st Aug, 2020 to 30th Nov, 2020 as 
training dataset and 1st Dec, 2020 to 23rd Dec, 2020 as test 
dataset.  

SIR Model, ARIMA and FB-Prophet active case predictions 
and their RMSE values for train and test datasets are shown 
in Table II. 

TABLE II.  ACTIVE CASES PREDICTIONS - RMSE VALUES FOR SIR 

AND FB-PROPHET 

Data Set 
SIR 

RMSE 

ARIMA 

RMSE 

FB PROPHET 

RMSE 

Train Dataset 3126.61 1887.60 1512.85 

Test Dataset 1773.69 14441.98 1611.52 

 
SIR modeling is more intuitive and explainable, but requires 

a lot of trial and error and assumptions. The FB-Prophet 
prediction process is simple. The root mean squared error 

(RMSE) of FB-Prophet predictions is less and more accurate. 
So FB-Prophet predictions can be used for quick and accurate 

prediction of daily COVID-19 positive and active cases.  

VI. DISCUSSION AND CONCLUSION    

Based on Historical data and predictive analysis done so far 
we have observed that existing  government and private 
hospital beds are sufficient to handle all hospitalized 
COVID19 cases. Highest occupancy is observed in the 
Oxygen bed category in both government and private set up. 

We have observed second waves in many European countries 
[14] and the proposed predictive analysis can be used to 
understand hospital beds availability in future if a second 
wave occurs in India. This analysis can be applied to analyse 
hospital beds availability in other states in India.  

SIR modeling can be used with extra parameters to simulate 
lockdown effects, surges, comorbid conditions, 
festivals/congregations, elections, environmental factors like 
pollution and weather conditions, air travel restrictions, food 
habits etc., to approximately predict the infection spread 
scenarios and be prepared with adequate healthcare 
infrastructure.  

The FB-prophet model also can be used for time series 
analysis for predicting positive cases more accurately with 
inclusion holidays, special days etc. 

As the vaccination started in India and there is no second 
wave observed except in a few cities, let us hope present 
healthcare infrastructure in the country is enough.  
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Abstract—The overhead crane systems are important heavy-
duty machines that are widely used, especially in construction
and industry sectors to transport and lift heavy loads. This paper
introduces the mathematical modeling of a 3-D overhead crane.
The Euler-Lagrange equation is utilized to extract the dynamic
equations of the crane system. The obtained nonlinear crane
model has been linearized by applying the feedback linearization
technique. Then, a PID controller has been developed and imple-
mented to the obtained linearized crane model. The parameters
of the designed PID controller have been tuned by implementing
the Differential Evolution (DE) algorithm which significantly
improved the performance of the PID controller. The simula-
tion results have been performed using MATLAB/SIMULINK
platform. The obtained simulation results clearly showed the
impact of applying the Differential Evolution (DE) technique to
tune the PID controller gains which provided better performance
compared to the manually tuned PID controller gains.

Index Terms—overhead crane, dynamics, PID control, feed-
back linearization, differential evolution

I. INTRODUCTION

Overhead cranes have extensive use in industry for trans-
portation of heavy loads. To guarantee safe and systematic
functioning of the gantry crane, proper design and control is a
must. Therefore, several studies were conducted to study the
dynamic behavior and control of such system. In order to de-
sign a proper control scheme for the crane, the correct dynamic
model must be in hand. Many researchers have studied the
over head crane system in attempts to optimize it’s operation.
Among the previous studies, modeling and control of a three-
dimensional overhead crane is introduced in [1], where, a new
dynamic model of the crane is derived based on a newly
defined two-degree-of-freedom swing angles. A decoupled
control scheme based on the dynamic model, linearized around
the stable equilibrium, is proposed for anti-swing control. It is
reported that, the decoupled scheme guarantees not only rapid
damping of load swing but also accurate control of crane po-
sition and load hoisting for the practical case of simultaneous
traveling, traversing, and slow hoisting motions, which was
also proven by experiments. Other modeling techniques were
carried out such as solid modeling and finite element analysis
[2]. Linear controller such as Proportional Derivative (PD) was
proposed in [3], the uncertainty in the crane dynamics was

1Earlier known as Amin A. Mohammed

compensated by radial basis function neural networks (RBF).
Many nonlinear control techniques were attempted, in [4]
saturation control approach was used to control a two degree of
freedom overhead crane as to control the horizontal position.
Sliding mode control [5], [6] was also used to control overhead
grane. In addition, partial feedback linearization technique
was used to improve the response of a nonlinear controller
[7]. LasSalle’s invariant set theorem was utilized to develop
nonlinear coupling control laws to overhead crane [8]. In
[9] Backstepping with sliding mode control was designed for
3D overhead crane, the mathematical model was developed
by lagrangian principal. A fuzzy based control laws using
inertia theorem was implemented in [10], another enhance
fuzzy method was used to minimize the dead zone problem
effect. A fuzzy technique in conjunction with proportional
derivative (PD) controller was adopted [11]. Fuzzy logic with
feedforward-feedback controller was proposed in [12].

In [13], a 3-D crane modeling and control utilizing Euler-
Lagrange state-space method and anti-swing fuzzy logic is
proposed, where, the mathematical model of the system is
deduced. Using laboratory stand and Simulink® environment
the state-space representation for that model is introduced
and explored. The acquired control design was analyzed &
simulated, and the performance was compared with available
encoder-based system supplied by the 3-D crane maker In-
teco®. In addition, an anti-swing fuzzy logic control has been
built and tested. Achieved control strategy is compared with
the available anti-swing PI controller planned by the three-
dimensional crane producer Inteco®. 5 DOF control strategies
are designed, assessed and compared with the various load
masses.

Also Artificial intelligence techniques have its share in
controlling and stabilizing overhead crane, A particle swarm
optimization technique was used to tune the parameters of
model predictive control (MPC) [14]. A cuckoo search algo-
rithm was used to model overhead crane using radial basis
function neural networks with aid of membrane communica-
tion mechanism [15].

II. THE 3-D OVERHEAD GANTRY CRANE SYSTEM

The three-dimensional overhead crane under investigation
with its payload is pictured in Fig. 1, where L represent the
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Fig. 1. Representation of the three-dimensional overhead crane.

length of the rope, θ & φ the swing angles of the rope, and F
is the cart drive force. To simplify the analysis, the payload
and the cart are regarded as point masses. The cart friction
force and the tension force that may lead to an elongation in
the rope are ignored.

III. CRANE DYNAMIC MODEL

The dynamic model of the 3-D overhead crane system
which is essential for control is formulated based on Euler-
Lagrange equation [16]. To apply Lagrange equation, first the
kinetic energy and the potential energy associated with the
system must expressed [17]. As shown in Fig. 1, the position
vectors for rail, cart and payload are given by:

rr = [x, 0, 0]

rc = [x, y, 0]

rp = [x+ L sin θ sinφ, y + L sin θ cosφ, −L cos θ]

where y and x denote the cart locations in Y- and X-directions
correspondingly.
The system entire kinetic energy is a contribution from the
cart, rail, and payload, as given bellow:

T = Trail + Tcart + Tpayload (1)

Where

Krail =
1

2
mr ṙ

2
r =

1

2
mrẋ

2

Kcart =
1

2
mcṙ

2
c =

1

2
mc(ẋ

2 + ẏ2)

Kpayload =
1

2
mpṙ

2
p +

1

2
Jφ̇2 +

1

2
Jθ̇2

After substituting for rp and simplifying, the total kinetic
energy becomes:

T =
1

2
(mr +mc +mp)ẋ

2 +
1

2
(mc +mp)ẏ

2+

mpL cos θ sinφẋθ̇ +mpL sin θ cosφẋφ̇

+mpL cos θ cosφẏθ̇ −mpL sin θ sinφẏφ̇

+
1

2
(mpL

2 + J)θ̇2 +
1

2
(mpL

2 sin2 θ + J)φ̇2

(2)

where g is the gravitational acceleration and J symbolizes the
payload’s moment of inertia. The potential energy on other
hand, is only resulting from the payload, and is given by:

V = vpaylaod = −mpgL cos θ (3)

The Euler-Lagrange equation is given by [18]:

d

dt

[
∂K

∂q̇i

]
− ∂K

∂qi
+
∂V

∂qi
= Qi, i = 1, 2, 3, 4 (4)

Where qi and Qi are the generalized coordinate and the
associated generalized force.
The state and control vectors are defined respectively, as:

q =
[
x y θ φ

]T
Q =

[
fx fy 0 0

]T
In which fx and fy denote the control inputs for the motion
in the X- and Y-direction. Out of Equation (4) a set having
four equations is achieved for i = 1, 2, 3, 4, that is:

d

dt

[
∂K

∂ẋ

]
− ∂K

∂x
+
∂V

∂x
= fx

d

dt

[
∂K

∂ẏ

]
− ∂K

∂y
+
∂V

∂y
= fy

d

dt

[
∂K

∂θ̇

]
− ∂K

∂θ
+
∂V

∂θ
= 0

d

dt

[
∂K

∂φ̇

]
− ∂K

∂φ
+
∂V

∂φ
= 0

(5)

From the equation set (5), the dynamic model of the crane can
be expressed in matrix (compact) form [19]:

M(q)q̈ + C(q, q̇)q̇ +G(q) = Q (6)

where the matrices M(q) ∈ R4×4, C(q, q̇) ∈ R4×4

symbolize the inertia and Centripetal-Coriolis terms as shown
in equations (7, 8).

And G(q) ∈ R4 is the gravity vector defined as:

G =
[
0 0 mpL sin θ 0

]T
Since the inertia matrix M(q) is symmetric and positive

definite, it’s inverse must always exist [20], thus, from the
matrix equation in (4), we can write:

q̈ =M(q)−1(Q− C(q, q̇)q̇ −G(q)) (9)
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M(q) =


mr +mp +mc 0 mpL cos θ sinφ mpL sin θ cosφ

0 mp +mc mpL cos θ cosφ −mpL sin θ sinφ
mpL cos θ sinφ mpL cos θ cosφ mpL

2 + J 0
mpL sin θ cosφ −mpL sin θ sinφ 0 mpL

2 sin2 θ

 (7)

C(q, q̇) =


0 0 −mpL sin θ sinφθ̇ +mpL cos θ cosφφ̇ mpL cos θ cosφθ̇ −mpL sin θ sinφφ̇

0 0 −mpL sin θ cosφθ̇ −mpL cos θ sinφφ̇ −mpL sin θ cosφφ̇−mpL cos θ sinφθ̇

0 0 0 −mpL
2 sin θ cos θφ̇

0 0 mpL
2 sin θ cos θφ̇ mpL

2 sin θ cosφθ̇

 (8)

Moreover, the payload swing angles with respect to XZ-plane,
θy and with respect to YZ-plane, θx can be expressed as
follows, by direct project of the appropriate side of Fig. 1:

θx = tan−1(tan θ sinφ), θy = sin−1(sin θ cosφ) (10)

IV. CONTROLLER DESIGN

A. Feedback Linearization and PID Control

The essential idea of feedback linearization technique is
it to define a control law in such a way that we cancel the
nonlinearities in the model and end up with a linear differential
equation for error command, and then use the linear control
design techniques. This technique sometimes called computed
torque control [18], [19], and it has been applied successfully
in robotics [17].

Rewrite the model given in Equation (6):

M(θ)θ̈ + C(θ, θ̇)θ̇ + g(θ) = τ (11)

The next task is to develop a PID controller as shown in
equation (12), to the dynamic model. A supplementary state
variable is required to address the integral part of the PID
control. It is defined by ξ, and its derivative with respect to
time is ξ̇ = θ̃.

τ = KP θ̃ +KI

∫
θ̃dt+KD

˙̃
θ (12)

Thus, the PID control law could be represented by the below
system [20]:

τ = KP θ̃ +KIξ +KD
˙̃
θ (13)

ξ̇ = θ̃ (14)

The closed-loop equation’s is found by introducing the control
law τ of (13) to the crane dynamics (11), i.e.

M(θ)θ̈ + C(θ, θ̇)θ̇ + g(θ) = KP θ̃ +KIξ +KD θ̃ (15)

ξ̇ = θ̃ (16)

As a function of state vector
[
ξT θ̃T

˙̃
θT
]T

, equations (15-
16) could be expressed as:

d

dt

ξθ̃
˙̃
θ

 =

 θ̃
˙̃
θ

θ̈d −M(θ)−1[KP θ̃ +KIξ +KD
˙̃
θ − C(θ, θ̇)θ̇ − g(θ)]

 (17)

θ̃ =
˙̃
θ = 0 at the equilibrium, hence θ = θd.

Therefore equation (17) gives:
[ξT θ̃T

˙̃
θT ] = [ξ∗ 0T 0T ], where

ξ∗ = K−1
I [M(θd)θ̈d + C(θd, θ̇d)θ̇d + g(θd)]

d

dt

[
θd
θ̇d

]
=

[
θ̇d

M(θd)
−1[τ − C(θ, θ̇)θ̇ − g(θ)]

]
(18)

B. Differential Evolution

Differential Evolution (DE) is renowned as an effective
global optimizer. In this study the main objective is to reduce
the settling time and the overshoot. DE starts with a population
of NP possible solutions labeled Xi,G, i = 1, ..., NP , where
i an index represents the population of a given generation
and G represent such generation. The performance of DE
relays on three major operations, namely, mutation, followed
by generation or reproduction and selection.

The central idea of DE is a new strategy for producing
vectors of trial parameter . By summing the weighted dif-
ference vector among two population members to a third
one, DE produces new parameter vectors. If the obtained
vector gives a lower objective function than an old population
member, the newly produced vector substitutes the vector that
was compared with. Moreover, the best parameter vector is
evaluated for every generation as to keep track of the advance
of the procedure [22].

In this case the initial population is indiscriminately se-
lected, in a range of 0 to 200, for the three gains of the
controller KP ,KI , andKD. With original population (Np)
and generation (Ng ) sizes of 20, cross over (CR) and
mutation (F ) factors of 0.5. The (gross) objective function
is constructed as follows:
OF = 0.5 × (OF1 + OF2) where OF1 and OF2 represent
the individualistic objective functions for maximum overshoot
and settling time.

V. RESULTS AND DISCUSSION

In the present analysis, the nominal values of the parameters
are taken as mp = 0.73kg, mc = 1.06kg, mr = 6.4kg, L =
0.7m and J = 0.005kg.m2 [21]. The acceleration gravity g
is taken as 9.8m/s2.
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The optimized PID controller parameters obtained
using DE are: Kp = diag(200, 200, 200, 200),
KD = diag(22.28, 22.28, 22.28, 22.28), and
KI = diag(111, 111, 111, 111), the achieved results are
discussed below.

The obtained results with and without DE algorithm are
compared as detailed below. There is a high overshoot and
settling time for the position of the cart as shown in Figs. 2-3
in case of manual tuning. However, those high overshoot and
settling time have been reduced significantly with the turned
PID parameters using DE algorithm. Besides, the rise time has
been significantly reduced as detailed in Table I and Table II
with excllent improvement in the (absolute) peaks. This clearly
highlight the usefulness of applying DE algorithm to turn the
parameters of the PID controller.

On the other hand, the settling time for angular displace-
ments is relatively high for the case of manual turning as
displayed in Figs. 4-5. Yet, with the help of DE algorithm,
the settling time has been dramatically reduced which once
again confirm the superior of DE algorithm over the manual
approach. Detailed response characteristics for the angular
displacement (θ) are provided in Table III, where the rise
time was reduced by around 10 times, overshoot was totally
removed, and the peak was reduced by around 20%. Similar
info are shown in Table IV for the angular displacement (φ),
where; the rise time, settling time, overshoot, and peak were
reduced.

Finally the control signals for the case of manual tuning and
optimized tuning are shown in Figs. 6-9 (for comparison only
as they’re predetermined already). High control signals are
required in case of DE algorithm as to achieve rapid responses,
which could be cited as a pitfall against DE, however, it is
realistic in light of the immediate response that was obtained.
On the other hand, very small control inputs are needed in
case of manual turning which is penalized by poor and late
responses.

Fig. 2. Position of the cart in X-direction for FBL

Fig. 3. Position of the cart in y-direction for FBL

TABLE I
COMPARISON OF STEP INFO FOR CART POSITION IN X-DIRECTION

Step PID controller
Info Manual Tuning DE algorithm

Rise Time (s) 0.8068 0.1576
Settling Time (s) 0.1075 2.2223
Overshoot (%) 39.3112 7.7691

Peak (m) 0.1672 0.1293

TABLE II
COMPARISON OF STEP INFO FOR CART POSITION IN Y-DIRECTION

Step PID controller
Info Manual Tuning DE algorithm

Rise Time (s) 0.6925 0.1561
Settling Time (s) 9.6079 2.4303
Overshoot (%) 52.5639 8.4952

Peak (m) 0.7630 0.5425

Fig. 4. Angular displacement θ (rad), FBL
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Fig. 5. Angular displacement φ (rad), FBL

TABLE III
COMPARISON OF STEP INFO FOR ANGULAR DISPLACEMENT (θ)

Step PID controller
Info Manual Tuning DE algorithm

Rise Time (s) 1.9577 0.1826
Settling Time (s) 11.0925 2.5159
Overshoot (%) 21.6526 0.0000

Peak (rad) 0.1215 0.1000

TABLE IV
COMPARISON OF STEP INFO FOR ANGULAR DISPLACEMENT (φ)

Step PID controller
Info Manual Tuning DE algorithm

Rise Time (s) 0.7290 0.1776
Settling Time (s) 6.1622 2.9315
Overshoot (%) 33.7020 9.5036

Peak (rad) 0.1337 0.1095

Fig. 6. Control signal fx using FBL

Fig. 7. Control signal fy using FB

Fig. 8. Control signal fθ using FB

Fig. 9. Control signal fphi using FB
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VI. CONCLUSION

The dynamic model of a 3-D gantry crane including rope
length and payload has been developed using the Euler-
Lagrange method.

A nonlinear PID control, base on the feedback linearization
technique is proposed. The obtained results, include some
oscillation, however, by using DE to tune the controller
parameters, better results are achieved. The achieved results
with DE implementation have greatly reduced the settling time
and the maximum overshoot compared with the manual tuning
case. Conversely, the control associated with DE algorithm are
relatively high compared with the other case.
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Abstract— Field Programmable Gate Array (FPGA) 
Memories are synchronous pipelined circuits that rely on the 
distribution of the clock to achieve the timing requirements. 
The density of FlipFlops (FFs) are higher in such designs. This 
paper discusses a novel method and algorithm for reducing 
the simultaneous switching current demand to address IR 
hotspots by the staggered placement of these FFs. The higher 
current demands from a small section of high resistive Power 
Distribution Network (PDN), is redistributed to other unused 
sections of the Network. This approach improves the 
performance of clock network distribution by reducing the 
clock insertion delay and max skews. Application of proposed 
algorithm reduces IR-drop by 32.5% and improves clock 
insertion delay by 36.5%. 

Keywords— Dynamic IR- drop, Power Distribution Network 
(PDN), dynamic current reduction, scan chain, Place and Route 
(PNR), Clock Tree Synthesis (CTS), FlipFlops (FFs) 

 

I. INTRODUCTION 

As the complexities of integrated circuits have increased, 
the power consumption during the circuit test also has 
grown drastically. Also, the power consumption during the 
scan testing is higher than the power consumed in normal 
operation due to the increased switching activity. Excessive 
test power consumption can lead to dynamic IR-drop which 
in turn degrades the circuit performance and may lead to 
functional failure. 
For system-on-chip (SoC) designs, FFs are the major 
building blocks in terms of PPA (Power, Performance and 
Area). For test purposes, these FFs are hooked into scan 
chains. Several studies are done on Hold time failures 
caused by clock skews [1-4]. Traditionally, hold time 
failures are caused by clock skew from different clock 
branches, different clock domains or clock jitter, drift, etc. 
[5]. 
To improve test run time, the scan chain is partitioned into 
smaller chains [6]. There are several scan-FFs in each of 
these chains. During test mode, all scan FFs change state or 
toggle simultaneously. At each active edge of the clock, 
every FF captures the incoming data and sends it to the next 
stage. Also, the CTS targets all the FFs for zero clock skew, 
so all FFs would switch at the same time. Every active edge 
of the clock triggers the switching current of all the FFs. 
Therefore, the peak current demands are synchronous to the 
clock for the active edges which attribute to a higher on-die 
IR-drop.  
There are mainly two types of supply voltage degradation: 
(1) Static IR-drop, which is observed when a 
Power/Ground supply network is considered as a resistive 
network with DC supply current sources; (2) Dynamic IR-

drop, which is caused by switching current in 
Power/Ground network.  
Various cell placement and design floor-planning-related 
methods have been proposed to restrict supply voltage 
reduction. Prior works demonstrated different approaches 
for IR-drop modeling and optimization. IR-drop modeling 
is very beneficial, particularly for the larger, chip-level 
designs, which usually have a longer turnaround time to 
complete the IR-drop analysis. 

We compared recent works [7,8,9] in Table 1. Bhamidipati 
et al. proposed an algorithm to simultaneously reduce the 
peak current and the intensity of IR hotspots by scheduling 
useful skews [9]. This technique is useful for reducing peak 
current demands of timing non-critical cells. Also, this 
method does not consider clock insertion delays of targeted 
FFs. Insertion of power staples is a new technique for 
improving PDN robustness in sub-10nm technologies. Heo 
et al. introduce an approach to improve power staple 
insertion at post-placement in [8]. Power staples are short 
pieces of metal shorting multiple adjacent Power rails, to 
mitigate the IR-drop. This approach is suitable for designs 
with less routing congestion. Kahng et al. introduce the first 
IR-drop aware placement engine in [7]. They present a 
greedy algorithm to find optimum NP-hard placement of 
cells to reduce IR-drop. They formulated IR-drop (Voltage) 
as a function of supply currents and study the distribution of 
current to each cell to locate the ideal placement to reduce 
IR-drop. For each cell’s peak current, the worst voltage 
degradation is approximated by a log-sum-exp function and 
integrated into the objective function. The solution to the 
NP-hard problem is large in numbers and time-consuming 
process as greedy search algorithms are not linear but 
polynomial in time. The polynomial search for a big design 
at advanced technology nodes can increase the run time 
almost exponentially. 

  TABLE 1.     IR-DROP OPTIMIZATION: PREVIOUS WORKS VS OUR 
WORK 

Ref. 
Work 

Design 
Step Target Method Improve Clock 

insertion delay 

[7] 
Place-
Opt 

Peak Current 
Reduction 

Cell 
Movement 

 
NO 

 

[8] 
Place-
Opt 

PDN Resistance 
Reduction 

Staple 
Insertion 

NO 

[9] CTS 
Peak Current 

Reduction 
Useful Skew 
Scheduling 

NO 

Our 
Work 

Place-
Opt 

Dynamic IR-
Drop 

Cell 
Movement 

YES 

 

These methods [7,9] suppress the peak current demands, 
but they cannot avoid local IR-drops, particularly in the 
scan test modes, where the peak current demands are 

978-1-6654-4067-7/21/$31.00 ©2021 IEEE

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 281



 

 

synchronous to the clock for the active edges which 
attribute to a higher on-die IR-drop. Such demands can be 
very high if the successive FFs have the opposite data 
stored and placed together in close vicinity.  
 In our previous work [10], we demonstrated a novel 
method of FFs clustering to improve the clock insertion 
delay of FPGA memories. These delays are highly 
impacted by the big wirelengths inside the Semi-Custom 
FPGA memories, which limit the operating frequency of 
the designs. Dynamic IR-drop hotspots result from 
instantaneous large current drawn in a local region. For test 
purposes, these clustered FFs are hooked into scan chains.  
 
In this paper, we demonstrate a deterministic linear search 
algorithm to minimize the local dynamic IR-drop caused by 
high-density FFs clustering. Unlike NP-hard, our approach 
is to simplify the search by targeting only a finite number 
of searches to meet the specifications of design, rather than 
finding the most optimum solutions. Our proposed 
approach is to distribute the high current demand from a 
small section of the Power Distribution Network to the 
unused [less utilized] sections without disturbing the 
clustering approach discussed above. This technique not 
only reduces the formation of local IR hotspots but also 
proves to be very effective in maintaining the clock skews. 
This solution is easy to plug into the mainstream physical 
design Clock Tree Synthesis (CTS) step. Application of 
proposed algorithm reduces IR-drop by 32.5% and 
improves clock insertion delay by 36.5%. 
 

II. POWER DISTRIBUTION NETWORK & DYNAMIC IR-
DROP 

A Power Distribution Network (PDN) is a stitched network 
of Power/Ground metal straps to deliver stable supply 
voltages from PG pads to all the circuit devices in a design. 
Fig. 1 shows a typical PDN with (a) PG pads, providing the 
ideal reference voltages (VDD and GND), (b) PG Metal 
Straps, connecting to PG pads through high metal layer, (3) 
via stacks, connecting PG meshes with lower-level metal, 
and (d) Standard Cell PG rails, connecting to PG pins of 
standard cells in low metal layers from which Standard Cell 
pins can be accessed. 
Construction of a typical PDN in advanced geometry nodes 
where 16 or more metal layers exist, starts with building 
M0 rails to which the power and ground pins of standard 
cells are connected. M0 rails are altered between Standard 
cell rows, hence these are separated by the height of 
standard cells. Due to an increase in the current and power 
density at the advanced technology nodes, the M0 rail alone 
may not be strong enough to meet IR-drop and 
Electromigration (EM) requirements.  
So, to mitigate these limitations, M2 rails are routed in 
parallel to M0 rails. The higher-level metal straps are 
routed perpendicular and parallel alternatively to distribute 
the current evenly. These straps are connected to the 
immediate lower metal layer at each cross-intersections by 
using a via-stack. The size of the via-stack needs to be 
chosen carefully; larger via-stacks reduce the resistive IR-
drop, but consume more routing resources and cause 
congestion.  Upper Metal [M8 and above] layers are 
progressively made wider to evenly distribute the current 
across the design. These upper metal layers have less 
resistivity and introduce very little impact on IR-drop. 

Lower metal layers in 7nm such as M0/M1 rails and 
corresponding vias have a higher resistivity. 
 
 

 
Fig. 1. Typical PDN construction 

IR-losses are the ohmic voltage drop on the power grid 
which depends on the metal layers sheet resistances [11]. 
In 7 nm technology, the spectrum of metal layer resistivity 
is large, from the top lesser resistive layers to the bottom 
higher resistive layers (M0-M3).  The chart in Fig. 2 shows 
the normalized sheet resistance with respect to M0 for each 
layer of 7 nm node technology. Metal 0 and Metal 1 are 
more frequently used by standard cells to connect signals 
and power supplies. The section of PDN which connects 
the power supply to these cells with M0 and M1 is the 
major contributor of IR-drop. 
 

 
Fig. 2. Normalized distribution chart of Sheet Resistance  

III. PROBLEM STATEMENT 

The goal of our work can be defined in 2 steps:  
(1) Automate the clustering of critical path FFs within a 
physical bound: The task is to identify the critical timing 
paths based on the functionality of the sub-blocks. The 
placement bounds are estimated and defined based on the 
number of FFs associated with the sub-blocks. This 
approach reduces the clock insertion delays of targeted FFs. 
(2) Dynamic IR-aware placement adjustment of these FFs 
to minimize the Engineering Change Order (ECO) during 
high current switching operation such as scan testing:  
Defining the target IR-drop constraints, max displacement 
constraint, dynamic IR-report for every targeted sub-block, 
with the objective of cell moment to reduce IR-hot spots 
without degrading the clock insertion delay. These 
displacements also reduce the local routing congestions. 
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IV. OUR APPROACH 

Placing cells to minimize static IR-drop has been proven to 
be NP-hard [Ref- Supply voltage degradation aware 
analytical placement]. The solutions to the NP-hard 
problems are large in numbers. NP-hard problems are 
solved using a greedy search algorithm that is not linear but 
polynomial in time. Usually, PDN is designed with a 
nominal set of wire widths and pitches for different metal 
layers and then optimized to meet the allowed IR-drop 
budget based on the targeted designs. Our proposed 
approach is to convert the cell placement search into a 
deterministic linear search. We only target to achieve the 
specified IR-drop budget, rather than using greedy search to 
find the most optimal placement. We focus the optimal 
placement search within the targeted bounds which is 
broken into smaller unit bins. We further constrained our 
cell placement search within standard cell rows of these 
placement bounds. Every bin is also targeted to have a 
predefined checker-board patterned FF placement for 
staggering the FFs. We also derived a predefined IR-drop 
target budget. This approach transforms the search 
algorithm to be deterministic and linear rather than greedy.  

A. Automation of placement bounds for critical sub-
blocks and CTS control options 

Using placement bound constraints, we physically cluster 
the placement of all the FFs of the timing critical sub-block. 
Our previous work [10] shows an improvement in clock-to-
out for the targeted sub-block by 36% and in max skew by 
39%. In this paper, we propose an automated method to 
generate the physical bounds. Clock grouping options for 
related FFs of sub-blocks within the bounds were also 
applied for reducing clock insertion delays and clock skews. 

B. Defining the target Bin  

To simultaneously reduce the peak of dynamic current surge 
and intensity of IR hotspots, we break the placement bounds 
into smaller bins as Placement Units [PU] Fig. 3. The most 
resistive section of the PDN is the M0-rail and the via stack 
that connects the M1 metal straps. Considering that the M0-
rails and Via0 are highly resistive, they are the highest 
contributing elements to the formation of high-IR regions. 
Therefore, if the current, which is demanded through each 
lower level via stack could be lowered, the intensity of IR 
hotspots could be greatly mitigated.  To mitigate the higher 
resistivity of lower-level metal layers, we define a single bin 
to cover vertical M1 pitch (VDD to VDD). This is the 
minimum distance between Via0 in M0 - VDD or GND 
power rails. The current drawn from any section of PDN is 
directly proportional to the number of cells connected. 

C. Acceptable IR-drop target budget calculation 

The calculations for determining an acceptable IR-drop 
target is based on the following assumptions [12] [for 
typical 7 nm SoC and nominal Voltage (Vnominal)= 0.925V 
power supply]:  

i. A standard cell library characterized to 
Vnominal ±10%  

ii. Variation within Voltage Regulator  
Vnominal ±2%  

iii. 18.5 mV of IR-drop from the Voltage 
Regulator to the SoC. 

Based on the .LIB characterization data, it is clear that 
the SoC PDN must maintain at least 0.8325 V (0.925V – 
10%) to all the standard cells. Also, the worst-case voltage 

 

 

 

 

 

 

 

 
Fig. 3. Unit Placement Bins (a) before, (b) checkerboard pattern 

delivered from the Voltage Regulator is 0.9065V (0.925V –
2%). So, the acceptable IR-drop target can be easily 
determined by subtracting the voltage requirement from the 
voltage supplied: 

δ = (VSupply_Regulator – 2%) – (Vnominal –10%) – 18.5mV  

         = 0.9065V – 0.8325V– 18.5mV = 55.5 mV 

[δ is Total IR voltage drop target budget on VDD and VSS] 

 

D. The checkerboard pattern for FF placement and 
Dynamic current simulations 

We propose a checker-board pattern for spacing and placing 
the cells to reduce the number of cells connected to M0 
between M1 pitch Fig. 3. In 7nm, scannable FFs are usually 
double-height cells to provide easy access to additional 
scan-related pins, so our targeted bin is extended to cover 
several rows of scannable FFs. For proper spacing and 
placement of the cells in a checkerboard pattern, the number 
of FFs within the M1 pitch is kept equal to the number of 
rows of FFs inside the bin.  

We also constrained the maximum displacement distance of 
the FFs to be within ±M1 pitch to minimize the impact on 
clock insertion delay of FFs due to displacement. 
[Horizontal displacement range of the Unit Scan [-𝑥,𝑥] = 
±M1 pitch]. Circuit level simulations including 4x4 FFs and 
RC modeling of the M0/M1 inside the bin before and after 
the displacement shows a 41% reduction in dynamic current 
fig. 4. With this reduction, we concluded that the 
constrained ±𝑥 is sufficient enough to achieve the IR-drop 
target budget δ.  

 

 

 

 

 

 

 

 

 

 

Fig. 4. Dynamic current simulations before and after displacement 
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E. Explanation of Algorithm 

The following pseudo-code provides a detailed description 
of the algorithm used to implement the proposed solution. 
The flow can be defined in these steps:  
(1) Defining a targeted list of functional modules for 
improved clock insertion delay. This list is fed into the 
prepare_bound function. For each functional module, a 
list of origins in the form of Cartesian (X, Y) locations is 
defined to place placement bounds.  
(2)For each functional module, the commit_bound 
function is called. This function has multiple tasks:  
(a)Bound area is defined as a function of the total number 
of FFs with 50% extra margin to compensate the push out 
for checker-board patterned placement. (b) These bounds 
are further divided into an equal number of rows and 
columns of the unit bin (PU), (c) Deriving Bbox (Bounding 
box) of placement bounds based on the number of rows and 
columns of unit bins, (d) Extracting coordinates of each 
unit bins for traversing within the bounds, (e) Each unit bin 
is also further divided into the placeable FF units of  4x4, 
(f) Co-ordinates of these placeable FF units are also 
extracted, (g) Create a collection of each placeable units of 
every bin(PU) in the placement bound.  
(3) Placement bound is created from (2) (a),(c) 
(4) place opt and legalization 
(5) (a)For each row of the collection created in (2)(g), the 
rows are traversed and placed FFs are staggered in a 
checkerboard pattern. (b) In case of all the placeable FF 
units are occupied, row over-flow is applied to continue the 
displacement of the FFs to the next row. 
(6) Legalize placement. 

TABLE 2.     NOTATIONS 

Term Definition 

B Set of placement Bounds in design 

bk Kth placement Bound of set B 

bkW/bkH Width & Height of bk 

PU Unit Placement Box 

PUw /PUH 
Width & Height of one PU 
PUw =PM1 & PUH = 4*2*Sh 

Sh Site Row (Standard cell Row) Height 

FFW Width of Unit Scan FF 

FFh 
Height of Unit Scan FF (Double Height 

Cells) 
=2* Sh 

NFF Number of Unit Scan FF inside bk 

PM1 
Horizontal Pitch of M1 (Vertical) Power 

track inside PDN 
PM1 is an Integer multiple of FFW 

a, a_loc 
Matrix [NR x NC] of PUs inside Bound, 

corresponding locations 

b,b_loc 
Matrix [rp x rq] of Placeable Unit Scan FF 

inside PU, corresponding locations 

[-𝑥, 𝑥] 
Horizontal displacement range of the Unit 

Scan FF. 
𝜒  = 𝑓(PM1) or  𝜒 = 𝑓(FFW) 

Abk 
Area Needed of bk to have 50% Utilization 

= 2*[NFF* FFW*2* Sh] = NR*NC 
MODE[i]/Origin[i] 

 
 

List of functional modules/List or targeted 
origins of Bounds 

ab 
Collection of origins of each placeable FF 

units row-wise throughout a placement 
bound 

 
 
prepare_bound () { 
//List Functional Modules targeted for improved clock insertion delay  
|     set MODE[i] ← [READ_path1, READ_path2, Write_path] //defining  
|      set Origin[i] ← [{llx1, lly1}, {llx2, lly2}, {llx3, lly3}] 
|       For [i=1; i<sizeof [MODE[i]]; i++], 
|       |       commit_bound (MODE[i] Origin[i]) 
 
commit_bounds (arg1, arg2[a b]) { 
1: create collection ∈[FF]  get cells FF of (arg1) 
2: get Size of collection ∈[FF] → NFF // collection of NFF inside the 
Module 
3: Abk  2*[NFF* FFW*2* Sh] // Area of bound to keep 50% Utilization 
4: NR, NC  [𝐼𝑁𝑇(√(A𝑏𝑘)+1] //Breaking Bound into equal number of  
                                                  //rows cols of PU 
                                                  // create matrix containing PU: 

5: create_matrix =a; dimension = { NR, NC} → (
𝑅𝑁𝐶0 ⋯ 𝑅𝑁𝐶𝑁
⋮ ⋱ ⋮

𝑅0𝐶0 ⋯ 𝑅0𝐶𝑁

) 

6: set {𝜒𝑙𝑙𝑏 , 𝑦𝑙𝑙𝑏}   arg2[0,1] 
    set {𝜒𝑢𝑟𝑏 , 𝑦𝑢𝑟𝑏} {(𝜒𝑙𝑙𝑏 + 𝑁𝐶 ∗ 𝑃𝑈𝑊), (𝑦𝑙𝑙𝑏 +𝑁𝑅 ∗ 𝑃𝑈𝐻 )} 
    set Bbox for bk, bbx1= [{𝜒𝑙𝑙𝑏 , 𝑦𝑙𝑙𝑏}, {𝜒𝑢𝑟𝑏, 𝑦𝑢𝑟𝑏}] 
         //Setting Bbox for bound bk, deriving Cartesian X and Y locations 
7:∑𝑂𝑟𝑖𝑔𝑃𝑈(𝑅𝑖 , 𝐶𝑗)∑ [{𝜒𝑙𝑙𝑏 + 𝐶𝑗 ∗ 𝑃𝑈𝑤}, {𝑦𝑙𝑙𝑏 + 𝑅𝑖 ∗ 𝑃𝑈𝐻}0≤ 𝑅𝑖 ≤ 𝑁𝑅

0≤𝐶𝑗<𝑁𝐶

] 

         //Derive origin for each element of matrix a, as 𝑓(𝑃𝑈𝐻) 
         //Cartesian X location and 𝑓(𝑃𝑈𝑊) for Cartesian Y location 
8: create_matrix =a_loc; dimension = {NR, NC} 
         // Assign all the Cartesian origin of each PU to another matrix 

9: create_matrix =b; dimension = { rp, rq } → (
𝑝3𝑞0 ⋯ 𝑝3𝑞3
⋮ ⋱ ⋮

𝑝0𝑞0 ⋯ 𝑝0𝑞3
) 

        // Each element of matrix a is further divided into placeable FF units      
        //(4x4) 
 
10: create_matrix =b_loc; dimension = {rp, rq} 
        // Assign all the Cartesian origin of each PU to another matrix 
11: create a collection  

                     𝑠𝑒𝑡 𝑎𝑏 =

(

  
 

𝑅𝑁𝐶0
(

𝑝3𝑞0 ⋯ 𝑝3𝑞3
⋮ ⋱ ⋮

𝑝0𝑞0 ⋯ 𝑝0𝑞3

)
⋯ 𝑅𝑁𝐶𝑁

(

𝑝3𝑞0 ⋯ 𝑝3𝑞3
⋮ ⋱ ⋮

𝑝0𝑞0 ⋯ 𝑝0𝑞3

)

⋮ ⋮ ⋮
𝑅0𝐶0

(

𝑝3𝑞0 ⋯ 𝑝3𝑞3
⋮ ⋱ ⋮

𝑝0𝑞0 ⋯ 𝑝0𝑞3

)
⋯ 𝑅0𝐶𝑁

(

𝑝3𝑞0 ⋯ 𝑝3𝑞3
⋮ ⋱ ⋮

𝑝0𝑞0 ⋯ 𝑝0𝑞3

)
)

  
 

 

 
    //get the origin of each placeable FF unit row-wise throughout bound bk 
12: a) create bound bk   (∈[FF]

bbx1
)  

      //create_placement bound 
      b) apply CTS grouping options 
13: run incremental place_opt & legalization 
 
14: For each row of 𝑅𝑎𝑏 { 
            get the origin of all placed cells    

         
 𝑟𝑒𝑎𝑟𝑟𝑎𝑛𝑔𝑒 𝐹𝐹 

→ {

 If 𝑅𝑎𝑏 is even →( 𝐶0𝑞0, 𝐶0𝑞2,… , 𝐶𝑁𝑞0, 𝐶𝑁𝑞2)                 

If 𝑅𝑎𝑏  is odd→  ( 𝐶0𝑞1, 𝐶0𝑞3, … , 𝐶𝑁𝑞1, 𝐶𝑁𝑞3)               

displacement range → [−𝑥, 𝑥]                                              

 

15: for a row overflow 
         
   

𝑟𝑒𝑎𝑟𝑟𝑎𝑛𝑔𝑒 𝐹𝐹 𝑒𝑥𝑡 {
 𝑅𝑎𝑏 + 1 (𝐼𝑓 𝑅𝑎𝑏 is even → ( 𝐶0𝑞0, 𝐶0𝑞2, … , 𝐶𝑁𝑞0, 𝐶𝑁𝑞2)                 

𝑅𝑎𝑏 + 1 (𝑅𝑎𝑏 is odd→  ( 𝐶0𝑞1, 𝐶0𝑞3, … , 𝐶𝑁𝑞1, 𝐶𝑁𝑞3)               
                                              

 

 
16: legalize placement 
} 

V. EXPERIMENT RESULTS 

Our proposed dynamic IR hot-spot and clock insertion 
delay reduction technique was tested on selected sub-
blocks of the FPGA Semi-custom Memory design at 7nm 
technology node with 0.925V power supply. The following 
EDA tools are adopted to construct our experimental flow: 
The Synopsys IC Compiler II (ICC-II) [13] was utilized for 
Design planning, PDN construction, cell placement, CTS, 
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and routing. The proposed flow script is written in TCL 
language, which is the native scripting language in ICC-II’s 
shell. The IR-drop is calculated using Ansys Totem [14]. 
Static timing analysis is reported by PrimeTime [15].  
 

A. IR hot spot reduction  

Fig. 5 reflects the effectiveness of our proposed algorithm 
in reducing IR hot spots. In this figure, the IR map of  
FPGA Semi-custom Memory design before and after the 
application of the proposed algorithm is illustrated. We 
targeted to apply the algorithm on 3 functional modules of 
the design. As demonstrated, the IR hot- spots of Placement 
Bounds (b1, b2, and b3 ) are completely mitigated. In the 
map, the Red color denotes voltage drops above 60mV and 
the Yellow color denotes voltage drops below 60mV.  
In Fig. 6, the top 10 bins are sorted based on the voltage 
degradation within each placement bound. The 3D plot 
contains the normalized Cartesian location of bins in (X, 
Y), and Z represents the IR-drop in mV. Voltage drops 
before and after applying the proposed algorithm are 
captured.  The worst IR-drop is improved by ~32.50%. For 
all 3 Placement Bounds, we achieved the IR-drop target 
budget [δ] of 55.5 mV. Table 3 captures the IR-drop 
improvement for all the targeted sub-blocks. 

B. Impact of clock insertion delay and timing 

Table 3 illustrate that after applying our proposed 
algorithm, the clock insertion delay is reduced by ~36%. 
This kind of FFs placement also ensures the reduction of 
local skew within a specific functional module. Such 
placements also reduce the overall wirelength and loads 
from clock distribution networks. Results also indicate that 
the proposed algorithm has a very minimal impact on the 
timings of each sub-blocks. 
 
 

 

Fig. 5. IR hotspot maps before (Top) and after (Bottom) the application 
of the IR-mitigation technique. 

VI. CONCLUSION 

This paper presents a novel dynamic IR-drop optimization 
flow to eliminate IR hotspots along with the improvement 
of clock insertion delays. Our proposed approach is to 
convert the cell placement search into a deterministic linear 
search. We targeted to achieve the specified IR drop 
budget, rather than using greedy search to find the most 
optimal placement. Cell movement can be predicted 
accurately by the proposed model, and the proposed 
optimization scheme can mitigate IR-drop in quality and 
quantity without timing degradation. We acknowledge that 
the proposed algorithm has a limitation in reducing the 
hotspots located around macros, within the narrow 
channels, or around the chip boundary. These hotspots 
cannot be fixed by cell movement but can be mitigated by 
local PG augmentation, cell swapping, or decap cell 
insertion, etc. Our future work will be targeted to address 
these limitations. 
 
 
 

 

            
                           (a) b1                                 (b) b2                                             (c) b3 

Fig. 6. IR hotspot regions before (Top) and after (Bottom) application of the IR-mitigation technique across different bounds. 

TABLE 3.     EXPERIMENTAL RESULTS USING PROPOSED ALGORITHM 

 

Before

After

Before

After

Design Bound 
Reg-

Count 

Dynamic IR-Drop (mV) Clock-Insertion Delay (ns) Before  After 

Before After % 
change 

Before After % 
change 

WNS TNS WNS TNS 
Setup 
(ns) 

Hold 
(ns) 

Setup 
(ns) 

Hold 
(ns) 

Setup 
(ns) 

Hold 
(ns) 

Setup 
(ns) 

Hold 
(ns) 

D1 b1 540 74 51 31.08 274 174 36.5 0.27 0.10 0 -0.57 0.29 0.11 0 -0.54 

D2 b2 610 80 54 32.50 240 182 24.20 0.32 0.13 0 -0.63 0.35 0.15 0 -0.59 

D3 b3 630 63 47 25.39 302 209 30.1 0.35 0.15 0 -0.66 0.36 0.17 0 -0.61 

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 285



 

 

REFERENCE 
[1] Z. Wang, et al. "Diagnosis of hold time defects" ICCD 2004 

[2] S. Edirisooriya and G. Edirisooriya, "Diagnosis of scan failures", in 
Proc. VLSI Test Symposium 1995, pp. 250-255 

[3] R. Guo and S. Venkataraman, "A technique for fault diagnosis of 
defects in scan chains", in Proc. Inti. Test Con! 2001. pp. 268-277 

[4] S. Kundu, "Diagnosing scan Chain faults", IEEE Tran. On VLSI 
Systems, vol. 2,(4) 1994, pp.512-516 

[5] D. Harris and S. Naffziger, "Statistical clock skew modeling with 
data delay variations", IEEE Trans. On VLSI Systems, vol. 9 (6), 
Dec. 2001, pp. 888-898 

[6] I. Kim and H. B. Min, "Operation about multiple scan chains based 
on system-on-chip," 2008 International SoC Design Conference, 
Busan, Korea (South), 2008, pp. II-191-II-194, doi: 
10.1109/SOCDC.2008.4815716. 

[7] A.B.Kahng,BaoLiu,andQinkeWang.Supplyvoltagedegradationawar
eanalytical placement. In Proceedings of International Conference 
on Computer Design (ICCD), pages 437–443, 2005. 

[8] S. i. Heo, A. B. Kahng, M. Kim, L. Wang, and C. Yang. Detailed 
placement for IR drop mitigation by power staple insertion in sub-
10nm VLSI. In Proceedings of Design, Automation Test in Europe 
Conference Exhibition (DATE), pages 830–835, 2019. 

[9] L. Bhamidipati, B. Gunna, H. Homayoun, and A. Sasan. A power 
delivery network and cell placement aware IR-drop mitigation 
technique: Harvesting unused timing slacks to schedule useful 
skews. In Proceedings of Computer Society Annual Symposium on 
VLSI (ISVLSI), pages 272–277, 2017. 

[10] S. A. Swarnkar, K. Rahul, M. Anees and S. Yachareni, "Clock Tree 
Optimization of FPGA Semi-Custom Memory with SEU 
FlipFlops," 2020 IEEE International IoT, Electronics and 
Mechatronics Conference (IEMTRONICS), Vancouver, BC, 
Canada, 2020, pp. 1-4, doi: 
10.1109/IEMTRONICS51293.2020.9216346. 

[11] A. Tork, M. AbulMakarem and M. Dessouky, "Power Grid 
Automatic Metal Filling Algorithm Forming Maximum on-chip 
Decoupling Capacitance," 2007 2nd International Design and Test 
Workshop, Cairo, Egypt, 2007, pp. 157-159, doi: 
10.1109/IDT.2007.4437450. 

[12] S. Chitwood and J. Zheng” IR Drop in High-Speed IC Packages and 
PCBs”, Printed Circuit Design and Manufacture, April 2005 

[13] “Synopsys ICC-II.” [Online] Available: 

https://www.synopsys.com/implementation-and-signoff/physical-
implementation/ic-compiler.html 

[14] “Ansys Totem.” [Online] Available: 

https://www.ansys.com/products/semiconductors/ansys-totem 

[15] “Synopsys PrimeTime.”  Available: 

https://www.synopsys.com/implementation-and-
signoff/signoff/primetime.html 

 

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 286



978-1-6654-4067-7/21/$31.00 ©2021 IEEE 

Blockchain Technology to Manage the Energy 
Supply of Real Estate 

 

Aleksandr Belov  
Department of the Applied 

Mathematics 
National Research University “Higher 

School of Economics 

Moscow, Russia 
0000-0001-7193-0633 

Sergey Slastnikov 
Department of the Applied 

Mathematics 
National Research University “Higher 

School of Economics 

Moscow, Russia 
sslastnikov@hse.ru 

Abstract— In the framework of creating a digital ecosystem of 

commercial real estate objects, the main problem is the 

formation of a digital environment for managing all 

components of engineering systems that ensure the vital 

activity of the real estate object. 

The aim of this work is to develop a system for accounting 

for mutual settlements for electricity consumed on the basis of 

a distributed ledger using blockchain technology. To assess the 

effectiveness of the system a simulation model was built using 

AnyLogic system. Based on the model the system architecture 

was designed and a software application of the distributed 

ledger was developed. 

Keywords— Blockchain technology, distributed ledger, 

simulation model, software application 

I. INTRODUCTION  

The electricity market in Russia, like in Europe, is 
changing dynamically. New energy sales companies are 
emerging that actively compete with each other for 
consumers. This competition is especially intensified in the 
retail electricity market. For organizations involved in the 
operation of real estate, the tasks of energy management and 
management of relationships with energy sales companies 
are extremely relevant. The use of smart contracts based on 
blockchain technology is becoming a serious competitive 
advantage for an energy company. 

The blockchain is a technology that allows us to conduct 
transactions peer-based unified network (P2P network, peer-
to-peer). Transactions of this type assume that each member 
of the network can carry out a transaction directly with any 
other member of the network without the involvement of a 
third-party intermediary [1]. The data chains are stored in a 
decentralized manner in a distributed ledger on the 
participants' devices. A distributed ledger is a distributed 
database that is stored on the device of each of its 
participants. 

The advantage of this technology is that it has no 
governing body. It was precisely the absence of 
intermediaries in this system that aroused keen interest in it. 

Lacking a controlling intermediary, the system must be 
distinguished by another idea: database security. With this 
in mind, each piece of information entered into this database 
is reviewed by independent contributors. The technology 
ensures the security of transactions, has confirmation of the 
authenticity of data and identity. If someone wants to 
transfer data, then he must be authenticated, and, as a result, 
a record of the input / transfer of data will be saved. The 
data participating in the blockchain is almost impossible to 
change if there is no access to the keys. The risk of a data 
breach is unlikely at this stage. 

Due to its high degree of security and autonomy, the 
technology has become popular primarily in the financial 
industry [2]. The participants themselves check the 
authenticity of transactions; no third-party regulator is 
needed. 

Energy industry is a promising area for using blockchain 
technology [3]. In particular this technology can find 
application at the stage of energy sales. For example, 
electricity can be sold either directly to consumers or 
through an independent utility company, and the technology 
under consideration could enable a utility company or a 
major supplier to bill consumers directly based on readings 
recorded on the blockchain. 

Typically, electricity suppliers process a huge number of 
customer requests which undoubtedly affects the speed of 
decision-making, not to mention careful control over the 
supply process [4]. Blockchain technology can also be used 
in this process. 

Along with billing for consumed energy blockchain 
technology can be seen as the backbone of energy logistics 
processes and metering of consumed electricity. 

At the moment there are several well-known companies 
on the market that provide their services in the development 
and implementation of blockchain technology in energy 
companies. 

These companies are: 
• LO3 Energy and their TransActive Grid project, which 

is the decentralized open source platform for applications. 
Built-in tools allow you to measure the level of generation 
and consumption of electricity in real time, along with other 
indicators. Despite the fact that the project is under 
development, its first demo version is currently working in 
Brooklyn (USA) [5]. 

• Energy Blockchain Labs – was founded in 2016, the 
laboratory, together with other companies, is working on 
projects aimed at developing energy Internet technologies 
based on blockchain technology and solving problems in the 
field of generation, consumption, trade and energy 
management [6]. 

• Grid Singularity is a green blockchain company that is 
spearheading the development of an open, decentralized 
energy data exchange platform under the auspices of the 
Energy Grid Foundation (EWF) [7]. 

Now the Russian energy system consists of a small 
number of large participants between whom there are strong 
ties and direct communication with the state and vertical 
integration make the system inactive. Recently, the 
transition from a continental level to a smaller one (for 
example, urban or regional) is beginning to take on more 
and more economic meaning. Such a campaign can serve as 
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a solution to the problem of energy supply to remote 
territories (for example, the development of renewable 
energy sources in the Far North). Blockchain technology 
will ensure the most effective interaction between the buyer 
and the electricity seller and sell electricity not only without 
a trade margin and additional costs, but also change its cost 
depending on production volumes and needs [8]. 

As a rule, companies engaged in the operation of real 
estate process a huge volume of data from contracts and 
customer orders which undoubtedly affects the speed of 
decision-making. In addition parameter monitoring for 
energy engineering systems and processes is required. 
Blockchain technology can be effectively used for solving 
these tasks. Along with billing for energy consumption 
blockchain technology can be seen as the basis of energy 
logistics processes and measuring the amount of electricity 
consumed [9]. The aim of this work is to develop a system 
for accounting for mutual settlements for electricity 
consumed on the basis of a distributed ledger using 
blockchain technology.   

II. FUNCTIONAL MODEL OF THE DISTRIBUTED LEDGER 

To design the functional model of a distributed ledger of 
contracts for electricity consumers of real estate objects we 
used UML notation [10]. 

A distributed ledger consists of two types of nodes: a 
member and a manager. Each of them uses its own software. 
All actions in the network, such as registration of a new 
participant, execution of a contract for the supply of 
electricity to a real estate object, payment of consumed 
electricity are performed with the participation of the control 
unit. We will build functional models of operations in the 
network of the distributed ledger of contracts for the supply 
of electricity. The node acting as a buyer of electricity, 
generates a request with the contract data from its side and 
signs them with a digital signature for identification. The 
entire data request is signed to protect against changes. 

Having received the application the control node checks 
the data for validity: the ownership of the digital signature 
and the terms of the electricity purchase agreement. If 
inaccuracies are found, it is sent for processing to the 
sender's node. After verification, the control node sends an 
application to the seller node when it appears on the network. 
The seller node checks the terms of the contract and, if 
agreed, carries out the formation of the contract on its part 
and signs it with a digital signature. Information protection 
is organized at the same level as at the buyer's site. 

The second part of the contract from the seller node 
(electricity supplier) is sent to the managing node. The 
control node checks it and forms a block of two parts of the 
contract and information from the register about the 
previous block. And also signs it with a digital signature. 
For the signature, information such as the data of the 
contracts of both parties, the hash sum of the previous block 
and the digital signatures of the parties to the transaction are 
used, thereby the digital signature of the control node 
protects the entire block. 

After that, the received block is sent to all network 
participants. 

Main part is an algorithm for executing a transaction and 
checking its validity. This algorithm is presented on Fig.1.  
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Fig. 1. FLOWCHART OF THE TRANSACTION EXECUTION 
ALGORITHM  

III. MATHEMATICAL MODEL OF THE DISTRIBUTED 

LEDGER 

The model of a distributed ledger is based on the client-
server architecture. Additional tasks are performed on the 
server: identification, request verification, processing and 
generation and sending of a request error message. To 
achieve the reliability of our distributed ledger network we 
proposed additional application servers that will replace the 
failed main server. To develop a distributed ledger network 
we use model is based on Petri-Markov net [11]. 

Let’s consider Petri-Markov net which is presented on 
Figure 2. 

 
 
Fig.2 PETRI-MARKOV NET MODEL FOR THE DISTRIBUTED 

LEDGER  
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In this model {s1(s), ..., sj(s)} is the set of positions, Z = 

{z1(z), ..., zj(z)}is the set of transitions. Position S1 - receipt of 
a request from the client, S2 - operational state of the main 
server, S3 - the ability to process the request by the main 
server, S4 - inoperative state of the main server, S5 - 
operational state of the backup server, S6 - the ability to 
process the request by the backup server, S7 - inoperative 
state of the backup server, S8 - communication with the 

database server. Transition  - client request to the main 

server,  - user identification on the main server,  - 

access to the database server from the server software,  - 

failure of the main server,  - operating state of the main 

server,  - message from the main server about the 

impossibility of processing the request,  - request 

transmission to another server,  - client request to the 

backup server,  - user identification on the backup server, 

 - access to the database server from the backup server 

software,  - failure of the backup server,  - operating 

state of the backup server,  - message from the backup 

server about the impossibility of processing a message, - 

sending a request to another server,  - sending processed 

data to clients,  - preparing to receive new data. 
According to the proposed Petri-Markov model one can 

only judge the attainability of states; for a complete 
assessment of the characteristics of the chosen algorithm, 
we need to build a simulation model. 

IV. COMPUTER SIMULATION RESULTS 

We used AnyLogic 8.3.3 as a simulation tool. It is a 
universal tool for simulation modeling [12]. The program 
has a modern graphical interface, is cross-platform and can 
run on Windows, MacOS and Linux. 

The constructed simulation model of the interaction 
between the client and the control node in the AnyLogic 
program is shown in Figure 3. 

 

Fig.3 THE SIMULATION MODEL OF CLIENT INTERAGTION 
WITH THE MANAGING NODE  

In this model are presented: 
• client - a request from the client program. 
• select_server - simulate the failure of the primary 

server and redirect the request to the backup. 
• queue_server_1 and queue_server_2 - queue of 

requests to the primary and backup servers, 
respectively. 

• delay_server_1 and delay_server_2 - delay for 
processing a request on the primary and secondary 
servers, respectively. 

• select_oper_1 and select_oper_2 - simulation of 
operation processing, error content in the request to 
the primary and backup servers, respectively. 

• sink_err_1 and sink_oper_2 - simulates the server 
response about an error when executing a request to 
the primary and backup servers, respectively. 

• server_app_1 and server_app2 - simulation of 
transaction processing by the program on the primary 
or backup server, respectively. 

• queue_server - database server queue. 
• server_db - modeling the process of processing a 

transaction request on the database server. 
• resource_db - placing transactions into the database. 
• sink_ok - simulation of a response to the client about 

the successful completion of the operation. 
We use this model to test the operability of the distributed 

register of contracts with electricity consumers of real estate 
objects. Model parameters: probability of failure of the main 
server - 0.20, latency on the server when processing a 
request from the client, and latency for applying a 
transaction on the database server - 75 msec. The rate of 
requests is measured by the number of requests per second. 

The result of performing computer experiments is shown 
in Table 1. 

TABLE I.  COMPUTER SIMULATION RESULTS 

According to the data obtained as a result of the computer 
simulation we can conclude that all requests are guaranteed 
to be served at a high intensity of their arrival in the 
network. You can also see that with a low intensity of 
requests the queue does not exceed one request, which 
means that requests with such an intensity will be processed 
without waiting in the queue. 
When the request rate is more than 20, a sharp increase in 
the queue length begins, which affects performance.  

V. DEVELOPMENT OF A SMART CONTRACT SYSTEM FOR 

ELECTRICITY SUPPLIERS 

To store the ledger on all nodes and user information on 
the control node, the SQLite DBMS was chosen. Each copy 
of the ledger, as well as user information, is available in 
single-user mode of the program installed on the node. The 
data in the SQLite database is stored in one file and when 
accessing them, direct access is used, this increases the 
speed of reading and writing. 

The SQL language is used as the interface for interaction 
between the user applications and the DBMS. 

To develop the software the C ++ programming language 
was chosen using the Qt cross-platform library. The Qt 
library which represents many dynamic link libraries is 
written in C ++. Its main advantage is cross-platform, that 

Test 
Request Rate 

(quantity/msec) 

Number 
of 

Requests 

Application 
Server 
Queue 

(quantity) 

DataBase 
Server Queue 

(quantity) 

1 1 10026 0 0 

2 14 10836 1 1 

3 20 10543 3 1 

4 30 10344 47 1 
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is, the written code can be used to create an application on 
any supported platform: Windows, Linux, Android, iOS, 
WindowsPhone, Embedded Linux and many others. Qt 
Creator was chosen as the development environment, it is 
the standard development environment for programs using 
the Qt library and comes in the same package with it. 

Figure 4 shows a class diagram for a distributed ledger. 
 

 
Fig.4 THE CLASS DIAGRAM FOR DISTRIBUTED LEDGER  

A distributed ledger is made up of blocks combined into a 
chain (blockchain) that protects its integrity. The blocks 
themselves are provided with a digital signature which can 
be used to identify each of the parties who signed the 
Contract. 

To access the distributed ledger the user uses a private 
key which is used to sign the block with a digital signature. 
This key is unique and its theft will not pose a threat to 
existing blocks in the distributed ledger but it can be used to 
sign new contracts without the knowledge of its owner, 
therefore, the storage of this key should be organized by 
each user of the distributed ledger network individually and 
convenient for him. The password itself is not stored on the 
computer only its hash is stored for verification. 

In addition to the distributed ledger the control node 
stores confidential information about users registered on the 
network, as well as signature data [13]. Confidential user 
information is used by the control node as user verification; 
registration and storage is best organized according to the 
scheme shown in Figure 5. The same applies to a piece of 
information on a digital signature namely the private key. 

Fig.5 DATA PROTECTION SHEME ON THE CONTROL NODE 

All external requests to the server with protected data are 
restricted by the firewall. Requests are accepted and sent 
only to the server of the control node which is located in the 
same local network. Requests for information are limited 
and can be in the form of true or false which makes it 
impossible to obtain information if you have access to the 
local network. 

 

VI. CONCLUSION AND FUTURE WORKS 

 Blockchain technology has already found wide 
application in the financial sector and is just beginning to 
develop in the energy industry, in particular in the electric 
power industry [14]. The following main advantages of 
using the technology in question in this industry were 
highlighted: 

• Decentralized storage of transactional data will have a 
positive impact on the level of protection of this data and 
will allow for greater independence from the authority 
performing the centralized administration function. 
• The use of blockchain technology will simplify the 
procedure for making payments using cryptocurrencies, 
digitalizing contracts, verifying transactions, managing 
digital content and executing trade operations. 
• The technology under consideration will allow the 
exclusion of third-party intermediaries from the business 
model previously involved in it. 
• Blockchain technology will provide an opportunity for 
consumers who are also electricity producers and have 
generating capacities (for example, solar panels and wind 
generators) at their disposal to sell the electricity they 
generate not only to their neighbors, but also to the 
operators of the electrical network. With this approach the 
purchase price of electricity by electricity grid operators will 
depend only on production volumes and will not include a 
trade margin. 
• Through the use of blockchains all transactions will be 
executed in real time and the final settlement will be made 
only on the basis of the volume actually consumed. This 
will contribute to the fact that the operators of the electric 
network no longer need data for making mutual settlements. 
 The solution to design the distributed ledger of contracts 
between electricity consumers at real estate objects and 
electricity suppliers has been presented in this paper. The 
model of a distributed ledger is based on Petri-Markov 
networks. To assess the performance of the distributed 
ledger model at various queries intensities, an original 
computer simulation algorithm was proposed using the 
AnyLogic software. When the distributed register of 
contracts is transferred to the production phase real data will 
be compared with the simulation results. 
 The proposed model is based on a closed distributed 
ledger, in which there is a control node that performs the 
functions of a network administrator. In the future it is 
necessary to develop the resulting model and abandon the 
control node as an administrator in favor of a hybrid model, 
in which anyone can become a network participant without 
a lengthy and complex registration and data verification 
procedure. This will make it easier to use and increase the 
number of network participants. 
 Another area of research is the development of a solution 
that would integrate the transmission of data on consumed 
electricity using the Internet of Things technology into a 
smart contract system built using a distributed ledger. 
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Abstract—Resistive infrared detectors arrays (bolometers) may
show interferences between devices. Such interferences called
crosstalk, or more specifically sneak path, reduce the signal
quality, causing reading errors. This work proposes an interesting
alternative solution to avoid sneak paths in bolometers arrays.
The idea is to use simple diodes in series with the detectors, so
all possible sneak paths are grounded and the detectors are only
trigged when the diodes were conducting. Test were conducted
in purely resistor arrays and diode-resistor arrays. The target
resistance of one element was set to 105 kΩ. For both isolated
devices and matrix devices elements, the target resistance was
achieved, indicating that the sneak path effect has been avoided.
So, this solution, in addition to improving the signal quality,
is also a simpler construction when compared with transistors
switches solution, requiring less metal levels, since no tracks are
required to activate the transistor.

Index Terms—bolometer; crosstalk; sneak path; resistor;
diodes; infrared; detectors; array

I. INTRODUCTION

The goal of this work is to analyze the signal interferences
that occur in bolometric detectors arrays, and to propose an
innovative solution to avoid the so called sneak path problem.

Bolometric detectors are made of resistors whose resistance
varies with temperature when influenced by electromagnetic
radiation, and one of their applications is the generation of
thermal images.Thermal images are generated from a detector
array whose thermal surface distribution contrast is observed
as a function of time [1].

The term ”focal plane array” (FPA) refers to a set of
individual image detector elements (”pixels”) located in the
focal plane of an image system. Although the definition may
include one-dimensional arrays, as well as two-dimensional
(2D) arrays, it is often applied to the latter ones [2]. This
work is focused on 2D arrays.

Fig. 1 shows a three-dimensional array connections scheme
used in bolometer FPAs. The sneak path problem can be
observed in this kind of arrangement.

A. The Sneak Path Problem

The sneak path problem can be described as a crosstalk
interference between adjacent cells caused by the sneak path

This work was supported by Brazilian agencies CAPES (process no BEX
1006/14-1) and CNPq (process no 153630/2012-4).

Fig. 1. Schematic diagram showing metals rows and columns connection
scheme [3].

current. This is an undesired effect and may cause signal
misinterpretations [4], [5], as shown in Fig. 2.

Fig. 2. Representation of sneak path cells and sneak path current in a array
cell [6].

As can be seen in Fig. 2, the sneak path problem occurs
when one element is addressed and other elements form a
parasitic circuit in parallel. This parasitic circuit provides an
undesired current pathway, since this current activate not only
the addressed device, but also all other adjacent elements,
leading to a signal misinterpretation.

Many solutions have been presented to solve the sneak
path problem, including solutions based on transistors, diodes,
volatile switches and non-linear devices [7].

The most common solution to solve sneak path problems
in bolometric FPAs is the use of transistors in series with
each detector. Memristors arrays technology devices have
been using diodes as a popular way to solve the addressing
problems, due to its simplest structure and easy manufacturing

978-1-6654-4067-7/21/$31.00 ©2021 IEEE
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processes [7].
As shown in Fig. 3, a diode is added to each memory

cell producing a new diode and a memristor cell (1D1M).
The sneak path problem is one of the main difficulties when
building memories with three-dimensional design [6]

Fig. 3. Simple memory array with a diode in series with a memristor for
each memory cell [5].

As can be seen in Fig. 4 the unaddressed diodes cells
end up being reversed polarized, and do not conduct current,
preventing the electrons from flowing in unwanted paths.

Fig. 4. Equivalent circuit of the 1D1R selection device [6].

The proposal in this work is to adapt the memristor diode
solution for bolometric FPAs. Such solution is presented in
[8]. Many works have been found in the literature having
applications in memristors and pressure detectors [9], but none
with any implementation in bolometric detectors.

II. PROPOSED SOLUTION

The circuits are assembled in the configuration of NxN
arrays, and the elements are read through row and column

addressing. In order to test for the sneak problem effect, two
different projects were fabricated and tested. Purely resistive
elements and resistor diode elements. For purely resistive
arrays with identical elements, it is possible to calculate the
resistance measured between any pair of X (vertical) and Y
(horizontal) wires by (1).

Req = R(
2N − 1

N2
) (1)

Where:
N: Number of elements on the side of the square array.
A: Elements resistance.
Equation (1) was obtained by circuit analysis.
So for arrays composed of 100 kΩ resistors and using (1),

one may find the value on any addressed element, as shown
in the table I.

TABLE I
CALCULATED RESISTANCES

Array Resistance
Isolated Device 100 kΩ

2x2 75 kΩ
3x3 55,55 kΩ
4x4 43,75 kΩ
8x8 23,43 kΩ

As already mentioned, the solution proposed in this work
have a diode added to each resistor producing a new cell of a
diode and a resistor (1D1R). The advantages of this proposal
are:

• Reduced manufacturing processes, since a diode is much
simpler than a transistor.

• Reduction of metal levels, since no connections are
required to power the transistor drives.

• Increased density sensors in the DIE.

An important observation is that in this work the detectors
array and the sensing circuit are fabricated separately.

A. Implementation

Initially an electrical simulation was performed for both
purely resistive elements and for 1D1R elements. Then the
simulated arrays were implemented using a printed circuit
board (PCB) and commercial devices (100 kΩ ± 5% and
IN4148 diodes). In order to easily check the circuit configu-
ration setup, electrical measurements were performed in both
circuits by applying a DC voltage (HP3245A) and measuring
the current using a standard multimeter (HP3458A).

After the measurements with the PCB, an integrated circuit
(IC) design was started using the XFAB XC06 technology
(Fig. 5). The manufactured IC was designed having an array
8x8 of resistors, an array 8x8 of 1D1R elements, and some
isolated resistors and diode for testing purposes. Where used
RPOLYH resistors (high resistive poly0 resistor) of 100 kΩ,
and DP diodes.
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Fig. 5. fabricated ICs.

III. RESULTS AND DISCUSSION

A. Electrical Simulations Results
Fig. 6 shows the IxV curves for an isolated resistor and

arrays of 2x2, 3x3 and 4x4 elements. These values are in
agreement with the results presented in table I.

Fig. 6. Current vs Voltage of the simulated resistor arrays.

The simulated IxV curves for arrays with 1D1R elements
are shown in Fig. 7. As expected, all values presented are
practically identical, indicating that the “diode” solution have
worked, avoiding sneak paths on devices that were not the
measurement subject. The diode operation can be observed
since all curves have a zero current value (diode leakage
current in order of nA) in the negative voltage range and start
to rise at about 0.3 V, reaching a linear operation at 0.7 V.

B. Electrical Measurements in PCB Arrays
The IxV curves for the PCB resistor arrays are shown in

Fig. 8. These values are also in agreement with the results

Fig. 7. Current vs Voltage of the simulated 1D1R arrays.

presented in the simulations and in table I.

Fig. 8. Current vs Voltage of PCB resistor arrays.

The IxV curves for the PCB arrays of 1D1R elements
are shown in Fig. 9. They are all overlapping indicating the
effectiveness proposed by the diodes solution, resulting in no
sneak paths problem.

C. IC simulations results

The IC design was performed using Cadence tools. The
simulated IxV curves for the isolated devices are shown in Fig.
10. The isolated resistor have presented a 100 kΩ, as designed,
for both negative and positive voltages. On the other hand, the
1D1R element has null value up to approximately 0.7 V and
a resistance value close to 100 kΩ, as expected for a resistor
diode configuration.

An interesting result can be observed in Fig. 11. For the
IxV curve of 8x8 arrays, a device suffering from sneak path
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Fig. 9. Current vs Voltage of the PCB 1D1R arrays.

Fig. 10. Current vs Voltage of the isolated device simulation

problem, should present a resistance of about 23 kΩ, as pointed
out in table I. As one can see, this value was reached for
the resistor element array. Nonetheless, the cadence layout
simulation for 1D1R elements have presented approximately
100 kΩ value and a resistor diode like curve, again, proving
that the diodes were efficient in canceling the sneak paths.

D. IC Fabricated Measurements

Since all measurements and simulations have indicated so
far that the solution proposed was indeed efficient, a IC
measurement was performed. The chip was packaged and
a test bench was designed for IxV measurements. The IxV
curves measurements for the isolated devices are shown in
Fig. 12. The curves follow almost in parallel, indicating a very
close resistance value. The offset between the curves is due

Fig. 11. Current vs Voltage of the 8x8 array simulated in Cadence

to the use of the diodes. Both numbers are in agreement with
the designed target resistance value.

Fig. 12. Current vs Voltage of isolated devices fabricated inside the IC.

The IxV curve of 8x8 arrays, shown in Fig. 13, have
presented misleading results for the 1D1R element. For the re-
sistor array the expected 23 kΩ resistance value was obtained.
In the other hand, due to lack of a guard ring for grounding
the diodes, a non-expected behavior was achieved in the 1D1R
elements.

As a summary, tables II, III, IV and V show all resistance
values obtained through simulations and measurements. All
implementations presented consistent results, except for the
1D1R elements of the IC 8x8 matrix. It was expected that the
8x8 1D1R IC array presented a similar value as the isolated
resistor diode device, which did not happen, differing from
all previous results. It was used the XFAB XC06 technology
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Fig. 13. Current vs Voltage of array 8x8 fabricated inside the IC.

that requires (mandatory) guard ring for grounding proce-
dures. Since this requirement was not verified by the DRC,
unfortunately the proper grounding has not been done. Some
more testing were performed and it was possible to observe
that, since some diodes are not properly grounded, they may
conduct during the measurements. Therefore a future work the
IC is being designed with guard rings.

TABLE II
RESISTANCES 1

Array Calculated R Simulation R Simulation RD
Isolated Devices 100 kΩ 100 kΩ 102,22 kΩ

2x2 75 kΩ 75 kΩ 102,21 kΩ
3x3 55,55 kΩ 55,55 kΩ 102,20 kΩ
4x4 43,75 kΩ 43,75 kΩ 102,18 kΩ

TABLE III
RESISTANCES 2

Array PCB R PCB RD
Isolated Devices 105,871 kΩ 105,227 kΩ

2x2 76,289 kΩ 105,206 kΩ
3x3 56,727 kΩ 105,199 kΩ
4x4 44,877 kΩ 105,145 kΩ

TABLE IV
RESISTANCES 3

Array Calculated R Cadence R Cadence RD
Isolated Devices 100 kΩ 100 kΩ 101,254 kΩ

8x8 23,43 kΩ 23,438 kΩ 101,249 kΩ

IV. CONCLUSION

In this work, sneak paths between resistive elements of
bolometric FPA were analyzed. The goal of this work is to

TABLE V
RESISTANCES 4

Array IC R IC RD
Isolated Devices 108,175 kΩ 109,896 kΩ

8x8 23,407 kΩ 13,631 kΩ

overcome the signal interferences that occur in bolometric
detectors arrays, proposing an innovative solution to avoid
this problem. For this purpose, isolated and arrays elements
were designed, simulated, manufactured in PCB and fabricated
trough IC design. Through the measurements of arrays made
up of resistors, it was possible to clearly demonstrate the
sneak paths effect. The proposed solution efficiency was
demonstrated in the diodes resistors arrays. All electrical
simulations and measurements performed in the PCB design
have confirmed the effectiveness of the proposed solution.
Tests were conducted in purely resistor arrays and diode-
resistor arrays. The target resistance of one element was set to
105 kΩ. For both isolated devices and matrix devices elements,
the target resistance was achieved, indicating that the sneak
path effect has been avoided. However, for the ICs, it was
expected that the 8x8 1D1R IC array presented a similar
value as the isolated resistor diode device, and the same did
not happen. This fact arises from the lack of a guard ring
for grounding the diodes. Nonetheless, it was presented an
effective solution that, in addition to improving the signal
quality, is also a simpler construction when compared with
transistors solution, requiring less metal levels, also avoiding
sneak path problems at all.
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Abstract—The decline of human physical ability with aging
is an important factor to consider as to athletic performance
evaluation. Physiological factors or real-world performance data
have been used to build mathematical models. Marathon is a
sports event attracting more and more participants. However, due
to the limitation of field size, the race organizers usually must
qualify each athlete for certain events based on age and gender.
We use statistical and machine learning models for analyzing
the Boston Marathon results to delineate the decrease in elder
athletes’ endurance performance. We also apply the transfer
learning model on the mobile activity tracking social media
platform Strava to classify beginners or professional athletes
using performance data and applying sentiment classification to
athletes’ comments. Our results may provide valuable insights
for athletes, coaches, and governing bodies for athletics.

Index Terms—Machine learning, Statistics, Sport, Natural
language processing

I. INTRODUCTION

The change of endurance performance with aging is an
interesting topic. It applies to the world-class athletes com-
peting at the highest level, such as the Olympics and World
Championship events. Also, it has drawn more and more
attention from the general population with the popularity of
road racing, cycling, and triathlon events [1]. For example,
according to the ”2018 U.S. Running Trends Report”, near
18.3 million registrants entered road race events in 2017
[2]. We may expect a gigantic number of participants in
all endurance events worldwide, which indicates a thriving
industry of recreational endurance competition. Many of these
athletes have passed their best physiological period for en-
durance performance. However, they still strive for excellence
in their performance to the best of their ability. Under-
standing the change of human physical ability may provide
important information to evaluate elder athletes’ performance
and guidance on how to manage expectations and design
training programs for them. For instance, World Masters
Athletics (WMA) adopts statistician Alan Jones’ Age Grade
Tables to make race performance of all ages comparable
across the board. Fig. 1 and 2 show excerpts from World
Masters Athletics (WMA) Running Age-Grade Tables by
Alan Jones (https://github.com/AlanLyttonJones/Age-Grade-
Tables). The table calculates the age-grading factor as the
current world record of an event divided by the current world
best time of each age in that event. The age-graded time of an

Fig. 1. Excerpts from World Masters Athletics (WMA) Male Running Age-
Grade Tables by Alan Jones. The table calculates the age-grading factor as
the current world record of an event divided by the current world best time
of each age in that event. The age-graded time of an athlete can be presented
as the race time times the age-grading factor of certain age and event.

Fig. 2. Excerpts from World Masters Athletics (WMA) Female Running Age-
Grade Tables by Alan Jones. The table calculates the age-grading factor as
the current world record of an event divided by the current world best time
of each age in that event. The age-graded time of an athlete can be presented
as the race time times the age-grading factor of certain age and event

athlete can be presented as the race time multiply by the age-
grading factor of certain age and event [3]. The age grading
system calculates athletes’ race times as the percentage of the
current world record times of corresponding age and gender,
which gives a normalized scale to assess competitiveness.

Researchers have been exploring the underlying mecha-
nisms of decline in endurance performance with aging from
the perspective of human physiology [4] [5]. The main com-
ponents include exercise economy, lactate threshold, maximal
aerobic capacity, et cetera [6]. A comprehensive literature
review systematically summarized the physiological factors
responsible for the change of endurance performance with
aging, for instance, age-related decrease in maximal oxygen

978-1-6654-4067-7/21/$31.00 ©2021 IEEE

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 298



uptake (VO2max), maximum heart rate (HRmax), stroke vol-
ume, arteriovenous oxygen difference, active muscle mass,
type II muscle fiber size, and blood volume [7]. Another recent
review examined the contributions of vascular senescence to
the degeneration of endurance and physical ability in the more
senior population [8]. A pioneer 22-year longitudinal study
revealed a significant decline of VO2max in a group of fifty-
three former elite distance runners [9]. Although VO2max has
been regarded as a poor indicator for endurance performance
and one of the most misused physiological parameters [10],
this work provided a valuable perspective of how aging may
affect the human body. A more informative set of results
would present measurements at multiple time points during the
investigation period and backed up by relatively larger sample
size. An investigation of oxygen uptake at the anaerobic
threshold (VO2AT) in elite mountain runners showed that a
significant decrease of VO2AT began after 49 years old [11].

Interestingly, a study about the effects of aging on indoor
rowing performance revealed gender differences – while the
decline with aging displayed a linear relationship in women, a
biphasic model was more appropriate to fit the data collected
from male subjects [12]. Later, an article showed that from age
25 to 85, women’s performance in stationary rowing declined
twice as faster as men’s [13]. Another study investigating the
change of swimming performance with aging demonstrated
gender difference in swimming events of some distances [14].
These results suggested that it would be imperative to differen-
tiate genders while evaluating the physiological effects caused
by aging and build a robust data model. Moreover, an analysis
of top Masters performance in athletics, swimming, rowing,
cycling, triathlon, and weightlifting demonstrated that aging
might affect various sport events differently [15]. Noticeably,
an interview study explored the non-physiological factors that
may account for the changes of performance with aging,
such as psychological factors [16]. Their research suggested
that analyzing physiological data may not provide a complete
picture of aging’s effects on sports performance.

As recreational endurance activities have been in blossom
for many decades, a large amount of data is constantly being
generated, which is characterized by the properties of big
data – volume, variety, and velocity. In a study in 2012,
they analyzed the top ten performances of each group based
on age and gender in the New York City Marathon (1980-
2009) [17]. The authors found out that despite the decline
of aging performance, the race results within each age group
had been improving. They attributed this trend to the overall
increase of participation of master athletes in endurance sports,
better training facilities, and a higher spirit of competitiveness.
Although their study revealed a trend in a relatively long
period, the top ten athletes’ results could not well represent the
broader population. Given this trend, analyzing current data is
very helpful to disclose valuable patterns. Here, we propose
to leverage the vast amount of data from recent race results
to build a statistical model that can unveil the mathematical
relationship between endurance performance and age. Our
model can be applied to predict athletes’ future performance

and for the athletic governing bodies and race organizers to set
and/or revise age-group categories and qualifying standards.
For example, how do we properly define different athletics
divisions: junior, open, masters based on statistics instead
of just conventions. Additionally, as a reference, professional
athletes and coaches must plan their careers accordingly since
they want to reach the peak of their career before the decline
of physical ability begins.

The user friendly applications that records activities during
the exercise can be a valuable source of numeric and textual
data [18] [19] [20], [21]. These applications create social
media platforms where athletes can share their sport activities.
It is important for these applications to provide reliable health
information to prevent possible injuries for beginner athletes,
especially while they are aging. Expert misinformation detec-
tion systems can enhance trust and reliability of health infor-
mation which is provided by smart devices and applications
[22] . Extraction of reliable textual information about the trail
and body health in smart devices is a critical feature in creating
safe environment for athletes [23].

II. RESEARCH DESIGN AND DATA COLLECTION

Researchers can adopt two approaches, cohort study or
cross-sectional study, to investigate the effects of aging on
endurance performance. There are both advantages and limi-
tations for these two approaches, which are discussed in detail
below.

A. Cohort study

A cohort study design tracks the race performance of
athletes for a relatively long time. The researchers evaluate the
change of race performance and/or physiological parameters
with aging. Those studies have been usually focusing on
elite athletes. For example, a French group analyzed the data
collected from individual athletes’ careers in track and field
and swimming events in three decades (from 1980 to 2009)
and the ranking of chess players [24]. They discovered a rela-
tionship between performance and age. There are limitations
in the design of cohort study when it comes to exploring the
change of human physical abilities with the aging process.
First of all, although performance data collected from elite
athletes and world records may be considered an excellent
representation of true human abilities at the highest level, the
data are limited by sample size. Secondly, most professional
athletes may only have a very short span of career during their
peak phase. After they retire, they are no longer competing
or competing at the level of efforts they used to be. Hence,
we may not be able to collect data during a time window
that is wide enough to demonstrate human ability change with
aging. Moreover, even when they are at their peak phase, their
performances may fluctuate because of other reasons instead of
aging, such as prolonged injuries or illness, changes of training
methods or coaches, adjustments to diet et cetera. Those
factors may greatly affect the accuracy of the mathematical
models; especially consider the relatively small sample size.
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Fig. 3. 2021 Boston Marathon Qualifying Standards [25]

B. Cross-sectional study

Researchers can investigate the race result data from dif-
ferent age groups in certain events for the approach of a
cross-sectional study. The most prominent advantage of cross-
sectional study design is leveraging the massive amount of
data being generated. Millions of recent race results be-
come available each year containing the performance and
biographical data, from which we can build the performance-
age model. Moreover, sampling from the general population
may provide insights into the physical abilities at all levels,
making the model more meaningful when applied to different
groups. Apparently, on the other hand of the coin, data from
recreational athletes may not reflect the true physical abilities
because, unlike professional athletes who choose athletics
as their careers, recreational athletes may lack the desire to
compete and prepare for competing to their maximal potential.
To overcome this problem, we need to select the relatively
competitive events that host participants who are willing to
train and compete to their true absolute abilities.

C. Boston Marathon and Its Qualifying Standards

Established in 1897, Boston Marathon is the oldest
marathon and one of the world’s most prestigious road racing
events. Each year, around 30,000 runners all over the world
compete in this race. The most notable feature of the Boston
Marathon is enacting strict qualifying standards for their en-
trance procedure. Fig. 3 shows the Boston Marathon qualifying
standards for men and women. The qualifying standards are
set for each 5-year age and gender group. The times set in the
qualifying standards have been adjusted many times during
the last few decades to fit the race’s capacity. In the recent
years, the registration of the Boston Marathon opens at the
beginning of September. Marathon performance on a certified
course from the previous year can be used to qualify this race.
Due to the limitation of field size, meeting the qualifying
standard does not guarantee a race entry; it simply grants
registration eligibility. The race organizer, Boston Athletic
Association (BAA), ranks the athletes after the registration

window is closed. Applicants with faster qualifying times are
selected to enter the race first until the field has been filled
up. This athlete selection procedure results in different cut-
off qualifying times in practice each year. Implementing the
entrance procedure with dynamic qualifying times guarantee
the most competitive field of the race is assembled. For our
purpose, race results from Boston Marathon may serve as
excellent data set to build a performance-age relationship
model. First of all, given near 25,000 data points produced per
year, Boston Marathon race results have a large enough sample
size to build reliable models. These data come from athletes of
various, but relatively competitive, levels, not just a few world-
class elite athletes. Models built upon these data are represen-
tative, and therefore may have broader applications. Secondly,
the competitive field assembled at Boston Marathon ensures
that race performance is evidence of athletes’ real physical
abilities. Thus, our model may demonstrate individuals’ true
physical limitations in different age and gender categories.

D. Data Collection

The 2017 Boston Marathon result data were used for our
analysis, which contained 26,410 instances. The data set
included the following attributes: bib number, name, age,
gender, city, (US and Canada) state, country, citizenship, each
5-kilometer split time (from 5 to 40 kilometers), pace (time per
mile), official time, overall place, gender place, division place.
Also sport activities were colleted from Strava API [26]. Strava
[19] is an application recording activity data during exercise.

III. APPROACH AND METHOD

Regression models (median finish time versus age for
males and females, respectively) were built to fit the Boston
Marathon result data. The models might use different math-
ematical relationships to fit the data, such as linear, second,
third-degree polynomial, and exponential regression. Then 10-
fold cross-validations and statistical tests were performed to
evaluate the models. The best fitting models were chosen and
visualizations of the models were presented.

Clustering was used to reveal the reasonable age group
separations. The official result data set contained the split time
at each five-kilometer checkpoint from 5 to 40 kilometers.
So, the latter split time contained the redundant information
from previous ones. The data set was transformed into eight
five-kilometer intervals to remove the redundancy. K-means
clustering algorithm was applied to the instances containing
the following attributes: age, overall place, eight five-kilometer
split times. The data were scaled and centered. The clustering
results were displayed with two dimensions, age and overall
place.

IV. RESULTS

A. Linear and Polynomial Regression Model

Fig. 4 and Fig. 5 showed the change of median finish
times (male, and female athletes) with ages. From 20 to 70
years old, runners’ finish times seemed to go exponentially
slower. In the following steps, the 20 – 70 years old male
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Fig. 4. Male 20 – 70 years old runners’ finish times at 2017 Boston Marathon
were plotted against ages and the cubic ages. The latter plot suggested a third
degree polynomial regression model.

Fig. 5. Female 20 – 70 years old runners’ finish times at 2017 Boston
Marathon were plotted against ages and the cubic ages. The latter plot
suggested a third degree polynomial regression model.

Fig. 6. The comparison of simple liner regression models and a third-degree
polynomial regression models. The plots visually demonstrated that the latter
ones fitted the data better for both male and female data. (Upper panel: Male;
Lower panel: Female)

and female runners’ median finish times were plotted against
ages and the cubic ages, respectively. Apparently, the median
finish times had a linear relationship with the cubic ages,
which suggested a third-degree polynomial regression model
(Fig. 6). Both simple linear regression models and third-degree
polynomial regression models were built. ANOVA test was
used to compare the two models. The results showed that
a third-degree polynomial regression model fitted the data
significantly better than a simple linear regression model. 10-
fold cross-validation of the third-degree polynomial regression
demonstrates a perfect fit (Fig. 7). Taken together, the analysis
of 2017 Boston Marathon result data demonstrated that the
athletes became slower as they aged, and there was an apparent
third-degree polynomial relationship between runners’ finish
times and ages.

B. Clustering

The process of aging and the corresponding change of
athletic ability may display different rates during different
phases. Intuitively, we can sense the apparent physical changes
caused by hormone levels, including the onset of puberty and
menopause of women. However, the effects of hormone level
alteration on athletic performance may take time to occur.
Moreover, hormone level change is certainly not the only
reason to explain everything in terms of aging. Mathematical
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Fig. 7. 10-fold cross validation of the third-degree polynomial regression
model demonstrates perfect fit and prediction (Upper panel: Male; Lower
panel: Female).

models derived from real-world athletic performance data may
be viewed as a function of the sum of various aging effects.
In a model built by Fair and Kaplan [27], they used 40
and 70 years old as the differentiating points for different
mathematical relationships. Another model suggested a single
turning point around 30 years old [24]. Currently, the age
boundary used to separate open and masters division in all
track and field events is 40 years old, regardless of gender.
Apparently, there would be a potential problem that males and
females may experience different rates of aging, and athletes’
performance may peak at different ages for different events.
Here a clustering algorithm was used to discover if natural
clusters in the performance-age two-dimensional space might
be observed. Consider the gender differences of aging effects
discovered by previous studies [12], [14]; male and female
athletes were investigated separately. This step could provide
the foundation for categorizing the populations into reasonable
numbers of divisions and the boundaries of separation. Our
clustering results suggested that for males and females, slightly
different borders were discovered. As shown in Fig. 8, there
was a line naturally formed by clusters around the mean age
(44 years old for males), whereas for females, the line existed

Fig. 8. The Cluster Plot of 2017 Boston Marathon result data. K-means
clustering algorithm was applied to the instances containing the following
attributes: age, overall place, eight five-kilometer interval times. The plots
were projected on two dimensions, age and overall place. Data were scaled
and centered: the mean was set at the 0 point in both axes.

around the mean of 39 years old. Hence, our results suggested
a different method of dividing open and masters division i.e.,
45 and 40 years old for males and females, respectively.

C. Transfer learning model and Strava data analysis

In addition to the statistical approach, a machine learning
model was applied for performance prediction in this section.
Performance data from Strava API, a mobile tracking applica-
tion were used. Strava collects time, speed, distance, calories,
heart rate, and other sport activity data. Also, the athletes share
comments on Strava. Two methods in studies by Heidari et al
[28] and [22] as a natural language processing approach for
sentiment classification of Strava comments was utilized in
our research. Also, The transfer learning model BERT [29]
[30] was used for the sentiment classification of comments.
BERT(Bidirectional Encoder representation from transformer)
is pre-trained model, which can be fine-tuned for specific task
[31] [28]. 50,000 IMDB movie reviews was used for fine-
tuning BERT for sentiment classification of Strava comments.
A sentiment score assigned to each athlete’s comments was
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considered as a feature for the neural network model’s input
space. The BERT had a self-attention mechanism, making
it a powerful transformer to extract the context from the
comments. Also, the multi-head attention of BERT helped to
extract different contexts from each comment. A feed-forward
neural network model with two hidden layers were chosen in
this study. The data for training was labeled as professional or
beginner athletes based on performance. The model classified
the person as a beginner or professional. The accuracy of the
FFNN model was demonstrated to be 89%. One potential
problem was that the Strava API imposed a limitation on
collecting the history of performance for each user, which
could affect the model accuracy.

V. CONCLUSION AND FUTURE WORK

Our analysis of Boston Marathon result data revealed a
third-degree polynomial mathematical relationship between
performance and age. Our results suggested that the age
of 45 and 40, for males and females respectively, may be
appropriately used to separate open and masters division in
marathon running. Using the transfer learning model and
Strava data was a new approach for the classification of
professional or beginner athletes. In the future, more data from
various events may be used to enrich the model. We also plan
to combine statistical and transfer learning models to improve
the performance of the algorithm.

REFERENCES

[1] T. Malkinson, “Current and emerging technologies in endurance athletic
training and race monitoring,” in 2009 IEEE Toronto International
Conference Science and Technology for Humanity (TIC-STH), pp. 581–
586, 2009.

[2] “U.s. road race participation numbers hold steady for 2017.”
https://www.coloradorunnermag.com/2018/06/30/u-s-road-race-
participation-numbers-hold-steady-for-2017/, 2018.

[3] A. Jones, “Age grading running races.”
http://www.howardgrubb.co.uk/athletics/wmaroad15.html, 24 Jan
2015.

[4] M. Oytun, C. Tinazci, B. Sekeroglu, C. Acikada, and H. U. Yavuz,
“Performance prediction and evaluation in female handball players using
machine learning models,” IEEE Access, vol. 8, pp. 116321–116335,
2020.

[5] A. P. Welles, D. P. Looney, W. V. Rumpler, and M. J. Buller, “Estimating
human metabolic energy expenditure using a bootstrap particle filter,” in
2017 IEEE 14th International Conference on Wearable and Implantable
Body Sensor Networks (BSN), pp. 103–106, 2017.

[6] H. Tanaka and D. Seals, “Endurance exercise performance in masters
athletes: Age-associated changes and underlying physiological mecha-
nisms,” The Journal of physiology, vol. 586, pp. 55–63, 02 2008.

[7] P. Reaburn and B. Dascombe, “Endurance performance in masters
athletes,” European Review of Aging and Physical Activity, vol. 5, 04
2008.

[8] G. V. Mendonca, P. Pezarat-Correia, J. R. Vaz, L. Silva, and K. S.
Heffernan, “Impact of aging on endurance and neuromuscular physical
performance: The role of vascular senescence,” Sports medicine (Auck-
land, N.Z.), vol. 47, p. 583—598, April 2017.

[9] S. W. Trappe, D. L. Costill, M. D. Vukovich, J. Jones, and T. Melham,
“Aging among elite distance runners: a 22-yr longitudinal study,” Journal
of Applied Physiology, vol. 80, no. 1, pp. 285–290, 1996. PMID:
8847316.

[10] S. Magness, The science of running: how to find your limit and train to
maximize your performance. Origin Press, 2014.

[11] M. Burtscher, H. Förster, and J. Burtscher, “Superior endurance perfor-
mance in aging mountain runners,” Gerontology, vol. 54, 2008.

[12] K. Seiler, W. Spirduso, and J. Martin, “Gender differences in rowing
performance and power with aging,” Medicine and science in sports
and exercise, vol. 30, p. 121—127, January 1998.

[13] M. T. Galloway, R. Kadoko, and P. Jokl, “Effect of aging on male
and female master athletes’ performance in strength versus endurance
activities,” American journal of orthopedics (Belle Mead, N.J.), vol. 31,
p. 93—98, February 2002.

[14] A. J. Donato, K. Tench, D. H. Glueck, D. R. Seals, I. Eskurza, and
H. Tanaka, “Declines in physiological functional capacity with age: a
longitudinal study in peak swimming performance.,” Journal of applied
physiology (Bethesda, Md. : 1985), vol. 94, pp. 764–769, February 2003.

[15] A. B. Baker and Y. Q. a. Tang, “Aging performance for masters records
in athletics, swimming, rowing, cycling, triathlon, and weightlifting.,”
Experimental aging research, vol. 36, pp. 453–477, September 2010.

[16] N. J. Ronkainen, T. V. Ryba, and M. S. Nesti, “‘the engine just
started coughing!’ — limits of physical performance, aging and career
continuity in elite endurance sports,” Journal of Aging Studies, vol. 27,
no. 4, pp. 387–397, 2013.

[17] R. Lepers and T. Cattagni, “Do older athletes reach limits in their
performance during marathon running?,” GeroScience, vol. 34, no. 3,
pp. 773–781, 2011.

[18] A. Rezaei, M. Khoshnam, and C. Menon, “Towards user-friendly
wearable platforms for monitoring unconstrained indoor and outdoor
activities,” IEEE Journal of Biomedical and Health Informatics, pp. 1–
1, 2020.

[19] “Strava application.” https://www.strava.com/, 24 Jan 2019.
[20] M. R. Dey, U. Satapathy, P. Bhanse, B. K. Mohanta, and D. Jena,

“Magtrack: Detecting road surface condition using smartphone sensors
and machine learning,” in TENCON 2019 - 2019 IEEE Region 10
Conference (TENCON), pp. 2485–2489, 2019.

[21] B. K. Mohanta, D. Jena, N. Mohapatra, S. Ramasubbareddy, and B. S.
Rawal, “Machine learning based accident prediction in secure iot enable
transportation system,” in Journal of Intelligent Fuzzy Systems ,2021,
pp. 2485–2489, 2021.

[22] M. Heidari and J. H. Jones, “Using bert to extract topic-independent
sentiment features for social media bot detection,” in 2020 11th IEEE
Annual Ubiquitous Computing, Electronics Mobile Communication Con-
ference (UEMCON), pp. 0542–0547, 2020.

[23] M. Heidari, J. H. J. Jones, and O. Uzuner, “Deep contextualized word
embedding for text-based online user profiling to detect social bots
on twitter,” in IEEE 2020 International Conference on Data Mining
Workshops (ICDMW), ICDMW 2020, 2020.

[24] G. C. Berthelot, S. Len, P. N. Hellard, M. Tafflet, M. Guillaume, J.-
C. Vollmer, B. Gajer, L. Quinquis, A. Marc, and J.-F. Toussaint, “Ex-
ponential growth combined with exponential decline explains lifetime
performance evolution in individual and human species,” AGE, vol. 34,
no. 4, pp. 1001–1009, 2011.

[25] “Marathon qualification.” https://chance.amstat.org/2014/09/boston-
marathon/, 24 Jan 2020.

[26] “Strava application api.” https://developers.strava.com/, 24 Jan 2019.
[27] R. C. Fair and E. H. Kaplan, “Estimating Aging Effects in Running

Events,” The Review of Economics and Statistics, vol. 100, pp. 704–
711, October 2018.

[28] M. Heidari and S. Rafatirad, “Semantic convolutional neural network
model for safe business investment by using bert,” in IEEE 2020 Seventh
International Conference on Social Networks Analysis, Management and
Security, SNAMS 2020, 2020.

[29] J. Devlin, M. Chang, K. Lee, and K. Toutanova, “BERT: pre-training
of deep bidirectional transformers for language understanding,” in
Proceedings of the 2019 Conference of the North American Chapter
of the Association for Computational Linguistics: Human Language
Technologies, NAACL-HLT 2019, Minneapolis, MN, USA, June 2-7,
2019, Volume 1 (Long and Short Papers) (J. Burstein, C. Doran,
and T. Solorio, eds.), pp. 4171–4186, Association for Computational
Linguistics, 2019.

[30] M. Heidari and S. Rafatirad, “Using transfer learning approach to
implement convolutional neural network model to recommend airline
tickets by using online reviews,” in 2020 15th International Workshop
on Semantic and Social Media Adaptation and Personalization (SMA,
pp. 1–6, 2020.

[31] M. Heidari and S. Rafatirad, “Bidirectional transformer based on online
text-based information to implement convolutional neural network model
for secure business investment,” in IEEE 2020 International Symposium
on Technology and Society (ISTAS20), ISTAS20 2020, 2020.

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 303



Parallel algorithm for modeling temperature fields 
using the splines method 

1st Hakimjon Zaynidinov  
Head of the Department of Information 

Technology, Doctor of Technical 
Sciences, Professor 

Tashkent University of Information 
Technologies, Tashkent, 100200, 

Uzbekistan 
Tashkent, Uzbekistan 
tet2001@rambler.ru 

2nd Oybek Mallayev 
Department of Information Technology 

PhD 
Tashkent University of Information 
Technologies, Tashkent, 100200, 

Uzbekistan 
Tashkent, Uzbekistan 

info-oybek@rambler.ru 

3rd Muslimjon Kuchkarov 
Doctoral student of the department of 

information technologies 
Tashkent University of Information 
Technologies, Tashkent, 100200, 

Uzbekistan 
Tashkent, Uzbekistan 

muslimjon1010@gmail.com 

Abstract—The paper is devoted to the construction of an 
algorithm for parallelization of temperature field modeling 
processes based on bicubic spline and the problems that arise 
in it. It takes a lot of time and memory on a computer to model 
existing large-scale signals of temperature fields in three-
dimensional graphical form. Solving these problems on the 
basis of the proposed parallel algorithm, the development of 
parallel algorithms and software tools to qualitatively 
determine the coordinates of high-temperature hotspots of 
temperature fields and allow them to be monitored 
continuously, and to calculate the digital processing of existing 
large-scale signals of temperature fields. Based on this, the 
article presents a parallel algorithm for digital processing of 
signals of temperature fields on the basis of bicubic spline and 
ways to parallel its computational processes using Open MP 
technology. 

Keywords— Vectorization, parallelism, bicubic spline, 
parallel algorithm, Open MP, interpolation, temperature field, 
coefficient, approximation, parallel processes 

I. INTRODUCTION 

The methods of spline functions are widely used in 
solving signal analysis and recovery problems. Spline 
functions are an evolving area of function approximation 
and numerical analysis theory. An algorithm for 
parallelization of temperature field modeling processes 
using the spline method was built. The values of 
temperature fields x = 1sm, y = 1sm in the grid are known. 
Based on these values, it is possible to analyze the heating 
processes. Beta Soft Board (DT) software from Dynamic 
Soft Analisis Inc. (USA) is used to analyze heating 
processes. Approaching the measured temperature values on 
the basis of bicubic splines allows to determine any point of 
the temperature field in three-dimensional graphical view. 
Parallel calculation of large-scale values of temperature 
fields in a short period of time is one of the most difficult 
issues. Because presenting large volumetric values in a 
three-dimensional graphical view causes memory and time 
issues spent on computational processes on the computer. 
These problems are solved by creating a parallel algorithm 
for digital processing of signals based on bicubic splines. 
The main issue discussed in the article is the development of 
a parallel algorithm and software tool for digital processing 
of large-scale signals of temperature fields using a bicubic 
spline. In the studies studied, the temperature fields were 
modeled using a spline, but its three-dimensional graph and 
a parallel algorithm of computational processes were not 
developed. 

II.  RESULTS OF BICUBIC SPLINE MODELING OF 

TEMPERATURE FIELDS 

Creating a parallel algorithm in memory systems 
requires first of all acquaintance with the processor 
characteristics and methods and requirements of computer 
systems. For example, when the process of loading large 
volumes of temperature field signals from the computer's 
RAM to the processor, the processor bus idle time and busy 
time distribution are also limited by the system, which is 
one of the reasons for slowing down the work to be done. 
Especially the processor and its aspects related to hardware 
technology are both important and complex process. The 
emergence of the concept of multi-core in processors has 
also led to the concept of “multi-threaded” being more 

widely used in software. These two concepts are 
inextricably linked in modern information technology. 

There are two different ways to divide computational 
processes and the operations performed on them into 
streams. Each method uses OpenMP's streaming directives. 

The method of approximation of the values of the 
temperature of the printing board through bicubic splines 
allows to eliminate the specified defect (defect) and to 
parallel their calculation processes.  

The grinder leads to the task of minimizing polynomial 
splines in S(x) form and integral form functions to 
expressions for F(x) approximate function derivatives or 
their differentiable analogues for inputs. For example, 
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where a is the control parameter: m is the spline level: i is 
the ordinal number of the spline values (i = 0, 1 ..., n), ai is 
the weight multiplier (positive numbers), and r is the order 
of the product from the spline. 

Cubic splines S3 (x) with extreme properties are the 
most common. 

It consists of 
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Consisting of a functional minimum in appearance, 
C2[a, b], which interpolates a given function, is achieved by 
a cubic spline S3(x) on the basis of so-called natural 
boundary conditions in the form S”(a) = 0, S”(b) = 0 

between all functions of the space. For such splines, the 
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functional expression (1) can be changed to the following 
form: 
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The process of minimizing the function leads to the 
problem of solving a system of non-separate matrix 
algebraic linear equations in a diagonal-preferred band grid. 
Level 3 splines typically correspond to five-diagonal 
symmetrically positively defined matrices [1, 2]. 

The problem of grinding a variable f (x) function 
through splines can be summarized as follows. The values 
of the function at points i.e. f (x), f (x)… .f (x) are given in 

the table and the following system of ratios can be 
constructed: 

 ),()(3
1

1

1
ii

i

ii

i

ii
i xfxS

h

mm

h

mm










 



 



  

Here it is  
 

1 1 1

1 1 0 0 1

0, ( 1,2,........ ), "( ),

0, , 0
i n

n

h x x i n m S x

m m h h

 

 

    

  
 

 
It is required to find the function S3(x) that minimizes 

the functions in the following view. 
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a system of linear algebraic n-1 equations is 
constructed to determine unknown values of mi.  

βi (i=0,1,…,n) is a five-diagonal symmetric matrix 
with coefficients аi,ci,di, depending on the multipliers. 

 fAx   

System 6 has a unique solution in relation to the mi 
vector at hi values that differ from each other in a 
sufficiently wide range. Once the magnitudes are 
determined after its solution, f (x) has different nodes. The 
values of the grinding function in these nodes can be found 
if 4 reciprocal ratios are used [3, 4]. 
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It is known that when grinding signals f(хi)=fi there is 
usually an error in determining the values, ie as follows: 

 iii fxS )(  

Inequality can be given. In particular, = =cоnst can 

be given 
Formula 5 shows an algorithm for finding such 

multipliers. several iterations must be performed to 
determine the exact values of βi. The end of the execution of 

the iterations is determined by the requirement that the 
magnitude e does not exceed a given value. As an example, 
we give the problem of calculating the temperature 
distribution along the surface of the circuit board caused by 
the heating of the chips for the uneven position of the nodes 
of the function T (x, y) 

TABLE 1 MEASURED VALUES OF TEMPERATURES AT GIVEN POINTS OF 
THE PRINTING PLATE. 

х, мм Т0C,х SТ0,х y, мм Т0C,y SТ0,y 

48.0 37.60 37.60 90.9 32.88 32.86 

110.0 39.17 39.18 94.8 34.45 34.48 

141.3 40.75 40.75 99.5 36.03 36.00 

158.5 42.32 42.32 104.3 37.60 37.46 

181.4 43.90 43.90 111.0 39.18 39.30 

204.4 45.47 45.48 118.2 40.75 40.82 

246.5 47.05 47.06 123.4 42.33 42.32 

262.7 48.63 48.61 128.7 43.90 42.74 

298.6 48.63 48.59 135.9 45.48 45.50 

309.11 47.05 47.08 162.9 47.05 47.12 

317.2 45.47 45.49 174.1 48.63 48.72 

328.7 43.90 43.91 191.8 48.63 48.68 

356.4 42.32 42.32 206.6 47.05 46.96 

 
As mentioned above, it is difficult to determine the 

temperature values at a given board point in Beta Soft DT 
because all calculations are output as temperature gradients 
in certain intervals i.e. in practice it is convenient to 
determine the exact values of temperatures only within 
temperature zone boundaries. Table 1 shows the measured 
values of the temperatures at the given points on the 
horizontal and vertical straight lines. 

For the values of ST°C(x) and ST°C(y) grinding 
bicubic splines calculated on the basis of formulas 4 and 7, 
it is possible to see the dependence of the temperature on the 
x and y coordinates based on the location of the values 
given in. 
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TABLE 2 THE EFFECT OF THE COEFFICIENT ΒХ ON THE ACCURACY OF THE APPROXIMATION OF THE TEMPERATURE FIELD FUNCTION. 

βх 0.2 0.5 0.8 1 2 5 10 

Т0C,х 47.05 47.05 47.05 47.05 47.05 47.05 48.63 

СТ0C,х 47.05 47.05 47.05 47.05 47.06 47.07 48.60 

ΔТ0C,х 0 0 0 0 0.01 0.02 0.03 

TABLE 3 THE EFFECT OF THE COEFFICIENT ΒY ON THE ACCURACY OF THE 
APPROXIMATION OF THE TEMPERATURE FIELD FUNCTION 

Βy 0.1 0.5 1 5 10 

Т0C,й 48.63 48.63 48.63 48.63 43.90 

СТ0C,й 48.63 48.64 48.65 48.69 43.74 

ΔТ0C,й 0.00 0.01 0.02 0.06 0.16 

 
An analysis of the errors that occur when constructing 

signal grinding splines shows that the characters can be 
changed depending on the location of the dots on the board 
in the first place. Second, the values of the interpolation and 
grinding splines differ significantly in the increase in the 
values of the βх and βy parameters. It is possible to evaluate 

the effect of the change of the multipliers βх and βy on the 

accuracy of the approximation by means of smoothing 
splines of the temperature field function. The values of both 
functions are given at the points where the distance between 
the measured value of the temperature and the spline value 
is the largest in the modulus [5, 6, 7]. The simplest formula 
for the approximation of linear combinations to the function 
of two variables f (x, y) was studied by V.I. Arnold. 

According to his testimony 

  )()(),( yxfcyxF   

most of the functions in the view are not dense in the C(D) 
space. In this case, c is a constant coefficient, D is a two-
dimensional field. This means that the approximation in the 
sum view cannot be performed with infinitesimal error. In 
practice, when c = 0.5, the maximum error ∆T on the 

modulus not exceeding 0.02 C for a given temperature area 
T (x, y) is formed, and the conclusion about the multiplier 
increase βх and βy is confirmed. 

A more universal method of approximation of 
functions f (x, y) that allows the average square deviation to 
be minimized was seriously first considered in formula 7 
and 
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the approximation formula in Figure 10 was used. However, 
the algorithm for calculating the approximation parameters 
requires finding the eigenvalues of a particular form and the 
eigenfunctions of the intergral equations, and this is a rather  
complex mathematical problem. Approximation of this type 
of computational field with a bicubic spline is done more 
efficiently. 

 

III. PARALLEL ALGORITHM FOR MODELING 

TEMPERATURE FIELDS USING BICUBIC SPLINE. 

In the theory of basis splines (B-splines) developed 
methods for determining the parameters of multidimensional 
approximation structures that do not require the solution of a 
system of algebraic equations. For two-dimensional fields, T 
(x, y) takes the following form: 
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In this case, the m-spline level, the number of values 
on the n1-x axis, the number of values on the n2-u axis, the 
bik-spline coefficient [8, 9, 10]. 

Formula 11 is mainly used to create a parallel 
algorithm for calculating the bicubic spline. The algorithm 
for calculating it uses a drink cycle. That is, there are 3 
cycles. The first loop is used for the columns of the bicubic 
spline, the second for the rows of the loop, and the third is 
used to calculate Bi(x) and Bi(y). The parallel flows of the 
system are used in the programming of parallel 
computational processes. The organization and management 
of these parallel flows is done depending on the complexity 
of the parallel algorithm. That is, in a parallel algorithm, it is 
necessary to sort the cyclic processes. For example, in a 
program, it is necessary to create separate streams for 
drinking cycles. But creating parallel streams in excess of 
the norm leads to data loss. As a result, the result of the 
program is incorrect. The same problem is encountered 
when programming a parallel algorithm for calculating a 
bicubic spline. To overcome this, the parallel currents must 
be switched off after the end of the second cycle. They can 
then be reused again as you move on to the second step of 
the first cycle. 

 
The stage of implementation of the parallel algorithm 

of digital processing of temperature field signals is as 
follows: 

1- Identify cyclic processes that can be calculated in 
parallel in the implementation of the algorithm. 

2- Create dynamic arrays in the sequential phase of 
the algorithm and calculate them. 

3- Organization of the procedure for calculating 
bicubic spline coefficients (bi, j), bases (Bi (x) and Bi (y)). 

4- Create and implement a procedure for assembling 
parallel arrays in computer cores. 

5- Create and display an array of results using serial 
and parallel computational procedures. 

 
The block diagram of the parallel algorithm is shown 

in Figure 1. The acceleration coefficient of the parallel 
algorithm is calculated by the following formula (11) 
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Here, T (n) is the time spent running a serial program, 
and Tp (n) is the time spent running a parallel program. 
Table 4 shows the acceleration coefficient, the time spent in 
series and parallel calculations. At 1024, the number of 
input signals was 0.045 seconds for serial computing, 0.025 

seconds for parallel computing, and the acceleration 
coefficient was 1.8. The acceleration coefficients at different 
values of the incoming signal using the parallel algorithm of 
bicubic spline calculation are given in column 4 of the table. 
As the number of input samples increased, so did the 
acceleration coefficient of the parallel algorithm. The 
research results were obtained on an Intel (r) Core (TM) i5-
10300H CPU @ 2.50Ghz processor. 

 

FIGURE 1. BLOCK DIAGRAM OF THE BICUBIC SPLINE PARALLEL COMPUTING ALGORITHM. 

 
Table 4 The results of a parallel algorithm on a quad-core processor 

Number of input 
signal samples 

N,M 

Sequentially 
(sec.) 

Parallel 
(sec.) 

Acceleration  
coefficient 

1024 0,2 х10-4 0, 1 х10-4 2 

4096 1,91 х10-4 0,63 х10-4 3,03 

8192 3,48 х10-4 1, 09 х10-4 3,19 

 

Start 

K_Spline(B) 

Coefficient (b, N, M) 

Y1 = 0, Y2 = 1 
Y3 = 2, Y4 = 3, j=0, i=0, M=M*20; N=N*20; 

 
 

Y1 Y2 Y3 Y4 

S1[i,j]=Vec(b[i,j-1] 
*B[i, j-1]) 

S2[i,j] = Vec( 
b[i,j]*B[i,j]) 

S3[i,j]=Vec(b[i,j+1] *B[i, 
j+1]) 

S4[i,j]=Vec(b[i,j+2]* B[i, 
j+2]) 

S = Sum(S1, S2, S3, S4); 

S 

End 

j = j + 1; 
 
 

no 

yes 

yes 

no 
i = i + 1; 

j=0; 
 

N, M 

Y=omp_get_thread_num() 
 

 i<=M 

j<=N 
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The results were obtained on an Intel (r) Core (TM) i5-
10300H CPU @ 2.50Ghz processor. As the number of input 
samples increased, so did the parallel portion of digital 
processing and the acceleration coefficient. At N = 8192, it 
took 1.09x10-4 seconds to calculate the temperature field 
signals in parallel with the digital processing processes, and 
3.48x10-4 seconds to calculate the series. The acceleration 
coefficient was 3.19. Since these results were performed on 
a quad-core processor, the maximum value of the 
acceleration coefficient was 3.19. 

Parallel algorithm programming used the procedures 
and functions of OpenMP technology described below. The 
“#pragma omp parallel” directive to create parallel streams 
of the operating system, the “omp_get_thread_num()” 

function to select processor cores, the “omp_get_wtime()” 

procedure to determine the time taken to compute S1, S2, 
S3, S4 arrays distributed to cores, and each The directive 
“#pragma omp parallel for” was used to parallel the cyclic 

processes in the kernel. In addition, the method of vector 
calculation of the procedure "sum (S1, S2, S3, S4)" in the  
block diagram of the parallel algorithm shown in Figure 1 
after a single step (clock) of parallel flows was developed 
[1,4]. This resulted in faster execution of multi-time looping 
processes and a further increase in the acceleration 
coefficient of the algorithm [11, 12, 13, 14]. 
 

A three-dimensional graphical representation of the 
available large-scale signals of temperature fields is 
organized as follows. 

 
Figure 2. A three-dimensional graphical view of the 

initial state of the temperature field signals 

 
Figure 3. Three-dimensional graphical representation 

of temperature field signals modeled on the basis of bicubic 
spline. 

 
 
In the graph, yellow is the heated part of the 

temperature fields. Created on the basis of a parallel 
algorithm, this graph allows tracking of heated areas in real 
time. The software allows you to view and analyze the exact 
coordinates of the heated areas and their values. 

 

IV.  CONCLUSION. 

In conclusion, the results of two-dimensional thermal 
field modeling show that not only geophysical fields, but 
also seismic, acoustic and thermal and other complex 
multidimensional signals can be modeled using the 

proposed spline functions. The advantage of splines in 
computational problems of many variable functions is that 
they fully satisfy the conditions of parallelization of 
computational methods. This means that in the 
programming of parallel algorithms for memory systems, 
the correct organization of internal loop processes for 
parallel flows of the operating system and the adaptation of 
computational processes to the conditions of vectorization, 
the program eliminates errors and accelerates computational 
processes. The use of a one-dimensional array in the 
calculation of two-dimensional bases increases the 
program's ability to distribute parallel internal loop 
processes into parallel streams. This halves the calculation 
time. 
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Abstract—The use of UAVs or drones for criminal or terrorist 

enterprises is an increasing problem. Many countermeasures have 

been proposed to prevent, deter, detect and/or mitigate the 

dangers posed by such malicious UAVs. One such countermeasure 

is to track or pursue a malicious UAV back to its point of origin 

using one or more surveillance UAVs in order to apprehend the 

UAV and possibly its owner. If the malicious UAV has a higher 

capability set than the surveillance UAVs, it will be able to outrun 

any one of them, and therefore the tracking responsibility must be 

distributed over a swarm of surveillance UAVs that are 

geographically dispersed across the tracking area of interest. One 

aspect of particular interest is how the initial formation of the 

swarm of surveillance UAVs impacts its ability to successfully 

track a malicious UAV. In this paper, we examine a specific 

circular initial swarm formation comprising uniformly spaced 

concentric rings of uniformly spaced UAVs. The total number of 

surveillance UAVs follows the sequence of centred hexagonal 

numbers as the number of rings increases. The tracking 

performance of this circular swarm of surveillance UAVs is 

compared to a reference swarm of the same size in which the initial 

locations of the UAVs are randomly chosen. Two tracking 

strategies are considered: 1) Reactive tracking, in which each 

surveillance UAV acts independently of the others and only 

pursues the malicious UAV when it itself detects it, and 2) Reactive 

tracking with predictive pre-positioning, in which once one 

surveillance UAV detects the malicious UAV, it communicates the 

estimated trajectory and speed of the malicious UAV to all swarm 

members so they can predictively move to a more optimum 

tracking position before the malicious UAV arrives. The results 

demonstrate that this particular circular swarm of surveillance 

UAVs has superior tracking performance relative to the reference 

randomly positioned swarm of the same size; this is true for both 

tracking strategies, but particularly when predictive pre-

positioning is employed with a relatively small number of 

surveillance UAVs.    

Keywords — UAV, swarm, formation, communication, tracking 

I. INTRODUCTION 

There have been several high profile episodes of Unmanned 
Aerial Vehicles (UAVs) being used for nefarious purposes over 
the past few years. Perhaps the most well known example is the 
use of a UAV to invade the airspace of London Gatwick airport 
in 2018, causing massive disruption to civilian airport 
operations. More generally, such malicious UAVs can be 
deployed with a variety of motivations, including invasion of 
privacy (via aerial photography), trade of illegal substances (via 

delivery of small packages), causing physical damage or injury 
and causing critical service disruption [1-3].  

Many technical techniques have been proposed to deter 
and/or mitigate the dangers posed by such malicious UAVs. 
These include physically catching UAVs, using high power 
laser beams to destroy UAVs, jamming of UAV control signals 
and GPS spoofing [3]. There are also possible administrative 
and regulatory countermeasures such as owner registration and 
licensing, and remote identification of UAVs [1-3].  

From an academic perspective, one particularly interesting 
scenario involves a highly capable malicious UAV that may be 
able to evade current technical countermeasures. One option 
with such a UAV is to track or pursue it back to its point of origin 
using one or more surveillance UAVs in order to apprehend the 
malicious UAV and possibly its owner. Such a highly capable 
malicious UAV may be able to outrun individual surveillance 
UAVs, but this can be overcome by distributing tracking 
responsibility over a geographically dispersed swarm of such 
surveillance UAVs [4-6]. 

This leads to the question of how to design the initial 
formation of surveillance UAVs across the tracking area of 
interest so as to maximize tracking performance when a 
malicious UAV enters the tracking area. We assume that the 
tracking area of interest is circular with an important object of 
interest (e.g. an airport) at its centre. We further assume that the 
swarm of surveillance UAVs are static (i.e. they maintain their 
position by hovering) until one of the surveillance UAVs detects 
a malicious UAV in its vicinity, which may, for example, be via 
computer vision or on-board radar. 

In this paper, we examine a specific circular initial swarm 
formation comprising uniformly spaced concentric rings of 
uniformly spaced surveillance UAVs. The number of 
surveillance UAVs in each ring increases linearly with radius so 
that the distance between an arbitrary surveillance UAV and its 
immediate neighbours is approximately constant. An example 
swarm is illustrated in Fig. 1 for � = 4 rings (not including the 
surveillance UAV at the centre) and a total of  � = 61 
surveillance UAVs. The rules for building similar swarms of 
different sizes are detailed in Section III. As will be seen, the 
available swarm sizes follow the sequence of centred hexagonal 
numbers. 

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 310



 

Fig. 1. Example regular circular formation with a total of � = 61 surveillance 
UAVs comprising � = 4 uniformly spaced concentric rings of uniformly 

spaced UAVs  

We examine the tracking performance of these regular 
circular initial swarm formations via simulation in which the 
high capability malicious UAV moves along a diameter of the 
designated tracking area i.e. directly over the target object of 
interest at the centre of the tracking area. As a point of 
comparison, we also consider the performance of a reference 
swarm of the same size in which the initial locations of the 
surveillance UAVs are randomly chosen. Two tracking 
strategies are considered [5]: 1) Reactive tracking, in which each 
surveillance UAV acts independently of the others and only 
pursues the malicious UAV when it itself detects it, and 2) 
Reactive tracking with predictive pre-positioning, in which once 
one surveillance UAV detects the malicious UAV, it 
communicates the estimated trajectory and speed of the 
malicious UAV to all swarm members so they can predictively 
move to a more optimum tracking position before the malicious 
UAV arrives. 

The contributions of this paper are as follows: 

• A method of constructing a regular circular initial 
swarm formation of surveillance UAVs comprising 
uniformly spaced concentric rings of uniformly spaced 
surveillance UAVs, in order to detect and pursue a 
highly capable malicious UAV. 

• Demonstration by simulation of the improvement in 
tracking performance afforded by using the regular 
circular initial swarm formation of surveillance UAVs 
compared to a randomly formed swarm. The 
performance improvement is particularly significant 
when a predictive pre-positioning tracking strategy is 
employed with a relatively small number of surveillance 
UAVs.  

The paper organisation is as follows. In Section II, we review 
the literature on the topic of pursuit of malicious UAVs, and in 
particular discuss an optimal tracking guidance law for the 
surveillance UAVs to use in their pursuit. Section III discusses 
the building of regular circular formations of surveillance UAVs 
of different sizes. The available swarm sizes transpire to be the 
sequence of centred hexagonal numbers. Section IV discusses 
the simulation environment and specifies the simulation 
parameters. We consider a reference swarm in which the initial 
locations of the UAVs are randomly chosen in order to 
benchmark the tracking performance of the regular circular 
formations. The results of the simulation and analysis of the 
results are provided in Section V. Finally, conclusions and 
recommendations for future study are discussed in Section VI. 

 

II. PREVIOUS WORK 

This section provides a review of the literature on the topic 
of pursuit of malicious UAVs. There has been very little 
research specifically on tracking of high capability malicious 
UAVs i.e. where the malicious UAV has a higher capability set 
than individual surveillance UAVs. Rather, most existing 
research focuses on tracking of a malicious UAV with similar or 
inferior capability to the individual surveillance UAVs, often by 
encircling it.  

The work discussed in [7] involves the use of a swarm of 
defense UAVs (which is similar to the concept of a swarm of 
surveillance UAVs) to encircle a malicious UAV so as to restrict 
its movement. This is only possible because the malicious UAV 
is considered to have inferior capability compared to the defense 
UAVs. The paper discusses the various stages of encirclement 
including clustering, formation, chasing and escorting.  

In [8], surveillance UAVs use the radio transmissions of a 
malicious UAV to pinpoint its location. A technique is described 
to increase the accuracy of the location fix by moving the 
surveillance UAVs into various positions relative to the 
malicious UAV. The paper does not discuss the relative 
capability of the malicious and surveillance UAVs. 

In [9], research into the development of a testbed for a 
Counter Unmanned Aerial System (CUAS) is discussed. The 
surveillance UAVs in this system utilise computer vision in 
order to detect and pursue malicious UAVs. This testbed could 
in principle be used to investigate tracking of a high capability 
malicious UAV.  

The work of [10] focuses on using on-board radar in a swarm 
of surveillance UAVs to facilitate detection and pursuit of a 
malicious UAV. This research makes an explicit assumption 
that the malicious UAV has inferior capabilities relative to the 
surveillance UAVs. 

In [6], a guidance law was proposed to enable a surveillance 
UAV to set the optimum bearing to maximize tracking time of a 
highly capable malicious UAV once detected. Since we use this 
result in the simulation discussed in this paper, we provide an 
overview of it here. Fig. 2 shows a scenario where a surveillance 
UAV S has just detected a malicious UAV M as M arrives on the 
periphery of the detection zone of S. We define the following 
parameters: 

• r is the maximum detection distance of M from S  

• u is the maximum pursuit speed of S 

• v is the speed of the malicious UAV (where � > 	 since M 
is assumed to have higher capability than S)  

• φ (− � 2 ≤ � ≤ + � 2⁄⁄ ) is the angle between the x axis and 
line joining S and M 

• θ (− � 2 ≤ � ≤ + � 2⁄⁄ ) is the angle relative to the x axis in 
which S moves to follow M 
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Fig. 2. Definition of parameters for guidance law 

The optimal value of θ which maximizes the tracking time 
of M by S is given by [6]: 

�������� =  cos�� � 2	� sin �
"	# + �# − 2	$�$ cos 2�%
− tan�� � �$ − 	$

(	$ + �$) tan �%
 

(1) 

 

III. REGULAR CIRCULAR SWARM FORMATION 

We first make an assumption that, in any regular swarm 
formation, there is a surveillance UAV at the centre of the 
circular tracking area i.e. hovering directly over the important 
object of interest to be guarded, such as an airport. When 
building a regular circular formation comprising uniformly 
spaced concentric rings of uniformly spaced surveillance UAVs, 
a question arises as to how to disperse the surveillance UAVs in 
the first ring out from the centre of the tracking area. If the 
distance between adjacent surveillance UAVs in this first ring is 
to be the same as the distance to the centre of the tracking area, 
there must be exactly six UAVs in the first ring which form the 
vertices of a hexagon, as illustrated in Fig. 3(a). In this 
formation, we have � = 1 ring (not including the surveillance 
UAV at the centre) and a total of � = 1 + 6 =  7 UAVs. 

As the number of rings increases, the number of surveillance 
UAVs in each ring should increase linearly with radius so that 
the distance between an arbitrary surveillance UAV and its 
immediate neighbours is approximately constant. Therefore, a 
second ring of surveillance UAVs which has twice the radius of 
the first ring should have 2 ∗ 6 = 12 UAVs, as illustrated in 
Fig. 3(b). This implies for  � = 2 rings, there will be a total of � = 1 + 6 + 12 =  19 UAVs. Similarly, this implies for  � =3  rings, there will be a total of � = 1 + 6 + 12 + 18 =  37 
UAVs, and for � = 4 rings, there will be a total of � = 1 + 6 +

12 + 18 + 24 =  61 UAVs, as illustrated in Fig. 3(c) and Fig. 
3(d) respectively. 

 

                    (a)  � = 1  � = 7                              /01 � = 2  � = 19 

 

 

                    /21 � = 3  � = 37                           /31 � = 4  � = 61 

Fig. 3. Regular circular formation comprising uniformly spaced concentric 
rings of uniformly spaced UAVs 

Using the well known formula for the sum of terms in an 
arithmetic progression, it is simple to show that the general 
result is: 

� = 1 +  3�/� + 11  456 � ≥ 1 
(2) 

This defines the sequence of integers sometimes referred to 
as centred hexagonal numbers. 

IV. SIMULATION ENVIRONMENT 

For the simulation, we compare the tracking performance of 
the circular swarm of surveillance UAVs discussed in Section 
III to a swarm of the same size (both in geographic terms and in 
terms of the number of UAVs in the swarm) in which the UAVs 
are initially randomly positioned. The meaning of “randomly 
positioned” in this context is open to interpretation. However, 
the regular circular swarm is built on the principle that the 
distance between adjacent UAVs is approximately the same, so 
for the reference randomly generated swarm, we should ensure 
that, on average, the same principle holds. 

A naïve way to build the reference randomly generated 
swarm is to choose both the radial and angular coordinates of 
each swarm UAV from a continuous uniform probability 
distribution. That is, the radial coordinate 8 is chosen such that 8~:/0, =1 where = is the radius of the swarm, and the angular 
coordinate > is chosen such that >~/0, 2�1. The problem with 
this approach is that, on average, the same number of UAVs are 
placed with radial coordinate 8� as at radial coordinate 8$ even 
when 8� ≠ 8$ . This results in a higher density of UAVs 
positioned close to the centre of the swarm than at the periphery 
as illustrated in Fig. 4(a). 

M /−6 cos � , 6 sin �1  

y 

x 

φ θ 

v 

u 
r 

S 

(0,0) 
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                                (a)                                                      (b)   

Fig. 4. Spatial distributions of reference randomly generated swarms 
comprising � = 1387 UAVs (a) radial coordinate uniformly distributed, and 

(b) square of radial coordinate uniformly distributed 

Since circumference is a linear function of radius, the radial 
coordinate 8 should be chosen such that its probability density 
function 4/81 increases linearly as illustrated in Fig. 5(a), and 
therefore its cumulative distribution function @/81  is as 
illustrated in Fig. 5(b). This ensures that, on average, the number 
of UAVs placed with radial coordinate 8�  is greater than the 
number placed with radial coordinate 8$  if 8� > 8$  and 
furthermore, the principle that the distance between adjacent 
UAVs is approximately the same on average is satisfied. 

 

  (a)                                                     (b) 

Fig. 5. Required characteristics of the radial coordinate ρ (a) probability 

density function 4/81 and, (b) cumulative distribution function @/81 

The required form of the cumulative distribution function @/81 in Fig. 5(b) is as follows: 

@/81 =  8$
=$        0 ≤ 8 ≤ = 

(3) 

Now if A = 8$ =$,⁄  A has a continuous uniform probability 
distribution i.e. A~:/0, 11  since its cumulative distribution 

function is linear. Given 8 = =√A, this implies that the radial 
coordinate 8 for each UAV should be chosen so as to be the 
product of = and the square root of a random variable with a 
continuous uniform probability distribution in the range (0,1). 
When this is implemented, the spatial distribution of UAVs is as 
illustrated in Fig. 4(b). Clearly the density of UAVs appears 
consistent across the region of interest. 

In the simulation, the malicious UAV moves through a 
diameter of a circular tracking area. It is logical that the 
malicious UAV should pass through the centre of the tracking 
area, since this is likely to be the location of the target object of 
interest (e.g. an airport) that it is attempting to disrupt. The 

regular circular swarm of surveillance UAVs always has one 
UAV at its centre, therefore the malicious UAV will always be 
detected by at least this centred surveillance UAV. This is a key 
difference with respect to the reference randomly generated 
surveillance UAV swarm, for which it is possible that the 
malicious UAV will not be detected by any of the surveillance 
UAVs as it moves along a diameter. 

For the regular circular swarm of surveillance UAVs, 
different diameters will pass through the detection zones of a 
different number of UAVs in the swarm. Given the malicious 
UAV follows a diameter of the tracking area, the angular 
orientation of the swarm must be randomised relative to the path 
of the malicious UAV in order to ensure a fair comparison with 
the reference randomly generated surveillance UAV swarm. 
This is achieved by rotating the circular swarm through an angle 
randomly drawn from a continuous probability distribution in 
the range /0, 2�1  prior to executing each iteration of the 
simulation, and then averaging the simulations results over all 
iterations. Different angular orientations of the same circular 
swarm are illustrated in Fig. 6. 

 

 

Fig. 6. Different angular orientations of the same regular circular swarm 

comprising � = 37 UAVs 

The parameters of the MATLAB simulation are illustrated 
in Table I. As can be seen, two different tracking strategies are 
considered: 

• reactive tracking only, in which a surveillance UAV 
only moves once it has itself detected the malicious 
UAV, and 

• reactive tracking with predictive pre-positioning, in 
which the first surveillance UAV to detect the malicious 
UAV communicates the estimated speed and bearing of 
the malicious UAV to all other members of the swarm, 
allowing the other surveillance UAVs to predictively 
move into the optimum position to track the malicious 
UAV if and when it enters their vicinity. 

The objective of the tracking is to maximize the time that the 
malicious UAV is within the detection range of at least one 
surveillance UAV from the swarm. Therefore, the simulation 
metric calculated is the proportion of time that the malicious 
UAV is being actively tracked by one or more surveillance 
UAVs while in the tracking area. 
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TABLE I.  SIMULATION PARAMETERS 

Parameter Value 

Simulation step 1m for the malicious UAV 

Number of simulation iterations for 
each set of parameters 

500 

Tracking area shape Circular 

Tracking area size 15km radius 

Number of UAVs in surveillance 
swarm (N) 

Fixed for any one simulation run: 
the following subset of centred 

hexagonal numbers are considered  

1 + 3�/� + 11 456 1 ≤ � ≤ 21 

(7, 19, 37, 61, …, 1261, 1387) 

Initial formation of surveillance 
UAVs in tracking area 

Fixed for any one simulation run 
as either: 

Regular circular: see Section III 

Reference random: see Section IV 

Tracking strategy 

Fixed for any one simulation run 
as either: 

Reactive tracking only 

Reactive tracking and predictive 
pre-positioning 

Surveillance UAV maximum speed 
(u) 

Fixed for any one simulation run 
at 20m/s, 25m/s or 29m/s 

Surveillance UAV direction on 
detecting malicious UAV (θ) θoptimal according to Eq. (1) 

Surveillance UAV direction for 
predictive pre-positioning 

Perpendicular to estimated 
malicious UAV path 

Malicious UAV detection range (r) 100m 

Malicious UAV maximum speed (v) 30m/s  

Malicious UAV path Diameter of tracking area 

Surveillance UAV communication 
range (for predictive pre-
positioning) 

Not limited 

Surveillance UAV communication 
method (for predictive pre-
positioning) 

Flood/Broadcast 

V. RESULTS AND ANALYSIS 

Fig. 7, Fig. 8 and Fig. 9 show the metric of interest, the 
proportion of time that the malicious UAV is directly pursued 
and tracked by at least one surveillance UAV while in the 
tracking area, versus the swarm size in terms of the number of 
surveillance UAVs. The figures represent maximum 
surveillance UAV speeds of u=20m/s, u=25m/s and u=29m/s 
respectively. Compared to the fixed malicious UAV speed of  
v=30m/s, they represent a large, medium and small capability 
mismatch between the surveillance and malicious UAVs 
respectively. All three figures illustrate plots for each 
combination of initial swarm formation (regular circular versus 
reference random) and tracking strategy (reactive tracking only 
versus reactive tracking with predictive pre-positioning). 

 

Fig. 7. Proportion of time malicious UAV is actively tracked against number 
of swarm UAVs for u=20m/s, v=30m/s and different swarm 

formations/tracking strategies

 

 Fig. 8. Proportion of time malicious UAV is actively tracked against number 
of swarm UAVs for u=25m/s, v=30m/s and different swarm 

formations/tracking strategies

 

Fig. 9. Proportion of time malicious UAV is actively tracked against number 
of swarm UAVs for u=29m/s, v=30m/s and different swarm 

formations/tracking strategies 
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It is clear from all three figures that a regular circular swarm 
formation outperforms a reference random swarm formation for 
both tracking strategies i.e. the proportion of time that the 
malicious UAV is directly pursued and tracked by at least one 
surveillance UAV is higher for a regular circular swarm 
formation. The fundamental reason for this is that surveillance 
UAVs may be positioned in close proximity to each other by 
random chance in the reference random swarm formation, 
leaving relatively large voids where there are no surveillance 
UAVs present; hence there is a greater probability that the 
malicious UAV can fly between surveillance UAVs without 
being detected.           

The difference in performance between the regular circular 
and reference random swarm formations is particularly notable 
when examining the plots for reactive tracking with predictive 
pre-positioning with a relatively small swarm size. For example, 
examining Fig. 9, for a small swarm size of � = 37 UAVs, the 
proportion of time the malicious UAV is actively tracked when 
the tracking strategy is predictive pre-positioning is 0.53 for a 
regular circular swarm formation versus 0.14 for the reference 
random formation. This large difference is in some respects due 
to the fact that, with the regular circular initial formation, the 
malicious UAV will always pass through the detection zone of 
at least one surveillance UAV (i.e. the surveillance UAV at the 
centre of the tracking area), whereas this is not guaranteed with 
the reference random initial formation. This difference is clearly 
most significant when the surveillance UAV swarm is relatively 
small – for larger swarms, there is a high probability that the 
malicious  UAV will pass through the detection zone of at least 
one surveillance UAV even for the reference random initial 
formation. 

As discussed in [5], reactive tracking with predictive pre-
positioning outperforms reactive tracking only, particularly 
when the malicious UAV is significantly more capable in terms 
of maximum speed than the surveillance UAVs. This is the case 
even when the reference random initial formation of 
surveillance UAVs is employed. 

VI. CONCLUSIONS AND FUTURE WORK 

This paper has demonstrated that a particular regular circular 
formation of surveillance UAVs has superior tracking 
performance (when tracking a highly capable malicious UAV) 
relative to a reference randomly positioned swarm of the same 
size. This is true for both tracking strategies (reactive tracking 
only and reactive tracking with predictive pre-positioning), but 
particularly when predictive pre-positioning is employed with a 
relatively small number of surveillance UAVs. 

The next challenge is to devise regular initial formations of 
surveillance UAVs that outperform the regular circular 
formation examined in this paper. One proposal is to offset the 
angular orientation of adjacent rings of surveillance UAVs 
relative to each other in order to reduce the size of voids in the 
tracking area.  
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Abstract—One of the most dynamic network is the
Mobile Adhoc (MANET) network. It is a list of numerous
mobile nodes. Dynamic topology and lack of centralization
are the basic characteristics of MANET. MANETs are
prone to many attacks due to these characteristics. One of
the attacks carried out on the network layer is the black-
hole attack. In a black-hole attack, by sending false routing
information, malicious nodes interrupt data transmission.
There are two kinds of attacks involving a black-hole,
single and co-operative. There is one malicious node in
a single black-hole attack that can act as the node with the
highest sequence number. The node source would follow
the direction of the malicious node by taking the right
direction. There is more than one malicious node in the
collaborative black-hole attack. One node receives a packet
and sends it to another malicious node in this attack. It is
very difficult to detect and avoid black-hole attacks.Many
researchers have invented black-hole attack detection and
prevention systems. In this paper, We find a problem in the
existing solution, in which validity bit is used.This paper
also provides a comparative study of many scholars. The
source node is used to detect and prevent black hole attacks
by using a binary partition clustering based algorithm. We
compared the performance of the proposed solution with
existing solution and shown that our solution outperforms
the existing one.

Index Terms—MANET, AODV, Black hole attack, rout-
ing protocols, clustering.

I. INTRODUCTION

MANET is a short term for Mobile Ad-hoc Network.
It is also called wireless adhoc network, an unbroken net-
work of mobile devices connected without using cables
and without any infrastructure setup. Devices can travel
in any direction in a MANET architecture independently
and thus often change their ties with other devices.
Wireless communications, from satellite transmission to
home wireless personal area networks, have increased
exponentially in recent years [1].

The wireless media communicates between a fixed
node and a mobile node within its range. However, a
permanent fixed infrastructure is required. The MANET
system is a different model, however the broadcasting
range of each node is restricted to the closeness of
each other, and out-of-scope nodes are routed through
intermediate nodes. However, the MANET system is
designed to set up a system where necessary [2]. Each
mobile node acts in such a network not only as a host, but
also as the router, transmitting packets to other mobile
nodes in the network that can not be directly wireless
[3].

Fig. 1. Application of MANET in different areas.

One of MANET’s recent applications is a sensor net-
work consisting of several thousand small, low-powered
sensing nodes [4]. Example of MANET implementations
are shown in Figure 1. Security in these areas clearly is
a critical problem. Secure communication is essential in
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any wireless network [5] and [6] to make the system
more trustworthy to the end users.

In MANET several attacks can be performed by the
malicious node that prevents the operation of MANET.
Blackhole attack and Grayhole attack are the most
important attacks that needs to be investigated.In this
paper we investigated the blackhole attack and proposed
a solution to solve the issue.The organization of the
paper is as follows.
In section-II literature survey is done. Section-III
presents the motivation. In section-IV, we present the
solution approach.Section-V discusses the performance
analysis. Section-VI presents the simulation results. Fi-
nally in section-VII, we conclude and discuss the future
work.

II. LITERATURE SURVEY

In paper [7] Ashish Kimar Jain et al. proposed a
method to detect black hole attack through first route
reply mechanism in AODV protocol of MANET.

In paper [8] J. V. Vadavi et al. try to detect the black
hole attack and avoiding them in participating in the
network by enhancing the AODV protocol by making
it delay aware.

Sushama Singh et al. try to enhance the performance
of the AODV protocol by introducing a trusted AODV
routing algorithm (tangent hyperbolic function is used to
calculate the trust value) to detect the collaborative black
hole attack. [9]

In paper [10] Heerendra Mahore et al. focused on
agent based AODV protocol which means some sender
nodes are assigned a task of the agent to check the RREP
coming from the destination nodes to check and avoid
the black hole attack.

In paper [11] Vidya Kumari Saurabh et al. proposed a
clustering based AODV routing protocol in which each
single node of the cluster in ping once to the cluster
head to detect the difference between the data packets
received and sent by the exact node to detect the black
hole attack.

Sathish M. et al. in [12] proposed a method to detect
the single as well as collaborative black hole attack by
sending fake RREQ and Destination Sequence Number
and when receives RREQs from nodes with higher DSN
it will collect them in a list and inform all the other
nodes that these are the malicious nodes.

III. MOTIVATION

The method for the MANET black hole detection,
proposed in [1] says that the validity of the message
RREP is attached and stored on each node of the active

path in an itinerary table. Whenever a route request
is received for a node, the route response message is
created by setting a value for a validity bit in RREP,
whether that route is the target or if it has a legit route.
This RREP will then return to the next hop it got RREQ
from. The proposed route reply message varies from the
basic AODV route reply message in terms of validity.
The RREP message incorporates the validity mechanism.
AODV RREP will have an additional header in a validity
bit.

This new field is used to validate the route validity.
Whenever a Route reply is received from a node, it is
processed only if the RREP ’s validity bit is specified.
Only if the validity bit is set will an entry be made for
this path. As an assailant, this mechanism is not known;
it reacts without looking into its route table. This implies
that the validity bit in the RREP sent by the attacker node
would have a null value. A node with a validity value not
identified will simply drop the RREP without entering
the routing table [13].

The above technique is a great way to detect blackhole
attacks [14], and a negligible overhead would be applied
to the overhead network when a single bit is used in this
strategy to detect attacks. However, if the attacker looks
at the attackers’ routing table and sets the validity value,
and sends RREP to the source, then the source node does
not detect a black-hole attack and sends data packets
to that route assuming that the destination is reached
by this route. The attacker would then drop data to the
destination node without forwarding it.

The abbreviations used in this paper is described in
TABLE IV.

A. Flowchart of Existing Solution

The above Fig.2 is the flowchart of existing solution
from which we drew the motivation. The proposed work
is the method to overcome the limitations of the above
strategy.

IV. SOLUTION APPROACH

In our proposed approach SOURCE node is used for
the detection of black hole attack. After generating a
route request, broadcast it and wait for RREPs. Source
receive RREPs from k1+k2 no. of nodes. After receiving
RREPs from k1+k2 no. of nodes store them in a list [15].

Make two groups of RREPs and store them in the
list using a binary partition clustering algorithm such
as k-means [16] based on destination sequence number.
Then the average destination sequence number(ADS) is
calculated for both the cluster that is (ADS1, ADS2). If
ADS1 is greater than ADS2 and the difference is greater

2
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Fig. 2. Flowchart of existing solution

than a threshold value then cluster-1 may contain a set
of black-hole nodes otherwise source node selects the
best node from cluster-1, check validity bit, if set, send
data [17].

If ADS2 is greater than ADS1 and the difference is
greater than a threshold value then cluster-2 may contain
a set of black-hole nodes otherwise source node select
the best node from cluster-2 and check validity bit if set,
send data through that node.

A. Proposed Method

The source generates RREQ for the establishment of
a path to send data. The explanation of our solution
approach is described as follows.

The source node generates RREQ and broadcast it
through the network and waiting for the RREPs. Source

node after receiving the RREPs from k1+k2 number of
nodes stores it in a list.

The source node makes two groups using a binary
partition clustering algorithm such as k-means [16] based
on destination sequence number. Here cluster-1 and
cluster-2 are having n11, n12... , n1k1 nodes and n21,
n22, n23..., n2k2 nodes respectively we can see it in
TABLE II and TABLE III.

In TABLE II it can be seen that cluster-1 contains
the number of nodes n11 to n1k1 having destination
sequence number ds11 to ds1k1. Similarly in TABLE
III cluster-2 contains the number of nodes n21 to n2k2
having destination sequence number ds22 to ds2k2.

After that average destination sequence number is
calculated for cluster-1 (ads1) and cluster-2 (ads2) by
the equations given below.

ads1 =

∑
i=1

k1ds1ki
k1

(1)

ads2 =

∑
i=1

k2ds2kj
k2

(2)

After calculating the average destination sequence
of cluster-1 and cluster-2, we check for cluster-1. If
the average destination sequence of cluster-1 (ads1) is
greater than the average destination sequence of cluster-
2 (ads2) and their difference i.e. (ads1-ads2) is greater
than a threshold value then cluster-1 is suspicious and
may contain a set of black-hole nodes otherwise source
node selects the best node from cluster-1, check the
validity bit, if set, then send data through the node to
the destination.

Similarly, the average destination sequence of cluster-
1 and cluster-2 is calculated and check for cluster-2. If
the average destination sequence of cluster-2 (ads2) is
greater than the average destination sequence of cluster-
1 (ads1) and their difference i.e. (ads2-ads1) is greater
than a threshold value then cluster-2 is suspicious and
may contain a set of black-hole nodes otherwise source
node selects the best node from cluster-2, then check
the validity bit is set or not, if set, then send data to
destination through the node.

B. Proposed Algorithm

1. Start.
2. Broadcast RREQ (source).
3. Received RREP from k1+k2 nodes.
4. Store it in list.
5. Make 2 clusters using partition clustering
algorithm(based on destination sequence number).

3
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TABLE I
CLUSTER-1 CLUSTER-2 TABLE WITH DESTINATION SEQUENCE

NUMBER

Cluster 1 Cluster 2
n11 n21

n12 n22

n13 n23

n14 n34

TABLE II
CLUSTER-1 TABLE WITH DESTINATION SEQUENCE NUMBER

number of nodes destination sequence number

n11 ds11

n12 ds12

n13 ds13

n14 ds14

n1k1 ds1k1

TABLE III
CLUSTER-2 TABLE WITH DESTINATION SEQUENCE NUMBER

number of nodes destination sequence number

n21 ds21

n22 ds22

n23 ds23

n24 ds24

n2k2 ds2k2

6. Calculate ads1 and ads2 by putting equations-1 and
equations-2
7. If ads1 > ads2 and ((ads1-ads2)>ds-threshold)
Cluster-1 is suspicious
8. Else source select best node, check validity bit and
send data.
9. If ads2>ads1 and ((ads2-ads1)>ds-threshold)
Cluster-2 is suspicious
10. Else goto 8
11. End.

where
ads1= average destination sequence number of cluster-1
ads2= average destination sequence number of cluster-2
ds-threshold= threshold difference of average destination
sequence number.

TABLE IV
ACRONYMS AND THERE MEANING USED IN THIS PAPER

Acronyms meaning

AODV Ad hoc On Demand Distance Vector

MANET Mobile Ad hoc Network

RREP Route Reply

RREQ Route Request

ADS Average Destination Sequence Number

ADS1 Average Destination Sequence Number of cluster-1

ADS2 Average Destination Sequence Number of cluster-2

In step 1 start the algorithm, source broadcast route
request, and in step 3 it received route reply from k1+k2
nodes then store it in a list in step 4.

In step 5 make two clusters using partition clustering
algorithm(based on destination sequence number). then
calculate ads1 and ad2 in step 6. In step 7 it checks If
ads1 > ads2 and ((ads1-ads2)>ds-threshold) then Cluster-
1 is suspicious.

In step-8 else source select best node, check validity
bit and send data. In step 9 If ads2>ads1 and ((ads2-
ads1)>ds-threshold) Cluster-2 is suspicious. In step 10 it
goes to step 9 and in 12 it ends.

C. FLOWCHART

The below Fig. 3 is a flowchart that shows how
a black-hole attack occurs with respect to time. It is
further described with the timing diagram in Fig. 4.

D. TIMING DIAGRAM

The source node wants to send data to the destination
node. In T1 time the source node generates RREQ and
sends the RREQ in the network. Both the attacker and
the destination node received the RREQ.

After receiving RREQ both attacker and destination
send RREP to the source node or from where they
received RREQ. In T2 time the source received RREP
from an attacker and in T3 time receives RREP from the
destination node. The RREP from the attacker having
destination sequence number is higher than the RREP
received from the destination node, source node thinks
that this is the fresh enough route to the destination. So
the source discards the RREP from the destination.

After discarding the RREP from the destination, the
source node sends data to the attacker in T4 time then it
drops all the data packet coming from the source without
forwarding it to the destination.

4
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Fig. 3. Flowchart of proposed solution

V. DISCUSSION AND PERFORMANCE ANALYSIS

In MANET, protection is a major problem. The entire
network can be devastated by attacks. One of them is
the Black-Hole attack [18]. Due to complex network
topology, the location of the malicious node is very
difficult to locate.

In this paper, we have proposed a method for detecting
the black hole attacker using the proposed algorithm
based on binary partition algorithm. In [1], the RREP
message incorporates the validity bit mechanism.This
new field is used to validate the route validity. Whenever
a Route reply is received from a node, it is processed
only if the RREPs validity bit is specified. Only if the
validity bit is set will an entry be made for this path.
As an assailant, this mechanism is not known; it reacts
without looking into its route table. This implies that
the validity bit in the RREP sent by the attacker node

Fig. 4. timing diagram of black-hole attack

would have a null value. If a node receives a validity
value not specified, the RREP can be simply dropped
without entering the routing table.

We found that the above-proposed method is a good
method that detects a black-hole attack. However, there
is a problem, if the attacker will look to its routing table
and set the validity value and send RREP to the source,
then the source node will fail to detect the black-hole
attack and send data packet in that route thinking that
this is the destination path. Then attacker will drop data
without forwarding it to the destination node. According
to our proposed method,the source after generating a
route request broadcast it and wait for RREPs. Source
receive RREPs from k1+k2 no. of nodes. After receiving
RREPs from k1+k2 no. of nodes store them in a list.

Make two groups of RREPs store in the list using
binary partition clustering algorithm based on destina-
tion sequence number. Then we calculate the average
destination sequence number (ADS) of both the clusters
i.e ADS1 and ADS2. If ADS1 is greater than ADS2
and the difference is greater than a threshold value then
cluster-1 may contain set of black hole nodes otherwise
source node select the best node from cluster-1, check

5
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validity bit, if set, send data.
If ADS2 is greater than ADS1 and the difference is

greater than a threshold value then cluster-2 may contain
a set of black-hole nodes otherwise source node select
the best node from cluster-2 and check validity bit if set,
send data through that node.

An example is taken to discuss the proposed solution.
The example is discussed in the following lines.

We take 11 RREPs nodes. Source receiving these 11
RREPs store it in a list. Then source makes two clusters
namely cluster-1 and cluster-2. The cluster table is given
in TABLE V and TABLE VI.

TABLE V
CLUSTER-1 TABLE WITH DESTINATION SEQUENCE NUMBER

Number of nodes | Destination sequence number

1 50

5 40

2 45

8 48

3 46

TABLE VI
CLUSTER-2 TABLE WITH DESTINATION SEQUENCE NUMBER

Number of nodes | Destination sequence number

4 10

6 15

7 14

9 11

10 12

11 13

The method is used to calculate the following
ads1 = 50 + 40 + 45 + 48 + 46/5 = 45.8
ads2 = 10 + 15 + 14 + 11 + 12 + 13/6 = 12.5
ads1− ads2 = 45.8− 12.5 = 33.3

let ds− threshold value is 10.
From the proposed method, it is found that cluster-1

having the highest ads1 values as well as the difference
between ads1 and ads2 is greater than the ds-threshold.
From this, we can know that cluster-1 may contain a set
of black-hole attacker nodes.

So source select the highest sequence number node
from cluster-2 that is node-6 which have destination se-
quence number 15. The source node checks the validity
bit, if it is set then send data through that node. In [1]

TABLE VII
SIMULATION PARAMETERS

Parameters Values
Simulator ns-2.35

Simulation Time 200 seconds
No of Nodes 100

No of attacker 1, 2, 3, 4, 5
Maximum Speed 30 m/s

Protocol AODV
Packet Size 1024 Bytes

Traffic Model TCP

the attacker can easily perform a black-hole attack by
modifying the validity bit. But the proposed method
solves the problem by segregating the attacker nodes
from the normal nodes by using our proposed algorithm.
Hence the sender can detect the attacker nodes easily and
prevent the black-hole attack.

VI. SIMULATION RESULTS

The Proposed solution is simulated using ns-2.35
and compared with Validity bit based approach [1].The
simulation parameters are listed in table-VII. In figure-
5, we plotted the graph of packet delivery ratio and in
figure-6, we plotted the graph of routing overhead with
the increasing no of attacker nodes from 1 to 5. From the
figure-5, It is observed that packet delivery ratio is close
to 1 and then decreases with the increasing no of attacker
nodes but at all the points it is better than the validity
based approach. Similarly in figure-6, it is observed that
the proposed solution gives better result in terms of
routing overhead with increasing no of attackers.

Fig. 5. Packet Delivery ratio Vs No of Attacker Nodes

6

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 321



Fig. 6. Routing Overhead Vs No of Attacker Nodes

VII. CONCLUSION FUTURE DIRECTION

In this paper, we shown that, how the blackhole attack
can be performed in the validity based approach [1] and
proposed a solution for solving the issues. We compared
our proposed method with the validity based approach
and shown a better result using simulation result and
analysis using example. In future we aim to extend
this work for VANET in different scenario and more
simulation and analysis results
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Abstract—For many years, there was a challenge of using 

detecting drivers who operated vehicles under the influence of 

alcohol. Getting tools that were accurate for measuring results 

was a major challenge. However, the innovation of Vehicle 

Breathalyzers assisted in boosting the reduction of Driving 

Under the influence [DUI] of alcohol or drug deaths. The 

existent errors in examining the DUI for drivers were resolved 

through the invention of the Breathalyzer whose capability to 

measure alcohol amounts has always helped to determine 

consuming alcohol amongst individuals. The Breathalyzer is one 

of the essential devices that identify whether a person being 

examined is drunk legal. This is because it provides the 

proportion of alcohol vapors that are exhaled into the air with a 

proportion that illustrates the alcohol content in the blood. The 

current Breathalyzer ignition systems usually require a driver 

to breathe into the device before starting the vehicle. If the 

driver alcohol content is above 0.08 percent blood concentration 

of alcohol, the driver can receive penalties according to the law. 

Studies have shown that the use of Breathalyzer has grown by a 

rate of 15 percent per year since their development. The 

Breathalyzer technology includes data systems which provide a 

recording of both driver and vehicle responses and rapid 

systems for monitoring the alcohol state in the driver. This 

paper provides a description of how these technologies can be 

applied by drivers to enhance safety in driving. This research 

will bring insight into how accidents are associated with drunk-

driving crimes. It contributes also to the researchers who are 

looking for a way to reduce road accidents. Through the data 

collection, analysis, results, and findings, we will get the 

realization that using a breathalyzer to test drivers, especially at 

night will help police to identify drivers who have committed the 

crime easily. 

Keywords— Breathalyzer, Monitoring devices Drinking 

Under Influence (DUI), Blood concentration of alcohol, 

Interlock programs. 

Introduction 

Driving under influence (DUI) was identified as the major 
cause of fatal traffic accidents by the Texas state government. 
However, a solution to detect drunk drivers was always a 
major challenge facing drunk drivers. Every hour, a person 
around the world dies because of alcohol-related driving. For 
many years, technology has played a major role in enhancing 
traffic safety. In many years’ alcohol tests for drunk drivers 
had depended on the testing of urine and blood among the 

drivers. However, many state laws found these laws to be 
ineffective in providing sufficient outcomes, especially for 
drunk drivers. Current evolutions have led to the development 
of chemical testing methods that are ineffective among the 
drivers. However, the recent growth of these laws has led to 
the advancement of systems that can control drunk driving 
while at the same time providing sufficient measures that can 
control impaired drivers [1]. The present research examines 
the need for using alcohol Breathalyzers in curbing driving 
under the influence (DUI).  Past studies have shown that 
drinking under the influence is the major cause of death on the 
roads. However, the installation of Breathalyzers of curbing 
DUI offenders has reduced accidents by 15 percent. This 
shows that the reduction of alcohol-related deaths can be 
achieved using these Breathalyzers whose focus is to stop the 
vehicle once it has detected that the driver has been under 
alcohol impairment. Most of the current vehicles have shown 
the existence of mandatory ignition interlock systems with the 
capacity to control alcohol-related crashes. The reduction of 
mandatory air bag laws and the 21-year minimum drinking 
age has been a major factor that has been identified for the 
reduction of alcohol consumption. [2]. The advancement in 
technology has a significant impact on the consolidation of 
rules versus DUI of alcohol and drugs. The evolution of 
Breathalyzer by Birkenstein is one of the most distinguished 
progression that have assisted to suppress DUI. This is 
because the Breathalyzer technology comprises a GPS that 
manages the driving and the position of the driver. 
Breathalyzers provide a real test of an intoxicated individual. 
The vehicles also connect to the GPS that would allow law 
enforcement officials to detect any suspected driver [3]. 

         The major goal of this research work was to inspect 
Breathalyzer ignition devices and their efficiency to minimize 
alcohol intoxication between drivers. The selected studies in 
this paper investigated the performance of the Breathalyzer 
interlock programs on discontinuing drunk driving. The 
research studies utilized assistance to offer adequate results of 
the program through the selected individuals. The outcomes 
of the studies demonstrated that the use of Breathalyzer 
programs in stopping alcohol-linked deaths were 
considerable. However, the former testing of these 
technologies presented their efficiency in ensuring that 
alcohol-linked deaths have been reduced, it's evident that the 
quick advancement of these programs would help to improve 
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road safety in the future. This paper helps to outline that the 
developments in the interlock programs would play a main 
role in the special DUI courts in the monitoring of the vehicles 
with drunk drivers [4]. The remainder of the paper includes 
research significance, followed by a literature review which 
analyzed the approaches to the advancement of the road safety 
linked with drunk driving. It has been inclusively elucidated 
that the use of interlock systems, remarkably reduced the 
numbers of accidents. The methodology section concerned the 
estimation of data since the installation of Breathalyzer 
technologies as well as the sufficient analysis of the data to 
ensure that the control of death was efficient. The data and 
results section demonstrated that the use of Breathalyzers was 
effective in managing deaths related to DUI. The discussion 
section covered in-depth analysis of the gathered data 
associated with the research. The conclusions comprised a 
summary of the findings and recommendations.  

I. RESEARCH SIGNIFICANCE 

The significance of this research is that the results of data 
analysis of this research will be helpful to identify ways that 
drunk-driving crime can be controlled. This research also 
helps to bring an insight cover of the previous method that had 
been implemented but not effected. It also outlines the 
weakness of the previous methods, to create an idea of how 
engineers and medical practitioners could come up with a 
device that will assist the policemen in the day-to-day 
management of drunk trafficking. This research also will 
create a good foundation for future researchers who would like 
to make an invention on automatic machines or vehicles that 
raise a siren when the driver is drunk.  

II. LITERATURE REVIEW 

According to the United States Government 
Accountability officer in 2015, only 20 percent of drivers 
chose to use Breathalyzer. While the installation of the 
Breathalyzer is relatively cheap, it is evident that most 
individuals do not install it due to the interlock system that 
prevents individuals from using their vehicles, especially 
when drunk. Sufficient evidence conducted by the Boston 
State University in 2017 has shown that there is an increasing 
number of individuals who have installed the Breathalyzer in 
their vehicles. The focus is to comply with the laws [5]. Close 
monitoring of the effectiveness of the Breathalyzer interlock 
programs has shown that there is an increase of 65% in 
recidivism benefit during the period. This shows that 
monitoring of vehicles can be a major way that would help to 
control drunk driving in the United States and all over the 
world. While the installation of these devices has not been 
enforced by all states, it is evident that the increased 
installation of these devices has helped to curb the issue of 
drunk related driving in the country.  

There is a need to identify measures that can be adopted to 
ensure that these systems are not used as punitive measures 
among individuals to control drunk related driving in the 
country. There is a need for the implementation of programs 
that would ensure that impaired driving has been reduced in 
the country. The installation of alcohol detection systems 
would pave way for improved management of road safety. 
Innovative ways to support the expansion of these programs 
would also help to control any alcohol-impaired driving in the 
country [6]. Figure 1 is a graphical representation of how 
Breathalyzers can be used in the detection of alcohol 

concentration in the blood. The importance of this graph is to 
show that the use of breathalyzers has helped to prevent any 
existence of alcohol-related crashes. This relationship also 
shows that the detection of alcohol consumption is greatly 
reduced beyond the 6 second blow time [7].   

 

Figure. 1. Breath alcohol concentration as a function of exhalation 
time 

 

The present study describes how these new electronic 
technologies can enhance safety on our roads. The first 
application of Breathalyzer technology by the Department of 
Transportation provided a solution to the prevalent concerns 
associated with license suspension, while at the same time 
protecting the public against the DUI offenders as 
representative to other drivers. The suspension and revocation 
of licenses through individuals who had repeated offenses 
help to curb the deaths associated with DUI [8]. According to 
Lebow, the main elements of the Breathalyzer technology are 
the interlock system, alcohol sensors, and an ignition 
sequence. The other functions of the program entail rolling 
retests, circumvention prevention, and the interlock 
categories. These systems help in the control of how this 
technology is used on the roads. The use of these technologies 
helps to monitor driving and controls the use of programs that 
control driving. The system contains technologies that ensure 
an adequate monitoring of the driver’s breath on a 24.7 basis 
[9].  

The use of the GPS systems is to provide sensor 
advancements that would control the use of these 
technologies, hence preventing offenders from increased 
consumption of alcohol. Providing improved abstinence from 
alcohol is one of the major objectives associated with 
Breathalyzer technologies. The current use of continuous 
monitoring of vehicles using these systems has provided an 
alternative that would help to ensure that drunk driving has not 
been implemented in the country. The utilizations of these 
systems have provided a better alternative that would ensure 
that these systems have helped detect drinking habits in the 
population. Currently, there are more than 36 states that 
require the use of devices to help control DUI. Most of these 
laws are worse, especially for the offenders who have been 
found to have been culpable for any DUI offense. Repeat 
offenders are also found to have major cases related to drunk 
driving. Installation of ignition interlock has not been a 
mandatory practice in the country [10]. Numerous Studies 
have exhibited that the assessment of interlocking 
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technologies such as Breathalyzers has become difficult over 
the years. Programs for assessing these technologies have not 
been established. However, data logger technology offers an 
effective program for managing the systems to guarantee that 
their performance has been identified. The effectiveness of 
these systems requires to be identified. Lockouts require to be 
specified for providing screening devices for the identification 
of drivers at high risk due to impaired driving [11]. State 
legislatures should identify means for managing any driving 
behaviors to determine a basis for the accomplishment of 
technologies that have been modified for the improvement of 
interlock experiences [12]. Statistics performed by the Federal 
Transport Department have demonstrated that car crashes that 
include the use of alcohol usually approaches 35% of all 
vehicle fatalities on the roads. This results in more than 10,000 
individuals who die on the roads every year. Based on research 
carried out by the National Highway Traffic and Safety 
administration, more than one million driving convictions 
have taken place each year due to alcohol-related 
consumption. There is a need to undertake measures to ensure 
that these levels of alcohol consumption have been reduced on 
the roads. The present laws do not provide adequate 
prevention measures. However, the contrivance of alcohol 
breathalyzer offers a satisfactory measure as an interlock law 
that assists to guarantee that individual fatalities on the roads 
have been reduced [13].  

In 2017, a study conducted by the National Safety Council 
indicated that the use of interlock systems was one of the most 
innovative ways to the reduction of road accidents. This was 
one of the measures that could be adopted to ensure that there 
were no road crashes that could affect individuals on the roads. 
The study indicated that the sufficient use of the roads with 
adequate ignition systems could play a major role that would 
ensure that road accident never occurred on the roads [14]. 
While the existing policies and interlock laws have helped to 
reduce drunk driving, few measures have been established to 
ensure that drunk driving has been controlled. There is a need 
for the establishment of policies that provide control for drunk 
driving to enhance road safety. These measures would be 
effective in ensuring that public health conversations can be 
enhanced without any fear of road crashes [15]. There is also 
a need for policy measures to ensure that public health 
engagements have involved the use of roads. Reforms of the 
interlock laws in all states should be carried out to ensure that 
public health conversations have been established. These 
policies would help to provide a comprehensive approach to 
driving.  The alcohol culture in many states needs to be 
identified and reduced to ensure that the establishment of 
safety in driving has been enhanced. The establishment of 
these laws that help to curb drunk driving is one of the 
measures that can be established to improve road safety 
among the users [16].  

There is a shred of strong evidence that shows the 
consistent use of alcohol breathalyzers for road users can 
enhance road safety. The drivers who have been advised to use 
interlocks are individuals who have been previously convicted 
of engaging in alcohol usage. There is a need to establish 
sufficient measures among road users that would help to curb 
and control the use of vehicles while under the influence of 
alcohol [17]. The adoption of these measures would provide a 
piece of strong evidence that indicates the need for road users 
to ensure that they have used sufficient interlock systems that 
would help them to control their alcohol use. These measures 
would provide adequate safety that would guide road users 

and ensure that there is immediate feedback when it comes to 
the consumption of alcohol among the road users. This would 
also help to advance road safety while at the same time 
improving appropriate alcohol consumption. The 
implementation of the ignition interlock system is one of the 
ways that can be used to ensure that the circumvention and 
data collection among road users has been enhanced. The 
durability and compliance among road users are one of the 
most important measures that can be used among road users 
to enhance road safety while at the same time increasing the 
ability to control alcohol usage among users on the roads [18]. 

          The present research paper incorporates the 
approaches to the enhancements of the road safety associated 
with the drunk driving. There are many commitments that 
have been achieved in this work. It has been comprehensively 
demonstrated that the use of the interlock system significantly 
reduced the figures of road accidents. The rationale behind 
such an advancement on the road safety is the road transport 
department implementing the policy on the utilization of the 
Breathalyzer technologies. The legislation of the penalties for 
any driver who violate any of the road safety provisions 
improved the road safety across various states. Eventually, the 
results of the data analysis show a positive relation between 
the adoption of the breathalyzer interlock systems and the 
reduction in the number of road accidents across various 
states.  

III. METHODS 

            This study identified both fatal and non-fatal 
injuries related to the DUI vehicle crashes from the National 
Automotive Sampling Systems General estimates data sets 
from 2015 to 2019. Similar reports were also obtained from 
the Fatality Analysis, Reporting systems in the same period. 
The estimation of data from the installation of the 
Breathalyzer technology was also identified. This estimate 
was also compared with the proportion of alcohol-related 
crashes. [19]. The number of deaths that were preventable 
because of the implementation of the system was also 
identified. The focus was to ensure that in the years during the 
installation the Breathalyzers helped to control the number of 
crashes that occurred as a result. The analysis also assumed 
that the economic savings and the lives that were saved during 
a similar period. The data were sufficiently analyzed to ensure 
that control of deaths was efficient. The device's effectiveness 
in the control of accidents was also identified to ensure that no 
deaths occurred as a result.  

Probability sampling of 100 vehicles in which installed a 
Breathalyzer was used were compared with normal vehicles 
that did not employ the gadgets. The participants came from 
different states. Descriptive correlations were used to test and 
retest of all breathalyzes with 0.000 readings. The aim was to 
ensure that the correct readings were identified to measure the 
accuracy of the systems in measuring alcohol consumption. 
The participants in this research were approached to ensure 
that they had carried out a Breathalyzer test. Every participant 
had been requested to provide accuracy in their reading to 
ensure that correct feedback had been provided for the 
research purposes [20]. 

IV. RESULTS 

From the results and findings, breathalyzer program is 
effective on installation on vehicles. Having done some 
analysis, the risk occur was 0.36 having 95% intervals of 0.2 
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and 0.63. Additionally, the program had been supported by 
controlled trials having the same test proofed that the 
installation of the breathalyzer on vehicles have helped to 
reduce the number of accidents caused by drunk drivers. The 
results also indicated that the use of Breathalyzers was 
effective in controlling deaths because of DUI. Having 
implemented this, with an alcohol limit of 0.08, it has 
significantly reduced the number of road accidents. [21]. 
From the results, a significant difference was identified. This 
was avoided by using correlations. Additionally, the large 
samples from different states were examined to give support 
to the results. Physical behavior of the alcoholic persons was 
also recorded to help me identify the real drunk driver. The 
participant reading   using the One-way analysis of Variance 
(ANOVA) would be employed through this study to give 
samples. This contributed in coming up with a different in the 
collected samples. A 95% RCI difference would also be used 
as an efficient measure for the analysis of the research to 
accurately identify the samples. The identified absolute mean 
for the Breathalyzers was F (3, 115) = 0.35, p = 0.79.  

The results of testing the Breathalyzer on its reduction of 
accidents related to DUI as follows. Figure II shows that the 
installations of Breathalyzer have a significant impact on the 
reduction of DUI offenders in the United States. The circled 
part shows the 5-month period on which the Breathalyzers 
interlock systems have been relicensed. The devices did not 
show any errors in the recording as there was more than a 15 
percent indicated that drivers have been tested before they 
had driven their vehicles [22]. Table 1 showed the cumulative 
results of deaths associated with a DUI. Additionally, the 
number of records of captured drivers has been recorded 
which typically shows the trends on how the number of 
culprits is significantly reduced. Table 2 represented the 
record just from the last 12 months of the year 2020. 
 

 

Figure 2. Cumulative percent recidivating as a function of years 
since install date. 

 
 
 
 
 
 
 
 
 

 
 

TABLE 1. Percentage Rate of Accidents Caused by DUI for Last 3 
Years 

 

The percentage rate of Accidents Caused by DUI Per year 

 

Months   2010 2015 2020 

 
January   88% 74% 34% 
February   83% 62% 42% 
March        85% 80% 33% 
April   82% 71% 32% 
May   71% 62% 27% 
June   73% 59% 48% 
July   87% 54% 32% 
August   76% 73% 23% 
September 89% 74% 21% 
October   76% 63% 43% 
November 80% 65% 12% 

                        December  92%      77%          33% 

 
TABLE 2. Blood Alcohol content (BAC) 

 
 
TABLE 3. Percentage Number of Drunk Drivers per 100 Heads in 

the Year 2020 

Months 

 

Percentage Number of Drunk drivers per 

100 head                 

in the year 2020 

` Low      High 

January 
February 
March 
April 
May 
June 
July 
August 
September 
October 
November 
December 

      20%                 80% 
      22%                 78% 

  48%                 62% 
  50%                 50% 
  52%                 58% 
   40%            60% 
  66%                 34% 
  72%                 28% 

      78%                 22% 
      82%                 18% 
      90%                 10% 
      91%                  9% 

V. DISCUSSION 

 The Breathalyzers have been designed to utilize the three 
technologies. These three technologies include 
semiconductor oxide sensor, an infrared spectrometer, and a 
fuel cell sensor. By using this technology, it facilitates the 
identification of alcohol in the blood. Normally called Blood 
Alcohol Content (BAC). The in-car Breathalyzer device can 
be described as ignition interlock systems whose focus is to 
measure the alcohol level in the breath hence preventing 
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people from starting their vehicles. The alcohol content is 
measured from the breath through the breath alcohol 
concentration. The installation of the Breathalyzer is required 
to be used in law, especially by people who have been 
convicted of engaging in drunk driving. In many cases, the 
installation of these devices helps to ensure that driving 
privileges have been gained by individuals. The interlocks 
care of these devices helps to ensure that the driver has been 
efficiently controlled. This is due to the focus on the 
implementation of the systems on vehicles. It's clear that the 
interlock system data provide storage for the data and driving 
experience and locks the vehicle when the driver has been 
detected to have been drunk. The restriction on the driving 
experience of an individual is controlled through the reduced 
driving because of the use of the system for a long. 
Table I indicated that the data collected show that in 2010, 
there was a greater number of a road accident caused by drunk 
drivers. We see the percentage generally is above 80%. As 
compared to 2015 where the number of accidents caused by 
DUI reduced. Comparing with 2020, the percentage rate had 
drastically reduced. This is because the introduction of 
Breathalyzers helps to control the number of drunk drivers on 
the road. For that year only we can see that the percentage 
rate is reduced from January to December where we had a 
slight high. This is for the fact that December has got holidays 
which, well, most of the people go out for fun. The gathered 
data presented in Table II clarify the percentage number of 
drunk drivers who linked to a low or high number of alcohols 
in their blood. Classified records were used for the year 2020.  
The registered data demonstrated that the driver’s numbers 
with a high percentage of alcohol was high at the beginning. 
Subsequently, the numbers start to decrease with time. This 
happened because the drastic rules and regulations of the 
government may be established. Furthermore, moving 
towards the end of the year, the number of drunk drivers with 
a high amount of alcohol became lower. This is associated 
with the fact that most of the drivers had known that the 
Breathalyzer tool can give a clear evidence of the level of 
alcohol that the driver has taken. Any driving behavior that 
has been detected to have been unreasonable is always 
detected by the law enforcement agency. This is because the 
system also contains a GPS installed on it that can provide 
accurate location of the vehicle on a real-time basis. The 
improvements in safety behavior, especially in driving are 
also enhanced hence improving the driving experience for the 
drivers. DUI offenders have been forced by the government 
to use this system to control the driving experience on the 
roads. This helps to ensure that the driving among the road 
users has been controlled [23]. 

Over the years, the high cost of incarceration has 
contributed to the replacement of jail with monitoring 
programs. Breathalyzers have been identified as one of the 
most efficient systems that can be used to control the driving 
behaviors of major road users. This is because the technology 
contains an emphasis on the management of controlling 
electronic devices that are used by the drivers on the roads. 
There is a need for using interlocks that help to control any 
consumption habits among users on the roads. The interlocks 
provide efficient ways of managing these road users while at 
the same time providing consumption adjustments on the 
roads. These systems are efficient in providing control of the 

usage of the programs while at the same time providing 
sufficient measures for an advisory to the road users. To 
operate a car that has been installed with the Breathalyzer 
interlock system, the driver is required to provide a breath 
specimen. The alcohol concentration level is then monitored, 
which makes it easy to detect, especially if the road user has 
engaged in intoxicated levels of consumption. The use of 
random retests is also a requirement that should be identified 
and monitored early enough to ensure that road users have 
effectively been tested on their alcohol consumption levels.  
Studies have shown that the Breathalyzer often reacts to the 
potassium solution which turns green with the slightest 
detection of alcohol that is expelled in the air. The ability of 
this device to detect alcohol through chemical reaction is one 
that makes it an efficient system. Most of the available 
breathalyzes have a fuel cell sensor, semi conduct oxide 
sensor, and an infrared spectrometer. Most of the available 
fuel testers have a high degree of sensitivity and high 
accuracy for handheld and portable systems. Initially, drivers 
had tested for alcohol impairment through the roadside 
screening device. However, the development of the 
Breathalyzer has helped to provide real-time positive testing 
that helps to provide the identification of the motorists who 
have engaged in alcohol consumption over time. [24]  
 Breathalyzer devices are used for evidential breath 
testing to increase ethanol consumption. The accuracy of the 
device often depends on the breath being taken deep from the 
lungs. This means that the use of this device is not 100% 
guaranteed to identify a low concentration of ethanol 
consumption. However, increased testing using the device 
has proven that it is easy to identify alcohol consumption 
when an individual has taken too much to become impaired 
to drive. Figure 3 demonstrates that the breath alcohol 
concentration and how it is identified by a person who has 
consumed too much alcohol. According to the graph, 
individuals who have consumed large quantities of alcohol 
end up being detected earlier. However, less consumption is 
not identified using the Breathalyzer [25]. 
 

 
 

Figure 3. The breath alcohol concentration as a function of blood 
alcohol 

 
The studies have indicated that road users are not 

fully informed about their transportation behaviors, 
especially how they should drive their vehicles. There is a 
need for educating the driver's on-road behavior to control 
any existing road accidents. Also, there is a need for 
established inspections that would be conducted periodically 
to ensure that vehicles do not endanger road users. There is 
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also a need to have collision information to control the 
behavior of road users and ensure that transport information 
has been kept. This would increase the behavior of the road 
users and ensure that no accidents occur on the roads. 
Penalties for individuals who do not install the vehicle 
ignition systems should be established to ensure that road 
users have adequate systems that can be used to improve road 
safety. This would improve the transportation of vehicles 
while at the same time enhancing road control measures. 
 There is a need to have zero tolerance on drugs and 
alcohol especially when driving. The absolute adherence to 
road safety rules will ensure that a better driving experience 
has been established on the roads. This would also reduce the 
level of deaths and crashes that occur on the roads. The 
adoption of the present policies and laws on the roads will 
improve the statistics of road users. Since the statistics show 
that Breathalyzers can help, enforcement officials need to 
ensure that safety measures have been adopted hence improve 
road safety. This would be one of the measures that would 
help to ensure that road safety has been improved while that 
the same time ensuring that the culture of road measures and 
accident reduction strategies have been improved on the 
roads [26]. The advancement of the Breathalyzer needs some 
software code design with the communication. The software 
codes should be capable of giving a judge without human 
interference. The associated coded software should be 
integrated with the device. The software codes have a logic 
provided that, if the out-breath  or the bloodstream of a drunk 
person comprises some alcohol, the software code can be 
designed to highlight a red alarm and indicate on the screen 
that the driver is drunk. Such software can make the 
Breathalyzer authoritative to be adopted as a control and 
judge tool for this purpose. Moreover, this software can be 
designed to give an alarm signal to the police department 
indicating that there is a drunk driver. Figure 4 is a 
diagrammatic representation of the Breathalyzer. 

 
Figure 4. Diagrammatic representation of the Breathalyzer. 

VI. CONCLUSIONS 

To sum it up, while alcohol Breathalyzer work to reduce 
deaths associated with drunk driving, abstinence from drugs 
before driving is the only key to safe driving. The high costs 
of incarceration in the country have led to the implementation 
of DUI courts whose focus is to control drunk related 
offenses. The courts have established models and programs 
whose benefit is to enhance monitoring and treatment of 
drunk related offenses. When successful, these systems can 
help provide low cost to the government for the incarceration 
of offenders. The development of vehicle interlock programs 

can also provide sufficient management of alcohol 
consumption among drivers. The use of Breathalyzer 
technique will assist to minimize detention times, license 
suspension, and even reduction of fines among the users. The 
reduction of correction programs among the users is also 
another advancement that would be adopted, especially when 
the new systems have been implemented. Courts will also 
have more options for enhancing interlock programs while at 
the same time enhancing the confinement efforts for users. 
Since studies have shown that the Breathalyzer system has 
been effective in the control of drunk driving, measures 
should be established to ensure that there is improved 
durability, compliance, and also participation rates that 
improve the use of these systems to avoid the punishment of 
offenders.  
 

VII. LIMITATIONS OF THE STUDY 

This study has been limited due to the reduced nature of 
the samples selected. There was a need to conduct more data 
that could have helped to provide sufficient analysis of the 
study. This could have led to an increased examination of the 
study while at the same time enhancing the credibility of the 
findings. The selected sample size also contained limited data 
access, hence leading to insufficient sizes that could be used 
for efficient statistical measures. The use of a small sample 
size increased the margin of error in the research. For this 
reason, there was a need to increase the sample size to provide 
accurate representation of the statistical measures that were 
used in this research. This would have enhanced the outcomes 
of the research while at the same time providing more reliable 
information that could be used in the analysis. Moreover, this 
could have presented the researchers with better research 
outcomes that would have helped to provide sufficient data 
analysis [27]. 

Time constraints in also conducting this research were also 
minimized because of the existing data examination. The 
increased conflicts in personal bias and cultural issues were 
also major factors that limited the undertaking of the study, 
hence having negative outcomes on the consistency of the 
findings. Certain perspectives and phenomena in this 
research were required to provide a sufficient examination of 
the results, thus providing reliable information that would be 
used in the research process. One of the main limiting factors 
in this study was the lack of sufficient resources from the 
ministry of transportation to provide accurate and reliable 
results. The study could have increased its sample size and 
even used a more accurate methodology if the existing 
resources were sufficient. There was a need to provide 
transparency and honesty as a statistical measure to provide 
sufficient findings that could have been used by the ministry 
in the process [28]. 
 

VIII.     RECOMMENDATIONS 
 

The US Department of Transportation should adopt 
the Breathalyzer project and offer the required resources for 
its development to secure and enhance the road safety. The 
outcomes of the current research study have demonstrated 
that prohibiting every drunken driver from igniting his 
vehicle based on the interlock laws can considerably prevent 
car accidents and subsequent rescue peoples’ lives.  The 
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establishment of the ignition policies on vehicles, can save 
greater than 15% of the lives, hence enhancing the road 
safety. Constructing of interlock programs and innovative 
measures to stop these vehicles can act as an adequate 
measure that can assist in managing road accidents while 
simultaneously providing innovative technologies for 
stopping road accidents [29]. State governments need to 
adopt sufficient measures for reducing car crashes on the 
roads through the adoption of policies that can help to curb 
road accidents. This can be achieved by providing a 
sensitivity and awareness of the breathalyzers and how they 
have helped to curb road accidents. This would be an efficient 
measure that can guide road users and give them an accurate 
understanding. One of the challenges that are faced on the 
roads. The adoption of sensible measures could provide an 
accurate understanding of the roads and how they pose 
danger to many users. Only interlock systems, vehicles 
should be allowed on the roads. This would make the vehicles 
more efficient for road users, as a result stop the road 
accidents that occur on a routine basis. Also, the limitation of 
driving while using cell phones should be identified as one of 
the measures that can be used to eliminate car crashes and 
enhance road safety [30]. 
 The need for road safety needs to be established 
efficiently through the creation of a road safety culture. The 
focus is to ensure that organizations have adopted measures 
for road accident reduction. These measures would be 
efficient in providing employees with realistic measures and 
schedules that can help to provide road safety. A culture of 
road safety is one of the measures that need to be adopted to 
ensure that road users do not engage in activities that can 
threaten their safety controls. Apart from alcohol drinking, 
there is also a need for assessing driver's skills regularly with 
a need for checking and examining their driving behavior. 
This is an efficient measure that can help to improve the 
experience of a driver on the road, thus preventing them from 
engaging in behaviors that can contribute to road accidents 
[30]. 
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Abstract— Nowadays, fossil fuel exhaustion is one of the 

significant environmental issues. Hence, the existing power 

system of Renewable Distributed Generations (RDG) is used to 

overcome this issue. The proper planning must be implemented 

to allocate the separate sources in the network of distribution 

areas. This paper proposed an optimal placement and sizing of 

Distributed Generation (DG) with an improved flower 

pollination algorithm (IFPA). This paper aims to find the 

optimal location and sizing of the Distributed Generations (DG). 

The objective of power loss minimization is considered with 

some constraints like power balance equations, voltage limits, 

DG sizing limits, and thermal limits are being done in this 

research. This proposed technique is evaluated on the practical 

Indian 52 bus system. The results of the optimal Distributed 

Generation location and sizing are obtained with the help of 

IFPA. Therefore, the percentage of loss reduction through IFPA 

is comparatively higher than the FPA and the chaotic FPA. 

Keywords— Distributed Generation (DG), Optimal placement 

and sizing, Improved Flower Pollination Algorithm, Power loss 

reduction, Practical Indian-52 bus system 

I. INTRODUCTION  

Due to the fast growth of industries and population, there is a 
demand for electricity for the customers. Hence, 13% of the total 
generated power is wasted in distribution as line losses. The 
inductive loads are sustained mainly by the distribution network 
(DN). It sometimes gave poor power factor, voltage sag, and high 
system loss. Distributed Generation (DG) is installed to solve and 
overcome these problems, a possible solution [1]. The DN is the one 
portion of the entire system. It would join the transmission system of 
high voltage to consumers of low voltage. When the level of the 
target is at 7.5%, then the distribution loss is 15.5%. 

Therefore, proper planning must be done for the DN of the 
primary and the second part. In the primary and the secondary 
distribution sectors, the total losses obtained were 70%, and the 
remaining 30% losses are obtained in the transmission and the sub-
transmission lines. The Distribution Networks of the conventional 
arrangements are modified by the different sizes and formations 
established by the rapidly developed DG [2]. Its integrity result from 
the challenges provided from the technical and the economic 
perspectives. For ensuring the DN performance, optimal planning is 
pointing out the supreme importance.  This DG encountered the 
stability of voltage, reliability, reduction of power loss, profitability, 
and the quality of power [3]. The losses can be minimized by 
installing the DG units at the proper positions. In remote areas, 
distributed generation plants such as wind turbines and photovoltaic 
(PV) energy are placed. The operating system required thorough 
integration into the distribution network and transmission network. 
This DG’s motive is to reduce the cost, greenhouse gas emission, and 
losses by integrating all types of generation plants. To improve the 
stability, voltage, and power factor, DG is used. Thus, in DN, the DG 
sizing and its locations are playing a significant role. The DG means 
the electricity generation from the small-scale region to load centers. 
When the network had an expansion like the Distributed Generation, 
it took care of the areas of the new loads. Solar and wind are the 
most predominant renewable DG, which is eco-friendly in nature.  

 

Depending upon the generation of the power, the DG is 
classified as, 

 Type 1: the system injected only the actual power 

 Type 2: the system had both the reactive and the real 

power 

 Type 3: the system injected only the reactive power. 

 Type 4: the system injected the real power but also 

absorbed the power, which is reactive. 

The allocation of the optimal DG is an essential job in the whole 
system. If the DG is installed in a non-optimal location, it provides 
high system loss and voltage instability [4]. Finally, the results were 
provided the high operating cost. To increase efficiency and therefore 
get higher benefits, there would be an optimal allocation of DG to be 
obtained. Many research works are entitled to finding the optimal 
location and sizing the DGs. The Resistance/Reactance ratio (R/X) 
must be high in the Radial Distribution Network (RDN). Most 
published articles are found to work based on reduction in power loss 
during the location and sizing of Distributed Generations [5] for 
standard test systems of IEEE.  This article proposed a new, improved 
Flower Pollination Algorithm for the allocation and sizing of DG. 
This research is evaluated with a real-time system such as the 
practical Indian 52 bus system. 

II. LITERATURE REVIEW 

The optimal operations of the Distributed Generations have been 

rendered by Ant Colony Search Algorithm (ACSA) method. The 

problem of placement of the optimal capacitor and the optimal 

feeder’s reconfiguration is solved using the ACSA method [6]. The 

Cloud Mutation Flower Pollination algorithm is proposed for the 

problem of continuous optimization. In the optimization of the 

global zone, it added information in all the dimensions [7]. For the 

multi-objective findings like improvement in voltage profile, 

minimization in power loss, and operating cost, the Whale 

Optimization Algorithm (WOA) is proposed. It is evaluated in the 

32-bus and 69-bus systems [8] [9] [10]. The Distributed Power 

Generation is used for the conversion of the power and the 

technology control. Here, the impacts are examined, and the 

connection strategies are enhanced [11]. The various DG 

performances are analyzed, and the advantages of those DG are 

increased [12]. The Combined Loss Sensitivity is proposed to find 

the location and size [13]—the Fuzzy-FPA (FFPA), a hybrid phase 

swapping algorithm. The deviation of the phase current is minimized 

here. Optimization of the fitness value is calculated [14]. The 

particle swarm optimization strategy is proposed with the hybrid 

genetic algorithm. For DG allocation, this algorithm is presented. It 

includes position, capacity, and number. Also, it identifies the 

required total power [15]. The main objective is to minimize the 

losses. To reduce the power losses, the DG addition is very effective 

[16]. To achieve less oscillation and maximum power, the 

conventional method is used [17]. The Flower Pollination Algorithm 

is proposed for the modeling and simulation of the MPPT SEPIC-

BUCK converter series. For quickly finding the maximum power 
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point, this technique is proposed [18]. For the DG allocation, the 

Flower Pollination Algorithm is proposed, and the minimization of 

the total power loss was done. Hence the voltage of the system bus 

is improved. It is done with the help of MATLAB software [19]. The 

modified Flower Pollination Algorithm is used for the allocation and 

minimization of losses. By the DER unit allocation, the MFPA 

validation has been done [20]. The Chaos-FPA (CFPA) has been 

entitled to the DG placement problem. The equations of the Gauss 

map chaotic variable have been altered. The main aim is to increase 

the aggregator profit [21]. A non-linear nature of generation has 

been handled with the secured operation. The adaptability could be 

gained through chaotic variables [22]. The DG capacity is used for 

solving the problem of congestion management. The normalized 

weights have been used for converting the function of multi-

objective into a single objective problem [23]. To control the speed 

of the BLDC motor, the FPA is proposed. The comparison has been 

made with the Ziegler-Nicholas method’s help, which is 

conventional [24]. To reduce power loss and capacity of optimal 

DG, the method of FPA is being used. The photovoltaic DG is 

implemented [25]. For the dispatching of emission and the optimal 

load, the FPA and the hybrid Fuzzy were proposed. For optimum 

levels with the emission and economical combination, the FFPA 

method has been utilized [26]. In RDNs, the allocation of DG is 

solved with a chaotic symbiotic organism search algorithm. Also, 

Moth Flame Optimization is used for the allocation of PV-DG [27] 

[28]. 

The Improved single and Multi Harris Hawks Optimization 

Algorithms have been proposed to allocate and size DG. The main 

aim is to reduce the voltage deviation, total power loss and increase 

the voltage stability index [29] [30]. The comparison of Perturb & 

Observe, Modified Particle Swam Optimization, and FPA is made. 

For the reduction of the ripple current, the SEPIC converter is 

presented [31].  The allocation of the optimal capacitor is brought 

out with the help of FPA. The load flow analysis gives the power 

loss and flows with data structures’ help [32]. Artificial Intelligence 

techniques have dominated the Distributed Energy Generation. To 

maximize the optimum operation schedule and reliability is the main 

objective, and to improve the operational efficiency, developments 

are being done [33]. 

III. PROBLEM FORMULATION 

To allocate the proper Distributed Generations, more concern 

needs to be taken in the DN. The power loss minimization with 

optimal solar and wind DG allocation in RDN is the main objective 

in this paper. The various constraints in the distributed network need 

to satisfy the objective functions. 

A. Objective Function 

a)  Minimization of Power Loss: When solar and wind 

DGs of the RDN are considered, the primary objective is its 

optimal location through power loss minimization. It is given 

in Eqn 1. 

������� = ∑ |��|��
��
���                                       (1) 

 

Where, ��, �� are the resistance, ���  branch of the current 

magnitude, and the number of branches is denoted by nb.  

b) Constraints: The various constraints in the DN need to 

satisfy the objective function given in Eqn 2– 5. 

 

Power Balance 

 

������ + ∑ ��� ,� = ∑ ��,� + ∑ ��!�����"#
�=1

%&
�=1

%�� 
�=1

        (2) 

 

 Voltage Limits 

 

                             |'()"| ≤ |'�| ≤ |'(�+|                       (3)                               

 

DG sizing Limits 
 

                                  �,-.,/0� ≤ �,-.,� ≤ �,-.,/12                  (4) 

 

Thermal Limits 

 

                               �3� ≤ �3�
(�+

                                            (5) 

Where, 
������  is used to indicate slack bus power 

���  is used to indicate DG power 

�� is used to indicate power demand 

��!�� is used to indicate actual power loss 

'()" and '(�+ Are used to indicate the minimum and maximum voltages, 
respectively. 

 �,-.,/0� and  �,-.,/12 are used to indicate the minimum and maximum 

DG power 

�3�
(�+

 is used to indicate maximum current 

j and k are used to denote branches 

%��  is used to denote the number of DGs 

%7 is used to denote the number of lines 

IV. IMPROVED FLOWER POLLINATION ALGORITHM 

Flower Pollination Algorithm is the concept from the flowering 

process of pollination [18]. The reproduction process of flowers 

does pollination. The pollinators are transferred from the pollens. 

This is classified as the abiotic and the biotic process. Based on the 

process of the execution, it is divided into cross-pollination and self-

pollination. Some of the steps are involving in the Flower Pollination 

Algorithm. They are, 

Step 1: Global pollination is called biotic or cross-pollination due to 

the pollinator’s movement. It carries the pollen which following the 

Levy flight. 

Step 2: The local pollination of the self or abiotic pollination is 

called an absence of pollination. 

Step 3: There is a similarity in the reproduction probability of the 

associated two flowers. 

Step 4: The switching probability’s critical factor is p [0,1], which 

is an interaction between the local and global pollination.    

In terms of an equation, steps 1 to 4 are updated. The pollinators 

are transferred from the gametes of flower pollen when the global 

pollination. Thus the pollen covers longer distances [32]. Hence the 

global pollination and the representation of constancy of the flower 

are given in Eqn 6. 

+0
�8� = +0

� + &�+0
� − :∗�                                                    (6) 

Where the solution vector is denoted as +0
� and the best current 

solution is denoted as  :∗ . L from Levy distribution represents step 

size, and the random number is denoted as GS. 

L=
<⎾�<�=>? �

@A

B
�

C

�

DAEF
  ,     (s > �H > 0�                                       �7� 

Hence, the standard gamma function is denoted as  ⎾�K�  Where 

s>0. 

From rule 2, the flower’s constancy is expressed using the golden 

section ratio [34] in Eqn 8. 

+0
�8� = +0

� +  ��+�
� − +�

� �                                                    (8) 

Where the species of plants from the different flower pollens are 

denoted as +�
� , +�

� 

Here, The Local pollination is rendered by golden section ratio. The 

technique of the IFPA has solved the problem of the power system 

[25]. In the identified allocation, the IFPA helps identify the placed 

solar and wind DGs. IFPA is easy for balancing because the 

parameters are significantly less controllable between the 

exploitation and exploration ability while optimization occurs.  

A. Steps for solving the optimal location of solar and wind 

DGs with the help of Improved Flower Pollination 

Algorithm 

1. To read the test system data 

2. To initialize the IFPA parameters such as switch 

probability p=0.8, Iterations=150. 

3. To identify the correct allocation of the DG placement. 
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4. To identify the best allocations, which is a Flower 

Pollination Algorithm input. 

5. No DGs should be placed if rand>p in the installed 

locations 

6. The concept of local pollination through golden search is 

adopted to identify the placed DGs. 

7. To update the current best global solution. 

8. To display the solution results. Stop the process if the 

values are correct; otherwise, repeat the process from step 

4.  

V. SOLUTION METHODOLOGY 

The proposed system is evaluated in the practical Indian 52-bus 

system [35]. It is portrayed as RDN. There are three types of feeders 

used in the test system. This research aims to minimize the deviation 

of the total network loss [5]. There is a possibility of allocating two 

DG, which are considered here. In the simulation process, it is 

considered that Type-2 DGs are analyzed that would have both the 

reactive and the real power. The Indian practical 52-bus radial 

distribution system portrayed is considered for evaluation of 

IFPA. This test system consists of 3 main feeders, 51 

branches, and 52 bus. It feeds a total network load of the 

absolute power of 4184 kW and reactive power of 2025 

kVAr. The power factor of the connected load of this test 

system is 0.9 lagging. The base kV and MVA for this 

considered test system are considered as 11 and 1, 

respectively. The maximum and minimum bus voltage 

magnitude limits for the given test system are 1.05 p.u and 

0.9 p.u., respectively. The vital objective of this work is the 

minimization of network loss and total load voltage deviation. 

The maximum number of DG units installed for this system 

is considered equal to the number of feeders. 

 
Fig. 1: Indian-52 Bus System 

VI. SIMULATION RESULTS 

There is a comparison obtained between the Flower Pollination 
Algorithm (FPA), Chaotic Flower Pollination Algorithm 
(CFPA), and the Improved Flower Pollination Algorithm (IFPA) 
are shown in Table 1.  The Distributed Generation location and 
sizing are calculated for each algorithm [13]. The overall power 
factor and the loss reduction percentage are also calculated for 
each algorithm [14]. From Table 1, we can observe that the 
percentage of the loss reduction is higher in the Improved Flower 
Pollination Algorithm. But the power loss is very high while 
using the Flower Pollination Algorithm compared to the other 
two algorithms.  

The Improved Flower Pollination Algorithm (IFPA) convergence 

characteristics are shown in Figure 2. This figure shows the best cost 

at various iterations. In this graph, we can clearly understand that 

while increasing the number of iterations, the best cost is attained. 

Here, the cost tends to our objective (i.e.,) Power loss.  

 
Fig. 2: IFPA Convergence Characteristics 

 

In figure 3, the Power loss profile is obtained. This graph shows 

the power loss that occurred at various buses due to DG sizing and 

location. And it is calculated for 52 bus systems. At the point of 52 

buses, the power loss is found to be decreased.  

 
Fig. 3: Power Loss Profile at each bus in Indian-52 bus system 

 

From figure 4, we can observe the voltage profile characteristics 

for the 52 bus system. And there, we can observe that a little much 

improvement in the voltage profile is obtained in the Indian - 52 bus 

system.   

 TABLE I. Analysis of Practical Indian 52 bus system 

 Ploss 

(kW) 

DG 

location 

DG 

size 

(kW) 

DG size 

(kVAr) 

Loss 

reduction% 

FPA[30] 89 10,47 922, 

1102 

478,647 79 

CFPA[21] 84 11,  41 686,  

1258 

509  

651 

81 

IFPA 79 41, 16 1261   

,968 

 683  

362 

82 
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Fig. 4: Voltage Profile of Indian-52 bus system 

VII. CONCLUSION 

In this research, the practical Indian 52 bus, which belongs to the 

RDN problem, has been solved to allocate the optimal DG. Its 

location and sizing are determined using the Flower Pollination 

Algorithm (FPA) and chaotic FPA. Different type of heuristic 

algorithm like Improved Flower Pollination Algorithm (IFPA) is 

proposed in this work. From the above results, it is concluded that 

the power loss is minimized, and there is an improvement in the 

voltage profile factor. Hence, the efficient outcome is showcased 

with the practical Indian 52 bus system. 
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Abstract— Data storage in IoT systems describe how data is 
pushed from the sensor and where it will be stored. In Bitcoin, 
there is a limit to the number of transactions that can be stored 
in the block, similarly in Ethereum it is limited by the gas limit 
in block. An IoT infrastructure have several applications that 
includes a sensor collecting data from physical environment. 
Storing a large amount data in a blockchain faces several 
challenges due to the distributed nature of the blockchain, high 
transaction processing time, and reduced scalability. Hence it 
is crucial to identify what data should be stored and how to 
store it in a secure way. In this paper, we provide how data is 
being stored in various blockchain based IoT applications and 
provides data storage compliance in treating IoT data in a 
blockchain environment.    

Keywords—blockchain, Internet of things, data storage, 
sensors, data compliance, cloud. 

I. INTRODUCTION  

Blockchain is a recent technology that can provide data 
security and privacy in IoT Systems. It uses a distributed 
ledger design that stores data in multiple nodes within the 
network. In a decentralized system, computing and storage 
tasks are redundant, which means every node in the 
decentralized network must store a complete copy of all data 
and perform the same operations of data. This is how 
blockchain maintains trust among nodes and provide 
security to the data. However, when the number of 
participating nodes increases or the amount of data to be 
stored is high, it will not be practical to replicate the entire 
data into all participating nodes and to perform concurrent 
computations on it.   
The existing internet of things systems uses either offline or 
cloud-based information-sharing technology. It has several 
shortcomings including the high maintenance cost, low 
efficiency, and lack of an effective mechanism to ensure IoT 
equipment Identity, information validity, authenticity, 
consistency, and integrity of information in different 
systems [1]. 
Blockchain systems do not rely on trusted third parties. All 
nodes make decisions together to verify the legitimacy of 
the transaction. Even if some nodes are attacked or 
destroyed, it will not cause damage to the entire blockchain 
system. 

II. BACKGROUND 

A. Blockchain 

Blockchain is a distributed ledger where blocks are 
connected with cryptographic hashes and are distributed 

over all the nodes in the system. Generally, there are two 
types of blockchain: public and permissioned. In a public 
blockchain, anyone can join the network or participate in the 
consensus mechanism. An example of a public blockchain is 
Bitcoin. In a permissioned or private blockchain, only 
certain entities will have access to participate in the 
blockchain process.   This is typically used in applications 
that involve multiple entities in a restricted way. It will have 
a certain control on who can access the data and who can 
participate in the consensus. The consensus is an agreement 
on how and what data are added to the blockchain. 

B. Internet of Things 

As defined in [2] Internet Of Things (IoT) is an 
emerging global Internet-based information architecture 
facilitating the exchange of goods and services in the global 
supply-chain network. The IoT data comes from a large 
number of devices generating billions of data objects. The 
IoT network has to collaborate with different devices to 
sample, process, and make this data useful for analytical and 
decision making.  Realizing the full potential of IoT has not 
yet been achieved. This is due to the lack of standards, 
heterogeneous nature of devices, diversified communication 
protocol, and security [3].  

III. DATA STORAGE IN BLOCKCHAIN BASED IOT USECASES 

A majority of blockchain-based IoT Application is in the 
field of healthcare, Smart home, smart city, Industrial IoT 
and agricultural applications. 

A. IoT Devices employing blockchain 

The blockchain-based design for IoT data storage takes a 
distributed access control and data management approach. 
In this scenario, data ownership is transferred to users 
instead of following the traditional centralized access 
control system based on trust modeling. With the use of 
blockchain-based functions, secure and fail-safe data 
management with a verifiable and distributed access control 
layer on the storage layer is practiced. The storage of time-
critical IoT data is facilitated at the edge of the network via 
a location-based decentralized storage system, which in turn 
is managed with blockchain technology [4]. The parallelism 
of large storage systems is suggested by Quanqing Xu[5]  in 
order to shorten the execution time of many basic data 
analysis tasks, whereby blockchain can be used as 
intelligent contracts to facilitate the negotiation of a contract 
in the IoT and also to enforce it. OSD-based smart contract 
(OSC) approach is used in which IoT devices interact with 
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such blockchains. For data analysis applications, the IoT 
device processors perform application-specific operations. 
That way, only the results are returned to the clients, rather 
than the data files they read [5]. 

B. Healthcare 

Since the advent of smart IoT devices in the Healthcare 
industry, promising technologies such as cloud computing, 
ambient assisted living, big data, and wearables are being 
applied in various platforms within Healthcare [6]. E-health 
regulations related to data and policies worldwide to 
determine how they assist the sustainable development of 
IoT and cloud computing in the healthcare industry evolved 
as well with the thriving data in all these platforms [6]. The 
Medical data of a patient is treated with utmost care and 
secrecy.  Hence the IoT devices in healthcare systems are 
devised to ensure the security of patients' healthcare data, 
realize access control for normal and emergency scenarios, 
and support smart deduplication to save the storage space in 
big data storage system. The medical files generated by the 
healthcare IoT network are usually encrypted and 
transferred to the storage system, which can be securely 
shared among the healthcare staff from different medical 
domains leveraging a cross-domain access control policy. A 
smart secure deduplication method could be followed as 
proposed by Tang et al. [7] to ensure the medical files or 
data can be accessed by all the data users after deduplication 
and authorized by the different original access policies. 

C. Industrial IoT(IIoT) 

The main goal of industrial IoT is to improve operational 
efficiency, increase the scale of production and better 
management of industrial components and processes 
through product customization, condition of machines 
getting monitored in an intelligent way, smart monitoring 
applications for production workshops as well as predictive 
and preventive maintenance of industrial equipment [8]. 
In industrial usage of IoT devices, storage and retrieval are 
done by integrating fog computing and cloud computing [9] 
and a flexible and economic framework for data processing 
was made by the authors. The data in these devices are 
preprocessed in the edge server with the addition of 
timestamps and stored locally. The remaining data gets sent 
to the external storage medium and away from the local 
storage for information retrieval and data mining [9]. This 
set of data is not time-sensitive. 

D. Smartcity/Smart Home 

Smartphone applications are used to control and monitor 
home functions using wireless communication technologies. 
Domb in [10] examines the concept of the smart home and 
the data associated with it, incorporating IoT services and 
cloud computing It also discusses embedding intelligence in 
sensors and actuators, networking intelligent devices using 
the appropriate technology, saving storage space and 
improving data exchange efficiency, and facilitating data 
interaction with intelligent things using cloud computing 
and storage for easy access to various locations. A precise, 
fast, open and shared information system is the basis for 
Smart City applications. In view of this massive, distributed, 
heterogeneous and complex state data, the storage and 
management of traditional data will encounter great 

difficulties. The traditional infrastructure uses a centralized 
approach, an expensive large server, hard disk storage 
hardware, and a relational database management system. 
This leads to poor scalability of the system, higher costs 
and, for the most part, difficult adaptation to the demand for 
higher reliability of real-time status data from smart city 
applications [11].  

E. Agricultural Applications 

Some IoT-based smart farming surveillance systems use a 
two-tier approach to data storage to store and secure large 
amounts of data from any IoT device. Tier-1 focuses on 
collecting data from various sensors and storing them 
locally using the SD card. Tier-2 uses a cloud server to store 
the large volume of IoT sensor data [12]. Gill et al. [13] 
explains the benefits of a cloud-based autonomous 
information system for the delivery of Agriculture-as-a-
Service (AaaS) using cloud and big data technologies. 
Accordingly, the Aaas system collects information from 
various users via pre-configured devices and IoT sensors 
and processes it in the cloud with the help of big data 
analysis and provides the users with the necessary 
information automatically.  
 

IV. DATA STORAGE ARCHITECTURES IN IOT BLOCKCHAIN 

A. Storage in cloud 

Permissioned blockchains use cloud servers to store 
encrypted data blocks. All transactions in a different block 
and create a combined hash of each block using Merkle Tree 
and transfer it to the distributed network. This way, any 
changes in cloud data can be easily detectable. Doing the 
storage in this manner also preserves decentralization to 
some extent [14]. Fig.1 shows blockchain based IoT 
architecture where a cloud storage is being used to store the 
IoT Data. Cloud storage uses users' data in an identical 
group. The Hash of the data stored in the cloud is sent to the 
overlay network. The hierarchical storage structure in 
storing the majority of the blockchain in the clouds helps 
faster upload of one day’s blockchain to the cloud, it 
maintains the most recently created blocks in a blockchain 
overlay network. The blockchain connector and the cloud 
connector are the two software interfaces that are defined to 
create the blocks and coordinate to the clouds but one 
disadvantage of this method is a need to be implemented in 
a more real IoT application to find out if this technology is 
reliable [15]. 
 
 

 
Fig:1 Storage in cloud 
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B. Storage in Decentralized way 

This is a fully decentralized way of storing data. Liu et al.  
[16] integrates decentralized blockchain network and 
distributed storage network. Data produced by the IoT 
device is stored in the distributed storage nodes in the peer-
to-peer network, whereas the reference to data that serve as 
the identifier is stored in the Blockchain. Blockchain only 
stores the digest of data but not data itself. Hence the 
amount of data on the blockchain is greatly reduced. The 
use of blockchain technology in storing data and with the 
use of management hub including the integration of IoT and 
decentralized access control to the blockchain solves the 
issues in managing several controlled IoT devices, it was 
able to cope up with different IoT scenarios but there are 
possibilities of threat and vulnerabilities in the IoT since it is 
no longer part of the blockchain technology [17]. Fig.2 
shows a blockchain architecture that uses decentralized 
storage for storing IoT data. Decentralized cloud 
architecture was used in which small-scale data centers meet 
low latency and high bandwidth because these data centers 
are located closer to the users.  The locality-aware data 
storage and the processing development provide its full 
potential with the decentralized access control layer.  Data 
streams that are chucked at pre-defined lengths show 
reasonable results but this one is still in the initial stage and 
needs improvement[4].  Sapphire system which is a large-
scale blockchain storage system used for data analytics in 
the IoT it uses an object-based storage interface that 
provides richer semantic information for the stored object to 
optimize its performance more effectively than other storage 
systems[5]. A secure structure for IoT data storage and 
protection which is based on blockchain technology 
incorporating edge computing helps manage data storage 
and assist small IoT devices to accomplish computations.  
The authentication system adapted the certificate-less 
cryptography, but it needs to improve the authentication 
scheme for the blockchain-based systems[18].  The 
integration of IoT, blockchain, and cloud technologies 
allows observation of vital signs of the patient in a protected 
approach.  The storage and access of data used in the 
blockchain technology data sharing significantly increase 
overall throughput but need to be tested using various IoT 
frameworks[19].  Blockchain technology solves the problem 
of IoT information sharing security but performance needs 
to be enhanced when applied to a specific industry [1]. 
 
 

 
Fig:2 Storage in Decentralized way 

C. Storage in Hybrid way 

In this method data will be stored in a hybrid way, where 
processed/ or raw data from the sensor is stored in a cloud 
server and a reference to the data will be stored in the 
blockchain. Si et al. [1] propose a double-chain model 
combining data blockchain and transaction blockchain. IoT 
data is divided into lightweight data and multimedia data, 
where multimedia data is compressed and integrated to 
reduce data capacity and to improve data quality. The 
processed data is divided into account book data and 
outsourced storage data (multimedia data) stored in a fog 
node that can be easily downloadable. Fig.3 shows 
blockchain architecture that uses hybrid storage. A 
comparison of various storage options in IoT based 
blockchain architectures is provided in Table1. 
 

 
Fig:3 Storage in a Hybrid Way 

 
Table 1: Comparison of various data storage options in IoT Blockchain 

 
Type Storage 

Design 
Advantages Disadvantages Refere

nce 
paper 

Cloud Hierarchical 
storage 

structure 

 Faster 
upload of 
one-day’s 
blockchain 
to the 
cloud 

 

 Not yet 
implemented in 
a more real IoT 
application 

[15] 

Decentralized Blockchain 
system with 
Management 

Hub 

 It performs 
best with 
the use of 
manageme
nt hub 
node 

 

 It might face 
different threat 
and 
vulnerabilities 
since IoT is no 
longer part of 
the blockchain 
technology 

 

[20] 

Decentralized Data streams 
are chucked 

at pre-
defined 
lengths 

 Initial 
results 
show 
reasonable 
overhead 

 

 Still at the 
initial stage and 
needs for 
improvement 

 

[4] 

Decentralized Object-based 
Storage 
interface 

 Has richer 
semantic 
informatio
n for the 
stored 
object to 
optimize 
its 
performan
ce more 
effectively 
than other 

 [5] 
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storage 
systems 

 
Decentralized Blockchain 

system 
combined 
with Edge 
Computing 

 Secure 
scheme for 
IoT data 
storage 
and 
protection 

 

 Need to 
improve 
authentication 
scheme for 
blockchain- 
based system 

 

[18] 

 
Decentralized 

Data Sharing 
using 

Blockchain 
technology 

 The 
overall 
throughput 
increased 
significantl
y 

 

 Need to be 
tested using 
various IoT 
frameworks 

 

[19] 

Decentralized Blockchain 
technology 

 Solve the 
problem of 
IoT 
informatio
n sharing 
security 

 

 Performance 
needs to be 
enhanced when 
applied to a 
specific 
industry. 

 

[1] 

 

V. COMPLIANCE ON DATA STORAGE  

To start with knowing the objectives of the 
organization. This interprets to  knowing which regulations 
will apply to the organization directly related to the regional 
legal and regulatory requirement and which types of data are 
expected to manage or not, how long to retain it and how to 
protect it. In the organization the compliance officers can be 
the ones to provide information. 
Organizations need to focus on data classification and data 
mapping. Data classification and data mapping are crucial in 
discovering the types of information that are being held in 
storage systems and how they are being moved across the 
network. Not only are they essential factors in determining 
how regulated information is stored, but also a solid step in 
establishing compliant policies. 
Continual monitoring: Storage compliance is not a set-
and-forget affair. Continual monitoring is key in ensuring 
that regulated data is properly cared for during its lifecycle. 
Procedures must be in place to make sure this monitoring 
happens regularly. 
More than security: Security and storage often go hand-in-
hand, but storage compliance takes it to another level. 
Encryption will help, and many storage solutions feature 
support for the security-enhancing technology, giving both 
storage and security professionals one less thing to worry 
about. 
Critical: Testing and audits will ensure compliance with 
policies and IT mechanisms are up to the task. It's best to 
work out the kinks now before having to explain to 
investigators why sought-after emails or transaction records 
have gone missing. There are many requirements based on 
the type of information and data the organization has. Some 
might involve using what is called DAR (Data Encryption at 
Rest), which encrypts the storage device so that if removed 
from the system, the data is nearly or totally impossible to 
access (the degree of difficulty depends on the encryption 
algorithm and the size, complexity and entropy of the key or 
keys for the device). 
Understanding what is required from a governance point of 
view for the organizational data or the resulting information 

is based on things like best practices for the industry or 
regulations and agencies like the U.S. National Bureau of 
Standards (NIST), ISO, HIPAA, SEC, GDPR in Europe. 
And the resulting architectural or procedural changes are the 
types of things that will be needed to address as part of the 
architecture. Compliance is not easy, nor is it free. The cost 
depends on lots of factors but trying to force compliance 
after the architecture is planned and built is always far most 
costly than doing it beforehand. 
 
Decentralization: The main benefit of using blockchain 
would be that no single authority would have control over 
the data generated by the IoT devices. That way, a 
distributed peer-to-peer network is born that permits the 
parties that don’t know or trust each other to collaborate 
more smoothly. This type of network will also make it 
possible to unify IoT devices and streamline the distribution 
of updates throughout the network. 
Security: The current security architecture of IoT has its 
shortcomings. When the data is managed by a central 
authority, the system is more susceptible to a single point of 
failure. Blockchain’s unique security protocol normally 
described as transparent and immutable is a good solution to 
the largest issue of IoT development. Blockchains will store 
unalterable data history that can be consulted for each 
unique address. This lays the foundations of a platform that 
provides improved identification and authentication in IoT. 
The robust level of encryption that blockchain guarantees 
won’t let the hackers overwrite data records. 
Transparency: Anyone with authorization could track the 
transactions made on the network to follow up on what has 
happened in the past. This feature is useful to identify any 
leakage and take action. 
Autonomy: Blockchain will reinforce the machine-to-
machine economy that IoT is based on by offering a safe 
way to store information on different transactions. That way 
micropayments for services and data can be processed in a 
straightforward way. IoT devices that rely on blockchain 
can execute digital agreements automatically when the 
terms are met. Automating transactions between devices 
improves machine-to-machine communication. 
Reduced costs: Integrating blockchain to the organizational 
processes would allow IoT companies to reduce costs. 
Eliminating the massive overhead costs related to IoT 
gateways will help them to reduce the strain on the company 
budget. 
 
When defining compliance requirements, one should be 
looking to the future rather than the present because of the 
cost and challenge of shoehorning things in after the fact. 
That means that someone needs to be continuously studying 
compliance requirements in the given industry to which the 
organization belongs, along with best practices. Data will 
only become more important in the future, and we need to 
be up to the challenge. 
 

VI. CONCLUSION  

Due to the heterogeneity of applications, the amount of data 
generated by IoTs differs. Identifying what data to be added 
to blockchain is a primal task. Healthcare data should be 
treated in a confidential way and hence utmost care should 
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be taken in sharing and storing of data. The IIoT data use 
external storage medium away from the local storage for 
information retrieval and data mining. This is achieved 
through Edge/Fog computing. Agricultural applications 
either store data locally or to cloud if the data generated is 
large. The decentralized nature of the blockchain requires 
the data to be stored in multiple locations. The most 
common method of storing data is in still in the cloud. 
However, decentralized ways integrates blockchain with 
distributed storage network. Hybrid storage is gaining more 
popular which divides the data into two, the one to be added 
to the blockchain network and the other to the cloud data 
storage. This is a more economical way that implements the 
concepts of blockchain while maintaining the network 
latency. The IoT will enable electronic objects to exchange 
huge amounts of data; storing it in a reliable way will be 
challenging. Organizational compliance group will know 
best how long data or information is required, but there are 
many other requirements that will have to address to ensure 
that the business objectives in the areas of performance, 
availability and data integrity, all of which need to be 
address for the life of the data and information. 
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Abstract—Communication is the act of transferring 
information between entities. Existing architectural 
communication approaches provide solutions for data transfer 
from the sender to the receiver. While those solutions are 
targeting different domains, we can find a lot of similarities in 
their architectures.  In this paper, we follow the interpersonal 
communication process principles with its communication 
components for defining a whole communication chain that 
combines the sensor actuator and data transfer items in one 
concept, pointing to the person to person and device to device 
communication similarities. We come with an approach of a 
methodology for the Internet of Things abstracted by the 
Spread-out Electronic Device concept. We consider the whole 
IoT as a single electronic device with cut-out and broken wires 
and replaced with communication chains. 

Keywords—Internet of Things, MQTT, Twitter, ROS, 
communication chain, spread-out electronic device, layered 
architecture 

I. INTRODUCTION 

Nowadays, the new trend in technology, the Internet of 
Things (IoT), connects a massive number of smart objects, 
products, smart devices, and humans. In this trend, all 
mentioned things could be organized in groups or systems 
and cooperate in solving some specific tasks providing 
information and services to each other involving a typical 
communication process. Communication is the act of data 
exchange between things as an extensive system entity and 
plays an essential role in the system operation. There are a 
lot of technologies that implement the communication 
process for information transfer between entities. Curiously, 
almost all communication technologies are inspired by 
interpersonal communication, meaning communication 
between people.  

One such example of communication is the online social 
networking tool Twitter, where users send and receive short 
posts called tweets. People who want to share information 
publish and those interested in someone's posts are 
subscribing to his tweets [1]. This social network platform's 
system is complex, but its communication relies mainly on 
the publish-subscribe message architecture. 

There are many similarities between Twitter and one of 
the most popular protocols used for IoT applications - 
Message Queuing Telemetry Transport (MQTT). MQTT is a 
protocol specifically designed for "machine to machine" 
communication. MQTT protocol runs over TCP / IP stack 
and has a data packet size with a low overhead minimum (> 
2 bytes) so that consumption of the power supply is also 
reduced [2]. MQTT is the perfect solution for Internet of 
Things applications. It is designed for devices with low 
bandwidth.  Additionally, it is a simple messaging protocol 

that allows sending, reading, and publishing data from sensor 
nodes and much more. Comparing with Twitter, it is the 
same thing but for devices. MQTT protocol uses a 
publish/subscribe architecture. Its event-driven approach 
enables messages to be pushed to the client [3]. Devices are 
like users. Like Twitter, where users tweet a message to all 
the followers, a device publishes a message to all 
subscribers. And just like a Twitter user receives tweets from 
all people he follows, a device receives messages from all the 
devices it is subscribed to [4]. 

Robot Operating System (ROS) proposes another 
publish/subscribe architecture consisting of a collection of 
programs. That allows a user to control a mobile robot's 
operations efficiently. At its core, ROS is an anonymous 
publish/subscribe message-passing middleware with 
asynchronous communications. Some modules will issue a 
set of topics, while others subscribe to that topic. When new 
data is published, the subscribers can learn about the updates 
and can act on them. ROS provides the communication using 
a message-passing approach that forces developers to focus 
on pure interface logic. [5] The ROScore is a service that 
provides connection information to nodes so that they can 
transmit messages to one another. Every node connects to 
ROScore at startup to register details of the message streams 
it publishes and the streams it wants to subscribe to. When a 
new node appears, ROScore provides it with the information 
needed to form a direct peer-to-peer connection with other 
nodes publishing and subscribing to the same message 
topics. Every ROS system needs a running ROScore service 
so nodes can find other nodes [6].  

Automotive is one of the most safety-critical domains. A 
typical automotive system consists of several Electronic 
Component Units (ECU) communicating on Controller Area 
Net (CAN) buses. Software stacks provide support for the 
computations and communication, including application 
tasks, the middleware, drivers, and bus peripherals. For 
communication purposes, tasks read input signals at their 
activation and write their outputs in shared variables at the 
end. Some application task reads the input data from a 
sensor, computes intermediate results sent over the network 
to other tasks, and, finally, another task, executing on a 
remote node, generates the outputs as the result of the 
computation [6]. The read/write operations with shared 
variables are similar to the publish/subscribe architecture for 
communication in the vehicle network. 

All the aforementioned architectural approaches 
implement the communication processes that are most 
convenient in the domain those are operating, a worldwide 
social network for Twitter, a collection of devices for IoT 
with MQTT, a complex ECU with ROS, or an ECU 
interconnection for Automotive with CAN. Even those who 
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are targeting different technologies are using the same 
principles for data transfer – the subscribe-publish.  This 
paper proposes a communication chain concept for the IoT 
systems abstracted to a spread-out electronic device, 
providing a methodology and an application example for 
validation. 

II. MATERIALS AND METHODS 

A. Communication  Classification 

For an Internet of Things system such as a spread-out 
electronic device, we will classify the communication 
process that is conducting the information through the entire 
system connecting its components. Here we present two 
primary classifiers – interaction and domain, describing a 
perspective and defining the classifier's aspects. 

1) Interaction classifier 
 It refers to interactions in the entire system and will 

consist of the two types of interactions with devices and the 
environment. 

a) Device to Device interactions 
Those interactions represent all the networking 

infrastructure that interconnect the parts of the spread-out 
electronic device together. In the classical references, it is 
referring to inter-device communication. Fig.1 present an 
abstraction for this classifier. This group includes all the 
connectivity techniques and methods, starting from the short-
range wired link by an SPI or I2C protocol to the more 
complex like wireless via 4G or LoRa [7] as a physical link 
and TCP/IP stack for software abstraction. For the spread-out 
electronic device concept, the device-to-device 
communication mechanism abstracts the electrical 
interconnection between parts of the spread-out device, 
providing the application's higher abstraction layers to 
interact with the system as a whole.   

b) Device to Environment interactions 
Those interactions state for an abstraction to the whole 

system's interface to the physical environment, conceptually 
presented in Fig. 2. The spread-out device system concept 
assumes that all the network's sensor-actuator components 
are accessible to the application as being located on the same 
physical device [8]. The human-machine interface (HMI) is 
considered a particular case of sensor-actuator components 
designed for user interaction scope. Subsequently, those are 
also classified as device-environment interaction. 

 

 

2) Domain classifier 
It classifies the communication interconnection by 

domain affiliation. This classifier ranks the communication 
interaction to the Hardware (HW) or Software (SW) domain. 

a) Hardware domain 
 The HW domain consists of interconnected electronic 

components like mechanical parts involved in the signal flow 
between the physical environment interaction, such as 
sensing or physical environment of the communication 
process, and the software domain. The sensor actuator stack 
will consist of all hardware domain features, such as 
transducing, power conversion, and hardware conditioning. 
The communication stacks will consist of the communication 
chips and the hardware protocol handling components. The 
physical communication channel itself, e.g., copper twisted 
pair or pulled-up I2C bus, refers to the hardware domain. 

b) Software domain 
The SW domain represents the software resources that 

comprise all SW methods applied to the information 
channels that interconnect all the application components and 
conduct the signal through the application. The sensor, 
actuator, user interaction, and communication SW stacks, in 
this paper, are treated similarly, as information flow with 
transfer function chains for information transfer. In this 
domain, the inter-process communication mechanisms [9] 
and component interfaces [10] are involved in the 
information transfer between application components. 
Conceptually the interactions and domains are presented in 
Fig. 3. 

B. Communication Process 

1) Communication components 
 Communication refers to the process of transferring 

information from source to destination via a communication 
channel. This statement is not limited to any specific 
domains. 

 

 
 

Fig. 3. Interactions and domains in the spread-out device concept. 

 
 

Fig. 2. Device to Environment interaction. 

 

 
 

Fig.1. Spread-out electronic device with IoT interconnections [8].  
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There are a lot of similarities between interpersonal 
communication and IT communication. In both, there are 
similar components of communication, such as source and 
sender, channel, receiver and destination, message, feedback, 
encoding, decoding, and noise or barriers, as in Fig. 4. 

Following the device to environment interaction concept 
from Fig. 2, the physical environment is the initial 
information source. The device collects the information by 
its sensing component and transfers it to the application 
components. The application evaluates the data and 
generates a reaction. Finally, the device sends the response 
back to the environment via its actuator stack. A wireless 
network is following the same concept of gathering 
information from the air. The device first senses the radio 
signal, conditioning it, and converts it into the information 
flow. A particular example that justifies the concept is the 
audio or lighting morse communication. Here, on receiving, 
the device detects the dot and dash first in the sound or light 
signal following the classic sensor conditioning signal flow 
before building a chars frame, 

Considering theses from above, the communication chain 
for an IoT device will consist of the components included in 
the sensing-actuating chain merged with the components for 
information transfer or transportation. By this assumption, 
the entire component collection for the communication 
process will consist of the component chain presented in Fig. 
5. Depending on the application needs, we could define 
various communication chains where some of the 
communication phases we could omit. For example, there is 
no need for conditioning when using a digital sensor and, 
similarly, no need for frame detection and decoding for an 
analog sensor. Still, for digital communication through an 
optical channel, we will need the whole communication 
chain.  

The signal goes through several similar phases in the 
communication chain component set but complementary for 
receiving and transmitting processes. Those are following the 
diagram from Fig. 5, and detailed as follows: 

 

 

 

 PHY ENV phase stands for the physical 
communication channel that interconnects source and 
destination. The channel properties involve various 
chain components, such as conditioning or security, 
but not limited. 

 PHY Interaction phase stands for converting the 
physical parameter values to the system internal 
information and vice versa. It consists of sensor and 
actuator components. 

 The conditioning phase stands for information 
adaption and noise filtering gathered to form the 
channel or internal processes. We can omit this phase 
in cases like the wired digital communication on the 
same voltage level. 

 The transport phase consists of detecting and creating 
frames according to a specific pattern or protocol. 
This phase is responsible for the safe transfer of the 
information through the channel. 

 The security phase stands for securing the 
information and protect it from unauthorized access. 
The system encodes information on sending and 
decode on receiving.  

 The service phase analyzes the received information, 
prepares it for the application, and generates 
information according to the application request. 

 Application stands for the sender and receiver in the 
information flow. 

2) Communication channels 
Structurally, the system forms a collection of 

interconnected components that cooperate to produce a result 
[11].  According to the IoT concept as a spread-out electronic 
device mentioned above, physically, the system's 
components could be located on any of the IoT devices that 
are members of the system. Here an IoT system is considered 
a wholly electronic device that imaginary we cut in parts, and 
communication channels replace the broken connectivity 
lines. In this way, we will have two primary types of 
interconnections between components, as presented in Fig. 6. 

The Channel AB from Fig. 6. is an internal channel that 
connects Comp A and Comp B from the application running 
on Device AB. Internal channels are following the software 
interfaces and inter-process communication techniques [9]. 

 

    

 
Fig.6. Communication channel types in a spread-out electronic 

device system.  
 

 
Fig. 5. Communication chain component set. 

 
Fig. 4. Key components of communication [4] 
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The Channel AC connects Comp A and Comp C 
components that are part of applications running on different 
devices, Device AB and Device C. Such connections are the 
target of the communication chain component set presented 
in the current work. The component interface is similar to the 
internal channel access to a component located on the same 
device.  

Assuming that communication channels are abstracting 
the component's physical localization, at the flatten level, we 
could represent the whole system as components with 
internal transfer functions interconnected with channels, as 
illustrated in Fig. 7. Several similar signal channels that 
provide values for the same domain or parameter logically 
could be combined in a group and operated together. 
Following the subscriber-publisher concept, the publishing 
phase will update the component signal by a transfer 
function. The subscribing phase will connect to a specific 
component interface via a communication channel. In this 
work, we use the term to create a link or a channel between 
components for subscribing. Depending on which end of the 
communication channel has an active role, two types of 
channel linkages are possible – push and pull, as in Fig 8. 
Such connection involves a push or a pull method to operate 
the channel to apply or extract information. The same 
procedure we use for all channels included in the same 
group. Push means that the channels accept the change of its 
value by a specific method; Pull means that it is evaluated 
internally and accessible by an on-demand method. 
Reference [12] proposes a method for embedded systems 
development by configurations and code generation based on 
JavaScript Object Notation metamodels using the channel's 
concept defined in this paper and a tool proposal for 
operating the methodology. 

 

 

III. RESULTS 

Following the concept of the spread-out electronic 
devices discussed in this paper, a remote mechatronic 
manipulator application is under test. The entire system 
consists of two robotic manipulators connected via a wireless 
network, here Wi-Fi.  First is actuator-free used as a remote 
manipulator. It collects the arm joint's angles by sensors and 
transmits them via the network. The second, underactuated 
3-DOF arm receives setpoints and uses them in its joints and 
head position. Fig. 9 presents the conceptual system 
architecture diagram. First tests are performed on a 3-DOF 
robotic arm, extending to a more complex mechatronic 
system with many DOF. Such an example could be an 
exoskeleton for helping people with locomotor diseases. 

According to the layered architectural approach and the 
communication chain discussed here, the signal from the 
remote setpoint arm, which joints sensor data we use as the 
second arm's setpoint, passes through the whole 
communication chain and reaches the underactuated arm 
sensor service components.  It can abstract the network and 
use it as the sensor is connected directly to the device. Fig. 
10 presents the layered architecture of the system and the 
flows for the sensing and actuating signals. The resulting 
application allows handling a 3-DOF robotic arm via a copy 
of it, shadow, or an arm's software model. The control 
consists of sending joint setpoint angles to the underactuated 
arm through the wireless network. Cartesian coordinates of 
the arm head are sent instead of angle setpoints when inverse 
cinematics is involved. 

IV. DISCUSSIONS 

The communication chain presented in this paper has a 
significant role in the spread-out electronic device concept. 
We follow it to interconnect the devices and threaten the 
entire IoT system as a single electronic device. By this 
abstraction, applications are developed considering that all 
resources are available through the platform's simple service 
via RTE. The paper [12] presents a method that allows the 
platform's configuration to define the communication chain 
through a metamodel. This way allows to specify only the 
chains from a single device, but the next steps are to extend 
the technique to define multidevice platforms within the 
same metamodel.  

 

 
 
Fig. 9. Conceptual system architecture for remote manipulator control 

 
 

Fig. 8.  Types of channel linkage [12] 

 
 

Fig.7. Interconnected compoenents of the system with channels at 
the flatten level [12] 
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The target of the research is to have a concept of systems 
with autonomous evolution of configurations. It will solve 
complex business chains considering that all the equipment 
and services in the world are available as services. This way, 
we can build complex systems, configurable templates, 
adaptable to the current needs or continuously changing 
environment. The bricks for such systems are component 
databases and configurable channels. 

V. CONCLUSIONS 

Communication is one of the most critical issues in the 
system component interconnection. Various projects 
implement many communication concepts. Still, almost all 
follow the general idea of the communication laws, which is 
far to be limited to the engineering domain. The method is 
inspired by interpersonal communication, containing all the 
communication components such as source and sender, 
channel, receiver and destination, message, feedback, 
encoding, decoding, and noise or barriers. 

The primary information source is the physical 
environment. Considering that all the world devices are part 
of an enormous spread-out electronic device, the information 
should pass the whole communication chain to reach the 
application running on one huge device. A typical chain will 
involve interaction with the environment, signal 
conditioning, transport, and coding/encoding, providing the 
application's required service. 

An application running on the spread-out electronic 
device system has been presented, consisting of a collection 

of components represented by its transfer functions, 
interconnected with communication channels. When 
interconnected components are not physically on the same 
device of the spread-out system, we insert a communication 
channel following the communication chain concept, 
including all required phases for information transfer. 

The spread-out electronic device concept allows the IoT's 
abstract to a single device with access to Everything from 
Everywhere.   
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Abstract—COVID-19 pandemic has a significant effect on the
unemployment rate in the United States. However, the economic
effect in different states is not the same for each household. In
this work, Our goal is to capture and outline the relationships
between pandemic incidence, economic inclusion, unemployment,
and bank branch closures in order to understand the emerging
relationship between the coronavirus pandemic, rates of economic
inclusion, and economic well-being of localities. Furthermore, we
machine learning algorithms to evaluate the predictive power
of coronavirus incidence and fatality rates, county-level unem-
ployment, and bank branch closure rates on rates of economic
inclusion. Also, a natural language processing approach is used
to analyze the unemployment COVID-19 textual data. We use
BERT as a powerful transformer for sentiment classification on
COVID-19 unemployment data.

Index Terms—Machine learning, Natural Language processing,
COVID-19, Transformer

I. INTRODUCTION

The 2019 Novel Coronavirus (COVID-19) pandemic has
presented fundamentally new disruptions and challenges in
many areas. However, it continues to exacerbate existing long-
term issues and underlying disparities in the United States with
a significant impact on public health and the general economy
[1] [2].

The economic and financial impact of the COVID-19 pan-
demic is also extensively monitored throughout the beginning
of the pandemic through U.S. Census Bureau research, in-
cluding the Household Pulse Survey launched in April 2020,
as well as relevant data from the Current Population Survey
and the Department of Labor [3] [4]. The coronavirus has a
considerable influence on the employment sector in the United
States, and researchers have noted an increase in unemploy-
ment rates, which have been increased to 14.7%, which is
the highest ever since 1948. The link between the COVID-
19 pandemic and unemployment rates has been demonstrated
in recent research, with 46% of the adults whose salary is
low having faced inconvenience paying their bills. There has
been a loss of employment and reduced pay for most of the
employees, eventually leading them to struggle to pay their
house rent. Young workers aged 18 to 29, in comparison with

those 50 to 64, are now employed at a different job because
of pandemic [5] [6].

Emerging arguments in financial and public policy have
focused on the potential of the COVID-19 pandemic to
exacerbate existing issues in access to credit in the U.S.
banking system, with a specific focus on the public benefits
of enabling unbanked populations to quickly access federal
relief funds in a low-cost and digital manner [7]. Furthermore,
the physical banking branch network, or more specifically the
presence of bank branches, in areas especially designated as
Low and Moderate Income has been linked to greater credit
and lending activity in a community, especially for mortgage
originations and small-business lending [8] [9]. Retail bank
branches also help collect hyper-localized soft information
on bank customers that are not easily captured in automated
or algorithmic underwriting, which can help identify more
creditworthy personal and small-business borrowers [10] [11]
[12] [13].

The Federal Deposit Insurance Corporation (FDIC), an in-
dependent agency tasked by Congress in maintaining stability
and public confidence in the U.S. financial systems, as of
2009 actively seeks to expand financial inclusion as a means
of expanding overall public confidence in the U.S. banking
system and works both with the private and public sector in
achieving that goal. Furthermore, the Federal Reserve Board
of Governors and the twelve member Federal Reserve Banks
actively promote financial inclusion as part of its dual mandate
of ensuring maximum employment and stable-prices and mod-
erate long-term interest rates. As such, both entities contribute
to the body of research dealing with financial inclusion in
the United States, and economists within the Federal Reserve
System and FDIC have produced literature on removing the
barriers to increasing financial inclusion [14] [15].

As far as industry, the American Bankers Association, a
trade group representing U.S. banks, has partnered with the
Cities for Financial Empowerment (CFE) Fund to promote
the Bank On initiative, a national program for banks coor-
dinating efforts in increasing access to bank accounts in the
United States [16] [17] [18] furthermore, while themselves
not significant contributors to existing research in financial
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inclusion, Fintech startups that focus on deploying innovations
in financial technology to compete with banks and traditional
providers of financial services actively positioned themselves
as potential solutions in increasing financial inclusion and con-
tribute to trade groups and associations that produce industry-
related research.

II. METHODOLOGY

A. Data Preprocessing

Data collected for this paper came from several sources.
COVID-19 news and data comes from different online sources
however Heidari et al [19] advanced bot detection tools
helps us to avoid collecting data that contain misinformation
and creates reliable data for our experiments. Also, we use
official sources, such as The National Survey of Unbanked and
Underbanked Households; a survey conducted every two years
by the Federal Deposit Insurance Corporation to collected
data on household participation in the banking system [20].
County-level coronavirus pandemic data was obtained from
the COVID-19 Data Repository by the Center for Systems
Science and Engineering (CSSE) at Johns Hopkins Univer-
sity [21]. The Local Area Unemployment Statistics (LAUS)
program produces monthly and annual employment, unem-
ployment, and labor force data and was used for county-level
unemployment rates [22]. The Office of the Comptroller of
the Currency’s Corporate Applications Search was used to
gather and aggregate the number of bank branch closures
and openings in the United States, which was used to derive
the number of banks closed or opened per population [23].
Furthermore, the United States Census Bureau’s 2010-2019
county population totals dataset was used for 2019 U.S. county
population estimates [24]. Lastly, Federal Information Process-
ing Standards (FIPS) codes were used to map county names to
unique codes for all datasets for consolidation, consisting of a
unique two-digit code for state, including Washington, D.C.,
and Puerto Rico, and three-digit county or county-equivalent
code unique to the state code.

A universal index was created, which mapped standardized
county and county-equivalent labels to a unique FIPS code, a
five-digit code consisting of two digits representing a particular
county’s state, and a three-digit representing the specific
county or county-equivalent in that state. This representation
enabled easy identification of individual counties across all
datasets used, enabling more data aggregate on the economic
inclusion dataset.

The initial FDIC supplemental dataset consists of hundreds
of variables collected for over 70,000 U.S. households, requir-
ing pruning of survey features not needed for this analysis.
Since banked status was collected for only 47.9% of respon-
dents, more than half of all respondents were removed from the
dataset, resulting in approximately 32,904 observations of U.S.
households where banked status was definitively known. At the
geographical level, while the state and state-equivalent levels
could be identified for every household response in the survey,
accuracy to the county and the county-equivalent level was
only possible for 12,990 households. These 12,990 households

represented data from 280 uniquely identified counties across
41 states, in which the respondent household banked status
was known.

We extract unemployment rates from U.S. Census Bureau
contains unemployment rates and population estimates for
more than 3,000 U.S. counties and county-equivalents. The
unemployment dataset provided by the U.S. Census Bureau
consisted of employment variables by month and by county
for 13 months between August 2019 and September 2020.

The resulting data preprocessing yielded two datasets used
for analysis. The first, more compact dataset consists of data
specific to county and county-equivalents, including the rate
of unbanked households based on 12,990 household survey
responses, COVID-19 incidence and case fatality ratios, bank
rate branch closures and establishments as reported to the
OCC, and county-level unemployment rates. This dataset was
used for predictive analysis using the Random Forest ensem-
ble, Support Vector Regression, and Linear Regression algo-
rithms to predict county-level unbanked rates using county-
level data. The second, larger dataset excluded unbanked rates,
allowing data inclusion for 3,219 U.S. county and county-level
equivalent areas to visualize and understand overall county
trends in unemployment, the COVID-19 pandemic, and many
bank branch closures.

B. Data Merging

Firstly, the financial inclusion dataset is merged with the
COVID dataset by merging the county code and unbanked rate
from the financial inclusion dataset with the FIPS, Incidence
rate, case fatality ratio, latitude, and longitude from the dataset.
Then we merge the dataset of the financial inclusion and
COVID with the unemployment dataset. Here the Civilian
labor force, unemployed rate, and county code are merged
into the dataset. To understand how the population has been
changed in the year 2020 due to the pandemic, we merged
the 2019 population estimate dataset using the county code
followed by the bank closure data. As a result, the final dataset
consists of the COVID-19 unemployment data, population,
bank branch rate, geographical index data, bank closure, and
opening rates for each county.

III. EXPLORATORY DATA ANALYSIS

The 280 counties in which unbanked status was attributed to
12,290 nationally representative household respondents com-
bined represent 149 million people or approximately 45% of
the entire 2019 U.S. population estimate. Notably, the counties
and county-equivalents with attributed economic inclusion
status are more populated than a typical U.S. county and
county-equivalent. Table I shows the unbanked rate in different
states based on specific counties.

Relative to the overall weighted household, the national
rate for unbanked rate is 5.3%. However, the unbanked rate
mean for these counties is 4.5% while the median is only
2.2%, and a large share of counties do not have significant
unbanked households. Figure 1 shows that the distribution of
unbanked rates. The distribution skewed to the right which
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TABLE I
FIVE LARGEST AND SMALLEST COUNTIES FOR U.S. COUNTIES WITH 2019

POPULATION ESTIMATES AND AVAILABLE UNBANKED RATES

County State Population
(2019 Est.)

Percent of
Unbanked

Households
Los Angeles California 10,039,107 9.2%

Maricopa Arizona 4,485,414 3.0%
San Diego California 3,338,330 3.7%

Orange California 3,175,692 1.9%
Miami-Date Florida 2,716,940 5.3%

Androscoggin Maine 108,277 0.0%
Bartow Georgia 107,738 11.8%
Miami Ohio 106,987 18.2%

Franklin Missouri 103,967 1.2%
Cecil Maryland 102,855 1.4%

Average, All Counties 101,969
Median, All Counties 24,909

National Rate 5.3%

Fig. 1. The distribution of unbanked households rates for the 280 county

means that if one states has more counties, it does not
mean it has higher unbanked household rate. Population-wise,
counties with higher populations have higher unbanked rates
compared with a typical county with less population. The
small county with attributable banked rates has a 102,855
population, exceeding the average U.S. county population. So
the cohort of 280 counties with attributable unbanked rates is
more urbanized than a typical county due to higher population,
and that the cohort consists of counties centered around either
around 5% or 20% for the rate of unbanked households.

We use k-means clustering as an unsupervised machine
learning algorithm and principal components analysis in 280
counties with known unbanked rates. We include county-level
observations for COVID-19 incidence and case-fatality rates,
unemployment level, rate of bank closures and openings, and
unbanked rates. Figure 2 shows the results based on PCA and
k-means clustering. Five clusters will yield the optimal results.
Figure 3 shows a positive correlation between unemployment
and unbanked households.

Figure 4 shows a positive correlation between branch rates
in a county and the incidence rate of COVID-19. Also, The
relationship between the unemployment rate and unbanked

Fig. 2. Within-Cluster Sum of Squares for k-means clusters using one to 20
clusters, and a plot of clusters along principal components 1 and 2.

Fig. 3. Correlation Plot of Features for Select Counties
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Fig. 4. The rate of unbanked households at the county level appears to increase
slightly with an increase in unemployment and COVID-19 incidence rates.

households is positive. This analysis shows the colinearity
between some features and the importance of the feature
selection method in improving the algorithm performance.
This research uses a combination of filter methods(PCA) and
wrapper methods for feature selection.

Figure 5 shows Which state has the highest and the lowest
number of confirmed cases in the united states. Texas has the
highest, and Maine has the lowest number of confirmed cases
in this research.

According to figure 6 New York has the highest and
Vermont has the lowest number of deaths.

Figures 7 shows the highest and the lowest number of
recovered cases in united states. New York has the highest
33,961 and Kansas has the lowest number of recovered cases.

Figure 8 shows the incidence rate in each county. In this
treemap, we used the variables incidence rate, states, and
county from the dataset grouped by shades to determine which

Fig. 5. The number of confirmed cases in the US grouped by states.

Fig. 6. The number of death cases in the US grouped by states.

county has the highest incidence rate and which county has
the lowest rate. Above are the listed 50 states of Unites states
according to the tree map’s color shade. From the below map,
Wheeler county in Oregon has the lowest incidence rate of
75, and Lincoln County in Arkansas has the highest rate of
18,082.

After data analysis, we apply several machine learning
models based on the Random Forest, Support Vector machine,

Fig. 7. The number of recovered cases in the US grouped by states.
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Fig. 8. The number of COVID-19 cases(incidence rate) in 50 states in United
States

TABLE II
PERFORMANCE EVALUATION OF MACHINE LEARNING MODELS

algorithm f1 score mcc
SVM 0.83 0.76
FFNN 0.90 0.83

RF 0.93 0.88
LR 0.86 0.84

Linear Regression, feed-forward neural network. Algorithms
were used to accurately predict county-level unbanked rates
based on COVID-19 pandemic rates, rate of bank closures,
and unemployment rate. Table II shows the results. The best
performing algorithm was Random Forest with an f1 score of
0.93, and the Neural network model ranked second with an f1
score of 0.90.

IV. USING TRANSFER LEARNING MODEL

In addition to applying machine learning models, we apply
sentiment analysis on the COVID-19 unemployment data by
using the natural language processing model in this section.
For this task, We collect COVID-19 unemployment data by
using api [25] of spatial AI and we remove bot comments
by using method by Heidari et al. [26]. We compare three
approaches for sentiment classification of COVID-19, which
are TextBlob [27], VADER [28], and BERT [29] [30].

The TextBlob is based on the supervised learning method,
the Naive Bayes classifier. TextBlob assigns a score of 1 for
positive and -1 for negative, and 0 for neutral sentences.

VADER(Valence Aware sEntiment Reasoner) is a model
used for sentiment analysis, which is sensitive to both po-
larity(positive and negative)and intensity of emotion.

Figure 9 shows a BERT model [29]. We use BERT [31]or
the Sentiment classification task. BERT is a strong transformer
model, and studies by [32] show how We can fine-tuning the
BERT for sentiment classification in this work. Table III shows
the result for sentiment classification model for COVID-19
data. Although the three models provide very similar accuracy
for sentiment classification, we choose BERT as the best
model since it is a transfer learning model, and we can fine-
tune the model based on a specific task that we need on
COVID-19 data.

Fig. 9. BERT for sentiment classification

TABLE III
TEST CAPTION2

Model Accuracy
TextBlob 0.78
VADER 0.80
BERT 0.83

V. CONCLUSION AND RESULTS

In this work, several factors could be contributing to the
lack of predictive power. Primarily, features selected to predict
economic inclusion rates could have limited relevance and
usefulness to the models used in banked households. The
relationships between economic inclusion, the impacts of the
pandemic, unemployment rates, and bank branch closure rates
are complex and not clearly delineated, and thus may share
the same underlying dependencies that can contribute to model
confusion, such as racial makeup, level of income, other
demographic compositions of counties, and even the overall
unbanked household rates at the state level.

As race and ethnicity have been linked to both the economic
and public health impacts of the pandemic and access to the
financial system, training the model on race and the selected
features might yield a more informative model in terms of
predictive power in future studies. One issue of this approach
is that there is already a link between race and access to the
financial system, and alleviating economic inclusion barriers
caused by race is complex in policy implementation.

One novel point is that the rate of bank closings and estab-
lishments, used as a proxy to measure not only a community’s
access to credit but the general health of the economy, was not
a significant feature for predicting unbanked household rates
at the county-level. However, since the bank rate consisted
of subtracting a specific county’s bank closings from bank
establishments and normalizing to a rate per 100,000 in
population, it is possible that looking instead at the total
number of banks present in a locale might be more beneficial
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for predicting rates of unbanked households, although this
approach presents its challenges in terms of data availability.
This paper represents a starting attempt to predict unbanked
household rates with an appropriate degree of accuracy for use
in informing broader policy decisions, especially in attempts
at increasing economic inclusion through the adoption of
novel and impactful methods. In this work, we apply transfer
learning model BERT on the COVID-19 unemployment data
to get more insight and context about people’s ideas about
the effect of a pandemic on unemployment. It is essential to
consider textual information of different groups in society as
semantic input for the machine learning models to provide
more accurate results in future work.

REFERENCES

[1] Centers for Disease Control and Prevention, “Coronavirus
disease 2019 (covid-19) - community, work & school.”
https://www.cdc.gov/coronavirus/2019-ncov/community/health-
equity/race-ethnicity.html, 24 July 2020.

[2] P. Cihan, “Fuzzy rule-based system for predicting daily case in covid-
19 outbreak,” in 2020 4th International Symposium on Multidisciplinary
Studies and Innovative Technologies (ISMSIT), pp. 1–4, 2020.

[3] Center on Budget and Policy Priorities, “Tracking the covid-19
recession’s effects on food, housing, and employment hardships.”
https://www.cbpp.org/research/poverty-and-inequality/tracking-the-
covid-19-recessions-effects-on-food-housing-and, 13 November 2020.
Covid Hardship Watch.

[4] V. Z. Marmarelis, “Predictive modeling of covid-19 data in the us:
Adaptive phase-space approach,” IEEE Open Journal of Engineering
in Medicine and Biology, vol. 1, pp. 207–213, 2020.

[5] R. Kochhar, “Unemployment rose higher in three months of
covid-19 than it did in two years of the great recession.”
https://www.pewresearch.org/fact-tank/2020/06/11/unemployment-
rose-higher-in-three-months-of-covid-19-than-it-did-in-two-years-of-
the-great-recession/, 11 June 2020. Pew Research Center.

[6] C. STOLOJESCU-CRISAN, B. P. BUTUNOI, and C. CRISAN, “Iot
based intelligent building applications in the context of covid-19 pan-
demic,” in 2020 International Symposium on Electronics and Telecom-
munications (ISETC), pp. 1–4, 2020.

[7] A. Klein, “A big problem for the coronavirus economy: The internet
doesn’t take cash.” https://www.brookings.edu/opinions/a-big-problem-
for-the-coronavirus-economy-the-internet-doesnt-take-cash/, 25 March
2020. Pew Research Center.

[8] O. E. Ergungor, “Bank branch presence and access to credit in low-
to moderate-income neighborhoods,” Journal of Money, Credit and
Banking, vol. 42, no. 7, pp. 1321–1349, 2010.

[9] A. D. Indriyanti, I. G. L. E. Putra, D. R. Prehanto, I. K. D. Nuryana,
and A. Wiyono, “Development of mapping area software for dismissal
people affected by covid-19,” in 2020 Third International Conference
on Vocational Education and Electrical Engineering (ICVEE), pp. 1–4,
2020.

[10] L. Ding and C. K. Reid, “The community reinvestment act (CRA) and
bank branching patterns,” Housing Policy Debate, vol. 30, pp. 27–45,
Nov. 2019.

[11] A. Kyung and S. Whitney, “A study on the financial and entrepreneurial
risks of small business owners amidst covid-19,” in 2020 IEEE Interna-
tional IOT, Electronics and Mechatronics Conference (IEMTRONICS),
pp. 1–4, 2020.
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Abstract—According to the World Health Organization
(WHO), tuberculosis continues to be a global problem of great
importance. In Peru, around 31 120 cases of TB were registered
annually, with an incidence of 116 new cases per 100 000
inhabitants. Peru still occupies first place in Latin America in
the number of resistant tuberculosis cases. Overcrowding coupled
with the lack of rapid diagnostic equipment accessible to the
neediest populations has resulted in the disease remaining a
problem. The diagnostic process is manual, leading to great
variability in the results because it depends on the laboratory
staff’s experience and concentration. Although not the most
sensitive, conventional baciloscopy techniques are the most widely
used due to their speed and cost. These techniques involve a
staining stage and a microscopy stage. Ziehl Neelsen (ZN) staining
method is used in smear microscopy because it is effective and
simple. This article shows a prototype that performs tuberculosis
diagnosis for 4 samples, consisting of two automatical modules:
the staining module and the microscope module. The staining
module consists of a sample positioning sub-system, a reagent
dispensing sub-system, and a heating sub-system. The microscope
module captures fields’ images of up to 4 samples stained
using the Ziehl-Neelsen method and determines the diagnosis
of Tuberculosis (TB) through image processing algorithms. The
mechanical system of this module is made up of three subsystems:
the main support that houses the electronic circuits, a mobile
platform that moves the samples, and the microscope holding
structure. Tests have been performed on 206 samples at the Dos
de Mayo National Hospital in Peru. These tests involved several
adjustments that allowed reducing the staining times and the
quantities of reagents used.

Index Terms—Tuberculosis diagnosis, microbiological diag-
nosis, staining methods, smear microscopy, microscopy, Ziehl
Neelsen staining.

I. INTRODUCTION

According to the World Health Organization (WHO), tu-
berculosis continues to be a global problem. Thus, according
to the WHO World TB Report 2016, Peru still ranks first in
Latin America in the number of cases of multidrug-resistant
(MDR) and extensively drug-resistant (XDR) tuberculosis [1].

We are grateful to the National Innovation Program for Competitiveness and
Productivity of the Peruvian Ministry of Production for financing this project,
and the Dos de Mayo Hospital for their collaboration in the validation of the
system.

In 2017, only in Peru, there were about 31 120 new tuber-
culosis cases with an incidence of 116 new cases per 100
thousand inhabitants [2]. In 2019, there were 10 million cases
worldwide, of which 1.4 million people were fatally affected
[3].

TB diagnostic methods can be classified into smear mi-
croscopy, culture, and direct genetic detection in samples. The
smear microscopy techniques are the most commonly used, in-
volving a staining stage and a microscopy stage. Ziehl Neelsen
(ZN) staining is the most-widely-used staining method in
smear microscopy because it is effective, simple, economical,
and fast; besides being the staining method recommended by
the WHO for developing countries. This baciloscopy process
consists of the next sub-processes: first, the sample is spread
on a slide (smear), then the staining method to highlight Acid-
Alcoholic Resistant Bacilli (AARB) is performed by the ZN
method based on phenylated fuchsin, methylene blue, acid
alcohol, and water. Finally, for diagnosis, the stained sample
is examined under a microscope, where the tubercle bacilli
present in the sample are counted. The diagnostic process
involves the time and exposure of the personnel in charge,
who perform an average of 70 diagnostic samples per day.

The Ziehl Neelsen method is performed manually by expert
laboratory technicians who inevitably perform the process with
wide variability, affecting post-diagnostic activities. Errors in
AARB concentration can lead to the non-detection of TB
patients (false negatives) who will continue the chain of
transmission in the community or the futile treatment of non-
tuberculous (false positives). [4]. This is why the guarantee
or assurance of a standardized, rapid and reliable diagnosis is
essential.

II. STATE OF ART

Currently, several scientific research centers have developed
equipment for the automatic diagnosis of tuberculosis [5] [6]
[7]. These medical kits correct the imperfections made by
highly experienced laboratory technicians; therefore, a faster
and more reliable medical diagnosis is obtained in comparison
to the conventional method. The equipments developed in most
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cases are focused on genetic detection techniques. The present
section is a review of existing diagnostic equipment initiatives.

The MODS method (microscopic observation drug suscep-
tibility assay) is a technique based on culture methodology.
It is based on a Middlebrook 7H9 liquid medium culture
monitored through the observation of an inverted microscope.
The formation of ropes, which are visible before colonies,
is observed in an average of 8 days. Technologically, this is
an inexpensive option and applicable to high incidence and
low resource countries [8]. In Peru, the Universidad Peruana
Cayetano Heredia (UPCH) and the Universidad Nacional de
Ingenierı́a (UNI) have developed a MODS Plate Reader sys-
tem that can diagnose multidrug-resistant tuberculosis (MDR-
TB) in less than fifteen seconds, after the appearance of ropes.
The system includes an automated plate reader for microscopic
observation of MODS cultures. The reader automatically han-
dles the MODS plates, and after running the autofocus algo-
rithm, digital images of microscopic structures characteristic
of Mycobacterium tuberculosis are obtained. Once the image
is obtained, the diagnosis is made through MODS pattern
recognition software. In this way, the automated reader reduces
labor time and handling Mycobacterium tuberculosis (MT)
cultures by laboratory personnel [6].

On the other hand, Cepheid, Inc. developed the Xpert
MTB/RIF technique, an automated test for the diagnosis of
tuberculosis based on the detection of specific Koch’s bacillus
nucleic acids with cartridges in an organic sample. Unlike
conventional nucleic acid amplification tests (NAAT), the
Xpert MTB/RIF simplifies the identification of mycobacterial
DNA by automating the 3 processes required for PCR-based
molecular testing: extraction, amplification, and detection [1].
The Xpert MTB/RIF technique can detect MT complex and
rifampicin resistance within 2 hours of test initiation, with
minimal technical intervention. This method has very high
sensitivity and specificity. Additionally, the sample reagent,
used to liquefy the sputum, has potent disinfectant properties
(with the ability to kill TB bacteria) and largely eliminates
biosafety issues during the testing procedure. These features
allow the technology to be taken from a reference laboratory
and used closer to the patient. The Xpert MTB/RIF equipment
requires an uninterrupted and stable electrical power supply,
temperature control, and the cartridge modules’ annual cali-
bration [9]. The Xpert has a high specificity for diagnosing
tuberculosis, which in the series evaluated by the National
Chest Institute of Chile was 95% in respiratory samples and
94% in non-respiratory samples (the standard for positivity is
culture). Considering the cost of this test, it should not be
indicated to all patients who are requested smear microscopy,
but only in those cases with a well-founded suspicion of
tuberculosis in which the smear microscopy is negative. As
it is a susceptible method, it is not indicated for patients who
have had tuberculosis because it is a PCR technique. Any
mycobacterial DNA residue left over from the past will be
amplified many times and may give a false positive result
[1]. The most commonly used device is the GX4, which has
4 modules (allowing 16-20 tests per 8-hour shift) and its

discounted cost for developing countries is approximately $
17 000 [10].

An alternative to ZN-stained baciloscopy is fluorescence mi-
croscopy with Auramine-Rhodamine staining, which achieves
better sensitivity and specificity results than the ZN-stained
method. However, due to the high cost required to acquire a
fluorescence microscope (a microscope with a mercury vapor
lamp), ZN staining continues to be chosen in developing
countries [7].

Finally, the Pontificia Universidad Católica del Perú has
been developing automatic Ziehl Neelsen staining systems
for the standardized diagnosis of TB. In a previous version
[11] [12] [13] [14], the systems considered staining but not
microscopy and also did not have a closed loop temperature
control.

III. DESCRIPTION OF HARDWARE AND SOFTWARE

The tuberculosis diagnosis prototype has a staining module
and a microscopy module for 4 samples simultaneously. Each
module is described in the following lines.

A. Staining module

The module for simultaneous staining of four samples is
shown in Figure 1, and the Figure 2 shows the block diagram
of the complete system.

Fig. 1: Staining Module.

Fig. 2: Staining Module Block Diagram.
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This staining module consists of a sample positioning sub-
system, a reagent dispensing sub-system, and a heating sub-
system. The stepper motor is part of the sample positioning
sub-system. The pumps are part of the reagent dispensing
sub-system. Finally, the halogen lamp and temperature sensor
belong to the heating system. The microcontroller controls all
sub-systems and the interaction between them.

The sample positioning sub-system receives the samples and
moves them throughout staining process. The heating sub-
system has a temperature control that maintains the tempera-
ture around 75 °C. The dispensing sub-system distributes the
reagents to cover the samples and keep the surface tension on
each sample.

1) Position sensor: The system has a limit switch sensor to
define the zero position of the displacement. Figure 3a shows
the schematic diagram of the conditioning circuit.

2) Temperature sensor, heating actuator, and actuator
driver: The temperature sensor used is the LM35, working
between room temperature and 100 °C. The sensor is located
below the samples. Figure 3c shows the 10 mm distance
between the reference sensor slide and the analysis slides. The
sensor is in contact with the slide through the thermal paste.

The heating system has two OPALUX 220V-350V halogen
lamps. Each lamp is inside a ceramic container and radiating
heat on 2 samples. The system has an on-off control of the
temperature with a margin of 5 °C error downwards to avoid
exceeding the reference since the heating process is slow. In
other words, when the reference is set at 80 °C, the lamps
work at full power until the sensor reaches a temperature of
75 °C, where on-off control begins functioning. The control
algorithm considers the error as the difference between the
desired temperature and the measured temperature by LM35
sensor; the algorithm use a trigger angle of 1 ms (on) in case

(a) Schematic
Circuit for the
Limit Switch.

(b) Schematic diagram of zero crossing detector.

(c) Temperature sensor position.

Fig. 3: Temperature sensor and conditioning circuits for the
sensors.

the error is greater than 5 °C; otherwise, there is no trigger
angle (off).

The zero-crossing identification circuits is shown in Fig-
ure 3b and the firing angle control circuit for each lamp is as
shown in Figure 4c. These circuits allow future implementa-
tions of more complex control algorithms.

3) Pumps and pump driver: The four pumps used to
dispense the three reagents and water are the RS-385, which
are power by 12 V with a maximum current consumption of
0.5 A. The driver selected is a mosfet IRF530 with a 1N4004
diode and a pull-down resistor R1 of 100 KΩ. Figure 4a shows
the driver circuit for each pump.

4) Stepper motor and stepper motor driver: A bipolar
stepper motor, which is used in the sample displacement,
can be controlled through micro-stepping and varying the
rotation direction using the exciter A4988. Figure 4b shows
the schematic diagram of the stepper motor driver for the
movement on one axis. The stepper motors are energized with
12V.

The pulley that generates the linear displacement has 16
teeth separated by 2mm between teeth. One complete revolu-
tion of the motor shaft, 360° rotation, would be equivalent
to 32mm. The motor is a NEMA 17 with 200 steps per
revolution, equal to 1.8° each step, and as it is working at
1/8 step, this generates a linear movement of 0.02mm.

5) Power supply: The system is energized by a switching
power supply RD65 of 5V at 6A and 12V at 3A.

6) Microcontroller and its software: The arduino platform
was used but a custom board has been designed using the
ATmega328P microcontroller [15]. The flow chart shown in
the Figure 5 describes the whole staining process: inserting
samples, fuchsin staining, heating samples, rinsing, dispensing
acid alcohol, rinsing, methylene blue staining and the final
rinse.

(a) Schematic
of Pump
Drivers.

(b) Schematic diagram of one stepper motor
driver.

(c) Trigger angle control circuit.

Fig. 4: Schematic diagrams of actuators’ drivers
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Fig. 5: General staining process flow diagram.

B. Microscope module

This module’s mechanical system is made up of three
fundamental structures: the main support (housing); a mobile
structure that contains and moves the samples, and the micro-
scope optical structure. The touch screen, the electronic card
and power supply, and other electronic components are in the
main structure. The mobile structure carries out the movement
of the platform through the X-Y–Z axes. The microscope
structure is fixed, with the platform being the only one that
moves on the Z-axis to perform the sample’s focus.

Once illumination from the LED to the sample is activated,
the camera and processing unit perform automatic focus while
the platform changes its position relative to the microscope lo-
cation. The module then acquires the focused image, processes
it, and counts the bacilli.

Finally, the results are presented to the user through a
graphical interface. Figure 6 shows the prototype’s mechanical
system and Figure 7 shows the block diagram.

1) Position sensor: The system has three limit switch
sensors to identify the initial position in each axis, each of
the sensors has a similar configuration and function as the
sensor of the staining module.

Fig. 6: Microscope Module.

Fig. 7: Microscope Module Block Diagram.

2) Power LED and its driver: The system uses a power
LED as the light source (12V, 0.9A, 6000-6500K). The driver
considered is a mosfet IRF530 with a 1N4004 diode and a
100KΩ pull-down resistor R1. The ligth intensity of the LED
is controlled by pulse width modulation (PWM).

3) Motors and their drivers: The microscope module uses
three motors, each with the same hardware features as the
staining module in order to generate movement in three axes.
The X-Y plane’s displacements do not need to be readjusted
every time, so the microstep setting is fixed. In the case of Z
axis motion, the micro-steps need to be readjusted according
to the autofocusing algorithm’s requirements.

The motor can rotate up to 1/16 of a 1.8° step. Ergo, it
can rotate 0.1125°. Considering that the step between threads
of a worm-screw is 2mm for the X and Y axes, 0.1125°
corresponds to a linear displacement of 0.000625 mm. To
move to the next field of 0.2 mm, the motor must rotate 36°
or 20 steps. In the Z axis, there is a 1 mm between threads;
therefore, a rotation of 0.1125° corresponds to 0.0003125mm.

4) User Interface-Touch Screen: The touch screen is a 7-
inch Waveshare and it is controlled by the Raspberry platform.
The development of the interface has been done with the Kivy
Python framework. The Pony ORM object-relational mapper
and the SQLite database manager have been used to store and
search the records. The searches of the records can be carried
out with information from any of the fields (Code, Diagnosis,
Fields, Bacilli and Date). The user can easily initiate and
terminate the process through this interface. Figure 8 shows
the connections of the Raspberry to the Waveshare display.
Figure 9 shows the main menu displayed on the screen.

5) Digital Camera: The system uses the C920E WEBCAM
digital camera attached to the microscope tube through a
structure created digitally in 3D printing. The camera sends
the images to the Raspberry Pi 3 through the USB port. See
Figure 8.

6) Processing Unit: It is composed of the Arduino Nano
board based on an ATmega328 microcontroller and the Rasp-
berry 3 board, a 64-bit ARM Cortex-A53 processor at 1.2
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Fig. 8: Connection of the screen, the camera and the arduino
nano to the raspberry.

Fig. 9: User interface.

GHz. The first one is in charge of exciting the X, Y, and Z-
axis motors and LEDs through its drivers. The second one
is in charge of processing the acquired images; finding the
best-focused image and making the samples’ diagnosis, and
controlling the user interface while communicating via USB
so that the user can initiate, monitor, interrupt and terminate
the session. Figure 8 shows the connections between them.

7) Electronic Software: Figure 10 shows the flow diagram
of the automatic microscopy process.

Fig. 10: Microscope Module Flow Diagram.

IV. RESULTS AND DISCUSSION

The following lines present the factors that influence the
performance of both modules.

A. Sample inclination:

The samples are clamped by tweezers, which break the
reagents’ surface tension when heated. The heating of the
tweezers causes the fuchsin to flow and fall off the samples. A
proper tilt allows the greatest amount of fuchsin to concentrate
away from the clamp during heating. Hovewer, this tilt pools
the reagents to one side of their container. This improper
storage prevents the actuator from pumping the reagents as the
pumps are located on the opposite side, causing the reagents
to remain in the containers.

B. Fuchsin dispensing tubing:

The pneumatic tubing used for fuchsin dispensing swells,
clogs, and even releases particles. It is important to mention
that the dispenser (not the tubing) of channel 1 became clogged
after 40 sequences. Figure 11a shows the tubing after more
than 15 sequences.

Figure 11b shows that the fuchsin coloration of the sample
on the left is different from the sample’s normal coloration on
the right. This coloration is evidence of fuchsin contamination.

C. Heating temperature

The heating temperature can cause the samples to be dry
and/or dark in color. By changing the equipment’s inclina-
tion, the halogen lamps get closer to the samples, making it
necessary to reduce the temperature. In the horizontal position,
the reference temperature, based on the medical technologist’s
recommendation, was set at 100°C. In contrast, when tilted
forward (due to the equipment structure’s misalignment), the
appropriate reference temperature was set at 93°C. Figure 11c
(left) shows samples with an excess temperature, while in
Figure 11c (right), the temperature is adequate.

With the temperature control active and the slides covered
with water, the evolution of the reference sensor’s temperatures
on each of the 4 samples was validated considering several
reference temperatures. The thermocouples of 4 Fluke 179
devices with a temperature sensor were used to measure each
sample’s temperature. The values displayed by the multimeters
have been extracted in a synchronized way using image
processing. The software used is a modification of the code
presented in [16]. The figure 12a and 12b show the results
for reference temperatures of 60 °C and 70 °C.

Subsequently, the ON / OFF control was validated with a
sample covered with fuchsin; the result obtained is shown in
Figure 13a. The Fluke 179 thermocouple multimeter was used
to measure the temperature on the fuchsin-coated slide and
the Fluke 175 multimeter was used to indirectly measure the
temperature of the LM35 (via the sensor output voltage). It
can be seen that the temperature difference is 10 ° C and the
control is carried out properly. It was observed that the initial
temperature of the LM35 does not significantly affect the final
value of the sample’s temperature; however, a preheating is
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(a) Fuchsin dispensing tubing. (b) Sample with fuchsin
coming from the equip-
ment (left) and uncon-
taminated fuchsin (right).

(c) Samples stained with excess heating (Left) and Samples
stained with adequate heating (Right).

Fig. 11: Condition and influence of the materials and the
mobile platform’s inclination in the staining process.

(a) Response with 60 °C refer-
ence.

(b) Response with 70 °C refer-
ence.

Fig. 12: LM35 temperature sensor response and samples’
temperature response with water.

established prior to the entry of samples to define the initial
temperature condition of the reference sensor, this preheating
does not change the traditional staining process.

Figure 13b shows the reference sensor values during heating
and preheating for two samples in a single graph. The temper-
ature control result is for the sample 13063 (set point of 93 °C)
and for the sample 16921 (set point of 100 °C); the ambient
temperatures were 21 °C and 21.6 °C respectively. For the 93
°C references, the heating position is given by setting #4 of
Table I, while for the 100 °C references, it is given for setting

(a) LM35 sensor temperature
(set point of 93°) vs temperature
in the sample with fuchsin.

(b) Reference sensor tempera-
ture during heating and preheat-
ing.

Fig. 13: Temperature control analysis.

#3. The heating time was seventy-five seconds. For the case
of sequence 13063, there was a calibration preheating of the
equipment, which had a reference of 60 °C.

D. Sample positions

Several adjustments have been made regarding the position
of the limit switch sensor. The most relevant ones during
calibration are shown in Tables I and II.

Regarding the changes between setting 1 and 2, it was
observed that the dispensing was excessive and there was a
waste of fuchsin; therefore, to avoid misuse of fuchsin, the
sweep displacement is reduced from 3 cm to 2.6 cm. Besides, a
small offset of 1 mm is added to the initial dispensing position
to move it away from the clamps. The change between setting
3 and 4 is due to the fact that a two-millimeter adjustment was
required for the halogen spotlight to align with the samples.

Table II shows the amount of fuchsin dispensed in ml for
settings #1 and #4. Setting #5 is not included because fuchsin
is lost during heating, causing the samples not to be completely
coated. Figure 14 shows the coating of the slides after heating
with setting #4.

TABLE I: Spindle positions in millimeters with respect to the
location of the limit switch sensor.

Adj.
Heating
position

(mm)

Fuchsin dispensing
end position (mm)

Initial fuchsin
dispensing position

(mm)

Initial position
for sample
entry (mm)

1 6 110 140 214
2 6 114 140 214
3 6 113 139 214
4 4 113 139 214

TABLE II: Variation of ml of fuchsin with respect to the
dispensing interval.

Adj.
Dispensing

interval
(steps)

Dispensing
interval
(mm)

Sample
1 (ml)

Sample
2 (ml)

Sample
3 (ml)

Sample
4 (ml)

Total
(ml)

1 1500 30 3.6 5 3.8 4.6 17
4 1250 25 3 3.55 3 4.5 14.1
5 950 19 2.1 2.75 2.25 3.1 10.2
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Fig. 14: Fuchsin coating of samples after heating.

E. Microscope module

The microscope module performs a proper displacement
for the 4 samples; the X and Y axis have a minimum step
displacement equivalent to 0.01 mm. The Z axis enables
autofocus with a minimum displacement of 0.0003125mm
or 16 microsteps. To implement the microscope module, a
commercial one was purchased, and the part corresponding to
the optics was cut. This reduced the robustness of the module.
Therefore, the observed images have a small vibration that is
corrected by the autofocus and the image capture software.

V. CONCLUSIONS AND FUTURE WORK

The staining module can stain 4 samples simultaneously
in an automatic way. Regarding the reagent dispensing, it is
concluded that the dispensing for all channels as a set can
be controlled by varying the interval of dispensing positions.
However, the amount dispensed is not uniform in all dis-
pensers. Regarding temperature control, it is found that the
temperature in the sample can be controlled from a reference
temperature sensor. The mechanic is essential so that a proper
clamping of the samples is crucial for the prototype’s proper
functioning; the inclination must be uniform so that it is the
same for the four samples. Finally, the structures’ material is
also important; it has been proven that metal containers and
pneumatic pipes are not appropriate.

The microscope module performs the desired displacements
in all its axes, having a higher sensitivity in the Z-axis. How-
ever, this module can be improved; two of the most important
things to improve are the cancellation of the vibrations that
are observed in the samples caused by shocks in the base
that supports the module, or when driving its motors; and the
improvement of the coupling mechanism between the camera
and the microscope.

For future work, it is proposed to evaluate the use of a
temperature sensor that does not require contact and moves
with the samples, in addition to considering additional temper-
ature and humidity sensors for both the environment and the
equipment. This information could be stored automatically in
a local or remote database. To establish the initial temperature
conditions in each sequence, we propose to evaluate the
possibility of including a preheating of the samples before
dispensing fuchsin or placing a fan.

Finally, it is possible to perform more detailed studies. That
is to say, to carry out a study that allows determining the

effectiveness of the equipment for certain types of samples:
urine, feces, cerebrospinal fluid, among others.
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Abstract–The recent dramatic growth in electric vehicles has 

brought renewed attention to their motors and power 

electronics. Of the motors used for electric vehicles, the DC 

motor and the three phase induction motor are well-studied. 

Developing countries have created their own solutions for 

electric vehicles, especially with the Brushless DC Motor 

(BLDC). The less investigated three phase BLDC motor 

presents challenges for control of the transient and steady-state 

response, overshoot, rise time, settling time, etc. A lapse in the 

control can cause the system to become unstable and reduce the 

life of components.  In this paper, a BLDC motor for electric 

vehicles is studied with the Modified Proportional-Integral 

(MPI) controller and logic gates for the drives. The design allows 

reduction of overshoot to an estimated 5 % and the settling time 

to 2 seconds This study is expected to contribute to the 

applications of the BLDC, especially for electric vehicles.  

   Keywords–Electric vehicles, BLDC, Motor, Proportional 

Integral, PI controller, Logic controller, Electronics, Power 

electronics, Motor control, Overshoot, Transient.  

 

I. INTRODUCTION 

In the growing market of electric vehicles, the motors 
used include the DC motor, the synchronous motor, the 
induction motor, and the Brushless DC motor (BLDC). Of 
these, the DC motor, the synchronous motor and the 
induction motor are well-developed technologies. In 
comparison, the BLDC is a relatively new type of motor, 
made popular largely by advances in power electronics. To 
meet the growing market for electric vehicles, especially in 
developing countries, the recent trend has been to use the 
Brushless DC Motor. BLDC motors use an inverter to 
convert DC to AC which runs an AC motor. Compared to DC 
motors of the same power, the three phase BLDC motor is 
lighter with high torque to weight, requires less maintenance 
and can be better controlled [1-6].Unlike the DC motor, the 
BLDC motor does not produce any spark and noise [7] and is 
convenient to use in critical environments. BLDC motors are 
becoming popular in Electric vehicles, drones, residential and 
industrial applications [8, 9]. 

In electric vehicles, it is desirable to operate the BLDC 
motor with less overshoot and less settling time. For this 
purpose, Anti Wind PI (Proportional Integral) control, 
Artificial Neural Network and Fuzzy logic-based controllers 
have been proposed. All are mostly complex to implement, 
have large overshoots, and are otherwise costly [10,11].   

This paper presents an inexpensive, robust, and easy-to-
implement BLDC motor controller for Electric Vehicles 

using Modified Proportional Integral (MPI) and digital logic 
control.  

 
II. LITERATURE REVIEW 

 Problems with PI control include high overshoot, and 
settling time. Kiron avoided the PI controller and proposed 
Auto tuned PID controller, with which he achieved 50% 
overshoot (at 1000rpm and 0.18N-m torque) 
[12]. Arulmozhiyal proposed Fuzzy PID controller and 
achieved 3.6% overshoot at 1500rpm with 5N-m load 
[13]. Neethu proposed a fuzzy controller and achieved 38% 
overshoot at 1000rpm [14]. As the overshoot is high, the 
BLDC motor takes high inrush current to initialize, which 
may reduce the life of the motor.     

III. THEORY OF OPERATION 

The proposed block diagram of the BLDC motor 
controller using Modified Proportional Integral (MPI) 
method is shown in Fig.1. The MPI block continuously 
checks the speed sensor, current/voltage sensor, and the 
desired speed and it  tries to find the error using the MPI 
method. The logic operation selects the three-phase inverter 
gating sequence with the help of the hall sensor and the MPI 
output. Then the three-phase inverter controls the BLDC 
motor.  
 

 
Fig.1: Block diagram of proposed system 

 

IV. CONTROLLER DESIGN  

A. MPI Controller 

The Modified Proportional Integral (MPI) controller is 
shown in Fig.2. To find the error between desired speed and 
actual speed, the MPI is required. The desired speed is 
sampled and further processed according to predefined tuned 
value. The desired speed which is instantaneous and coming 
from user is defined as  
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R'(t) = xu(t)                                      (1) 

In sample and process block,  the instantaneous desired 
speed is modified  on the basis of equation 2.  

R(t) = x r(t + 0) – x r(t - m)                             (2) 

Where x is the given desired speed and m is the desired 
settling time. The desired speed is then compared with actual 
speed and fed to PI block. The transfer function of a PI 
controller can be defined as. 

Output, y(s) = e (s) × �kP+
Ki

S
�                       (3) 

The gain can be calculated as. 

y (s )/e (s)  = (kP+
Ki

S
 )                            (4) 

In time domain the transfer function of PI is.  

y � t� = kP e � t�+ki∫e�t�dt                              (5) 

After solving trapezoidal rule, the overall expression 
becomes.   

y�t�=KPe�t�+Ki[
Ts

2
�e�t� +2e�t-1��+Pasti�nt]           (6) 

 
where e(t) is the current error and Ts is sampling time. 

This equation was implemented in a proposed MPI controller 
in software using C code.  

 
Fig.2: The algorithm of Proposed MPI block used in Software using C 
code. 

 

B. Logic Operation Controller 

For this project, three phase six switch inverters have been 
assigned. To control the switch gating sequence, the logic 
operation is required. Typically, the BLDC motor consists of 
three Hall effect sensors which give the information of rotor 
position. When a rotor magnet passes the Hall sensor, it 
provides a high signal for the North pole and low signal for 
South pole. The communication sequence would be 23 = 8, 
which are 000, 100, 011, 110, 010, 101, 001 and 111. But as 
000 and 111 are odd combinations, the logic operation will 
ignore them. Based on these values the emf can be calculated 
as.  

EMF sa = Hall A- Hall B                        (7) 

EMF sb = Hall B- Hall C                        (8) 

EMF sc = Hall C- Hall A                        (9) 

Where Hall A = 1, Hall B = 0, Hall C = 0 for first sequence 
100 and the EMF will be +1, 0 and -1 for sa, sb, and sc 
respectively. The software built in BLDC motor block gives 
the rotor position as bipolar communication (-1,0,+1) for 

each phase. Based on this, the inverter switch gating pulse 
must be decided to achieve the required terminal voltage 
which is similar to emf.  

To achieve the three-phase terminal voltage, two switches 
must be on at a time for one phase, according to the emf 
sequence. When any upper switch conducts, the following 
phase becomes positive.  When the lower switch conducts, 

 

Fig.3: Three phase inverter with BLDC motor. 

The following phase becomes negative. When both 
switches open the following phase becomes zero. To avoid 
short circuit, no two switches in a line should conduct at a 
time. For instance, the first sequence (100) phase Y, B and G 
must receive positive voltage, zero voltage and negative 
voltage. To achieve this, switch 1 and switch 4 must be 
triggered. Based on this, table I and II are drawn below. 

TABLE I. LOGIC LEVEL GENERATION FOR FORWARD ROTATION 

CALCULATED FROM ABOVE EQUATIONS 
 

EMF Forward Rotation 

sa sb sc Switch 

Y B G 1 2 3 4 5 6 

+1 0 -1 1 0 0 1 0 0 

-1 0 +1 0 1 0 0 1 0 

0 +1 -1 0 0 1 1 0 0 

-1 +1 0 0 1 1 0 0 0 

+1 -1 0 1 0 0 0 0 1 

0 -1 +1 0 0 0 0 1 1 

  

To run the motor in reverse direction the inverter 
switching pattern changes and Table II must follow in logic 
operation.  

TABLE II. LOGIC LEVEL GENERATION FOR REVERSE ROTATION 

CALCULATED FROM ABOVE EQUATIONS. 

EMF Reverse Rotation 

sa sb sc Switch 

Y B G 1 2 3 4 5 6 

-1 0 +1 0 1 0 0 1 0 

+1 0 -1 1 0 0 1 0 0 

0 -1 +1 0 0 0 0 1 1 

+1 -1 0 1 0 0 0 0 1 

-1 +1 0 0 1 1 0 0 0 

0 +1 -1 0 0 1 1 0 0 

 

Based on these two tables, the logic operation block drives 
the BLDC motor using inverter. 

V. SIMULATION RESULT AND DISCUSSION  

After completing the logic operation table and the MPI 
tune value, a complete circuit was developed in the software 
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to analyze the proposed system. Fig. 4. shows the complete 
circuit diagram of the BLDC motor controller with 
mechanical load of 3 N-m. The inverter block consists of six 
switches as shown in fig. 3. The logic operation maintains 
Table I and Table II, based on the reference input. The logic 
operation and MPI block consist of several C blocks written 
in C code. The MPI block consist of MPI equations explained 
in section IV.A and its monitor’s instantaneous change in any 

 

Fig.4: Circuit diagram of motor controller. 

current or voltage sensors involve speed, torque, direction bit 
and reference speed. The MPI block tunes the speed error, 
and PWM is generated at 10 kHz switching frequency, which 
is then fed to logic operation and generates the gating 
sequence. Fig.5 summarizes the overall operation of the 
proposed system. 

 

Fig.5: Main loop for proposed motor controller. 

A. Forward Operation 

Fig. 6 shows the forward rotation emf generated from 
BLDC motor. The emf is bipolar communication (-1,0,1)  
which contains the rotor position, based on which the logic 

operation follows Table I and generates six-switching pulse 
(Fig. 7). 

 

Fig.6: Simulated Forward rotation emf generation from BLDC motor which 
perfectly matches with calculated table I.  

Fig. 6 and Fig.7 show that with the increase in rotor speed, 
the emf  generated from the BLDC motor increases faster and 
the logic operation also generates six pulses faster which 
matches with calculated Table I.  

 
Fig.7: Simulated Gate signal generation from Logic Operation for forward 
rotation which perfectly matches with calculated Table I. 

 

B. Reverse Operation 

Fig. 8 shows the reverse rotation emf generated form the 
BLDC motor. This contains the rotor position and based on 
the logic operation, follows Table II, creating the six-
switching pulse (Fig. 9). The switching sequence is visibly 
different from the forward rotation sequence.  
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Fig.8: Simulated reverse rotation emf generation from BLDC motor which 
perfectly matches with calculated table II. 

Fig.8 and Fig.9 show that the emf and the six pulses are 
generated faster as the rotor speed increases. This matches 
with the calculations in Table II.  

 

 
Fig.9:Simulated Gate signal generation from Logic Operation for reverse 
rotation which perfectly matches with calculated table II. 

 

After successfully switching the three-phase inverter, the 

output current appears as shown in Fig. 10. The graph shows 
that there is no inrush current. The output current of the three 
phase inverter changes according to speed and torque.  

 
 

 
 

Fig.10: Simulated Inverter output Three phase current. 

For forward rotation of 500 rpm and 1000 rpm with 3N-
m load, the overshoot was 9.38% and 4.81% respectively, and 
the settling time was 1.01s and 2s respectively (Fig. 11 and 
Fig. 12). 

 
Fig.11: BLDC motor forward rotation at 500 RPM . 

 

 
Fig.12: BLDC motor forward rotation at 1000 RPM . 

For Reverse rotation of 500rpm and 1000rpm with 3N-m 
load, the overshoot was 8.12% and 5.18% respectively and 
the settling time was 1.18 s and 2.09 s respectively (Fig. 13 
and Fig. 14). 
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Fig.13: BLDC motor reverse rotation at 500 RPM . 

 

Fig.14: BLDC motor reverse rotation at 1000 RPM . 

VI. CONCLUSION 

This paper attempted to use the modified PI control for 
the electric vehicle's Brushless DC motor's speed and 
direction. The  desired speed is further processed based on 
predefined tuned value. The PI controller calculates the error 
between the desired and actual speed and feeds to the logic 
operation. Accordingly, the proposed system is able to solve 
the high overshoot in transient response (1000rpm with 3N-
m), which will be convenient for electric vehicles.  

It is hoped that this study will contribute to applications 
of the BLDC motor in the electric vehicle industry.  
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Abstract—In recent years, smartphones and other mobile
computers have become even smaller. Simultaneously, the num-
ber of buttons for user input has decreased, and their size
has shrunk, which lowers the operability of user input. In
this situation, gesture-based input is expected to be the new
input method. gesture-based inputs have advantage in that it
can work irrespective of device size Furthermore, there is no
need to even look at the screen. Accelerometers equipped in
smartphones are the primary tool for recognizing gesture-based
inputs. However, such techniques are prone to misrecognitions.
One factor contributing to this problem is the high number of
gesture candidates. In response, we propose an input recognition
method that uses a combination of two far simpler gestures types:
trigger gesture (TG) and main gesture (MG). TG determine the
start or content of the operation. MG provide the operational
detail. In this paper, we test this concept on a music player app
installed on a smartphone, which can be used while walking. The
proposed method is found to improve recognition accuracy by
50%, assuming five types of input requests.

Index Terms—Sensors and Systems, Signal Detection and
Processing, Mobile Computing,

I. INTRODUCTION

In recent years, smartphones and other mobile computers
have become smaller, and the convenience of carrying them
has been improved. However, the operability of user input
has decreased with the number of buttons and screen size.
Commonly, while walking or jogging, sound data are used
for enjoying music, maintaining a pace, keeping rhythm, and
absorbing news information or stories. So, when we want to
operate something then, it has become necessary to touch
the small screen while staring it, which can dangerously
distract uses from their surroundings [1]. This has become
a pertinent social problem. In Japan, according to the Tokyo
Fire Department, from 2015 to 2019, 211 people have been
transported by emergency because of related accidents [2].
This is expected to increase.

Therefore, owing to the ubiquity of smartphones, it has
become necessary to operate the interface without looking at
the screen. Gesture-based Inputs relies on accelerometers
equipped in most smartphones. Accelerometers can detect
hand motion and classify the types of movement. Gesture-
based input is already well-implemented on game consoles,

and the intuitive operation using mobile devices has been well-
demonstrated. Gesture-based input is basically recognized by
comparing acceleration values of input data with training data
which are measured in advance [3] [4]. Gesture recognition
consists of the following two steps:

1) Gesture detection: detects when a gesture is performed
2) Gesture classification: classifies which one in gesture

candidates is performed
Fig. 1 shows the overview of gesture recognition.

Fig. 1. Overview of gesture recognition

The problem with gesture-based input is that many mis-
recognitions occur. Noisy acceleration values are typically the
problem, and a large number of gesture candidates thwart dis-
ambiguation. Misrecognition can be divided into the following
three categories:

• False positive: outputs a detected gesture when no gesture
is performed

• False negative: does not output results when a gesture is
performed

• False classification: outputs the incorrect gesture
False positive and false negative occur with gesture de-

tection. False classification occurs with gesture classification.
Notably, there is a tradeoff between false positive and false
negative accuracies. In this paper, we focus on improving false
classification avoidance. Normally, the number of gestures
candidates is the same as the number of input operations. If
this number is large, it becomes necessary to prepare a huge
number of training data in advance. This is seemed to lead978-1-6654-4067-7/21/$31.00 ©2021 IEEE
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to the difficulty in classifying among them. We confirmed in
preliminary experiments that increasing the number of gesture
candidates leads to a lower recognition accuracy. Therefore,
we propose a method to detect and classify gesture-based
input with high accuracy by using two consecutive simple
gestures and limiting the number of gesture candidates. The
first gestures are trigger gesture (TG) which determine the
start or content of the operation. The second are main gesture
(MG) which is the actual input operation detail. Recognition
accuracy is improved by limiting the number of MG candidates
when TG is recognized. Applying a music-player app, we as-
sume five types of input requests. We test these using an input
pattern that does not limit MG candidates (baseline method)
and an input pattern that limits MG candidates (proposed
method). As a result of experimentation, we confirmed that the
number of misrecognitions can be reduced by approximately
50% using proposed method.

II. RELATED WORK

The acceleration values acquired by accelerometers contain
a lot of noise, even when applying a high sampling rate. When
classifying gestures, both training data and input data must be
matched in real time. Unfortunately, they both contain a lot
of noise. Thus, misrecognitions commonly occur. Regarding
the problem of noisy acceleration values, Murao et al. used
nine accelerometers to acquire more accurate values [5]. It
was shown that the recognition accuracy, when recognizing
27 types of gestures, was 62.7% on average. In their research,
to reduce misrecognition caused by noise, they used a method
of continuously calculating the average value of the acquired
acceleration values.

Machine learning is often used in study to calculate the
similarity of gestures and assign correct labels [6] [7] [8].
In this paper, however, we do not use feature-based machine
learning, but instead classify gestures by calculating the sim-
ilarity between time series data.

Even with the same gesture, the speed of hand motion
changes depending on the time and the situation. In this case,
the number of samples and the acceleration values of input
data will be different, and it becomes difficult to calculate the
similarity to training data. Dynamic Time Warping (DTW)
method is an algorithm used for calculating the similarity
between such data with respect to the problem that the
gesture speed is not the same each time [9] [10] [11]. With
DTW, by expanding and contracting the time in two time-
continuous data, the difference in the number of samples and
the acceleration values can be eliminated, and the similarity
can be calculated with less overhead.

In this paper, we use a method of continuously calculating
the average value of the acquired acceleration values for
information extraction from training data. We apply DTW to
calculate the similarity between training data and input data.
Izuta et al. used a similarity calculation method via DTW to
detect the start of a gesture [12]. It was shown that a gesture
could be detected without waiting for its finish by continuously
comparing its similarity with all training data.

Izuta et al. also mentioned that recognition accuracy
would be degraded in case gesture candidates include sim-
ilar ones [12]. So, it remains difficult to accurately classify
gestures when the number of candidates increases. Therefore,
in this study, using two consecutive simple gestures is applied
to improve recognition accuracy.

III. FORMAL DESCRIPTION OF THE PROBLEM

The purpose of this paper is to provide a method of
recognizing gestures from the acceleration values acquired by
accelerometers equipped in smartphones and use them as the
input operation of a music player. In this section, we describe
the assumptions, conditions, and target problem for gesture
recognition.

We assumed that we acquire the acceleration values of
gestures while holding a smartphone in one hand. The n
gestures are prepared as gesture candidates, and are denoted
by Gi (i = 1, 2, 3, · · · , n).

The variables of this gesture recognition problem include
training data and input data. Training data are labeled with
ones of the gesture candidates. The output, in turn, is the
label with training data. The sequential acceleration values
of Gi are training data represented by Bi = (b0, · · · , bTi).
Ti represents the number of samples of training data Bi.
Similarly, input data from the gesture start time t0 to the finish
time te, include the sequential acceleration values represented
by A = (at0 , · · · , ate).

Almost all types of smartphones equip 3-axis accelerome-
ters. These accelerometers can sample acceleration values for
each of the x, y, and z axis. The acquired values include values
of acceleration caused by the gestures and of gravitational
acceleration. Thus, acceleration values b and a are acquired
for the three axes of x, y, and z. Thus, they become vectors of
three parameters. For example, in one sample, the parameters
of training data, b, and input data, a, are (bx, by, bz) and
(ax, ay, az), respectively.

With gesture recognition, the similarity between input data
A and training data Bi is calculated. In this paper, the
similarity is calculated using DTW and evaluated as a distance,
D(A,Bi). The smaller the distance of D, the more similar the
two data become. Therefore, G∗ which is min{D(A,Bi), i =
1, 2, 3, · · · , n} is output.

IV. BASELINE METHOD

A. Gesture detection

It is necessary to detect the start and finish of gesture-
based input because input data A is acquired continuously.
We used the average of total acceleration as the condition for
recognizing the start and finish of gesture-based input. The
total acceleration |a| at a certain time was set as following
equation (1).

|a| =
√

a2x + a2y + a2z (1)

From the start acquiring of input data, we continue to
take the average value of the total acceleration. When the

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 364



total acceleration, |a|, exceeds α by an amount greater than
the average value before it for the first time, ts, when the
gesture starts is as following equation (2). α is a threshold for
recognizing whether a gesture is performed.

ts = min{ t′ | |at′ | >
1

F

t′−1∑
t=t′−F

|at|+ α } (2)

Next, it is recognized that the gesture finishes at the last
time the total acceleration, |a|, exceeds the above threshold.
The reason for doing this is that the total acceleration, |a|,
may temporarily fall below the threshold during the gesture.
Therefore, the time, tf , when the gesture finishes, is as
following equation (3).

tf = max{ t′ | |at′ | >
1

F

ts−1∑
t=ts−F

|at|+ α } (3)

B. Gesture classification

After gesture detection, DTW was used to classify the type
of gestures. We extract A∗

t = (at−F , · · · , at) and calculate
the similarity between A∗

t and training data, Bi. calculate the
similarity between A∗

t and training data, Bi. The similarity
is evaluated based on the distance of DTW. In this paper, we
use the Euclidean distance as the seed of DTW. The Euclidean
distance, d, is defined as the distance between input data, a,
and training data, b, at a certain time, as following equation
(4).

d(a, b) =
√
(bx − ax)2 + (by − ay)2 + (bz − az)2 (4)

Next, the algorithm of calculating the distance using DTW is
shown. Considering the matrix, dtw, each element, dtw[j][k],
stores DTW distance defined as follows. We sequentially
calculate the cost from dtw[0][0] to dtw[F ][fi−si] by dynamic
programming to find a route that minimizes the cost of
dtw[F ][fi−si]. The cost is the Euclidean distance, d, and the
value of dtw[F ][fi − si] is the distance, D(A∗

t , Bi), which is
used as the similarity. Fig. 2 shows the algorithm of calculating
the distance using DTW.

We calculate the distance, D(A∗
t , Bi), from extracted input

data, A∗
t , for each training data, Bi (i = 1, 2, 3, · · · , n), by

using DTW. Then output the gesture GI having the smallest
distances, D(A∗

t , BI), is performed.

D(A∗
t , BI) = min

i=1,2,3,··· ,n
D(A∗

t , Bi) (5)

C. Preliminary experiment

Basically, it is easy to find the correct answer with high
accuracy to the alternative question. However, it is not easy
to find just one correct answer from many choices. When
this is applied to gesture recognition, it is expected that the
recognition accuracy will decrease as the number of gesture
candidates increases. To confirm the relationship between
recognition accuracy and the number of gesture candidates,
we conducted preliminary experiments.

Require: A = (a1, · · · , aF ), B = (b1, · · · , bfi−si)
Ensure: D(A,B)

1: dtw[0][0]← 0
2: for j = 1, 2, 3, · · · , F do
3: dtw[j][0]←∞
4: end for
5: for k = 1, 2, 3, · · · , fi − si do
6: dtw[0][k]←∞
7: end for
8: for j = 1, 2, 3, · · · , F do
9: for k = 1, 2, 3, · · · , fi − si do

10: dtw[j][k]← d(aj , bk) + min


dtw[j − 1][k]

dtw[j − 1][k]

dtw[j − 1][k − 1]
11: end for
12: end for
13: return dtw[F ][fi − si]

Fig. 2. the algorithm of calculating the distance using DTW

Because we assumed that gestures are input consecutively,
we adopted 13 gestures which can be performed while holding
a smartphone in one hand, and return to the original positions
after a performance(TABLE I, Fig. 3).

TABLE I
BASIC GESTURES

Shake to the right

Shake to the left

Shake up

Shake down

Shake to the front

Shake to the back

Tilt to the right

Tilt to the left

Tilt to the front

Tilt to the back

Draw a circle

Draw a triangle

Knock the back twice

The content of the preliminary experiment was measuring
the recognition accuracy by changing the number of gesture
candidates. The recognition accuracy was defined as the per-
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Fig. 3. Performing a gesture while holding a smartphone in one hand

centage that correct gesture labels were output, and the number
of gesture candidates was changed from 2 to 13.

Gesture candidate lists were set to maximum of 78 com-
binations from TABLE I, and the recognition accuracy was
calculated as the average value of trials. For the number of
gesture candidates was 1, 2, 11, 12, and 13, we were able
to examine all the combinations of gesture candidates. For
the number of gesture candidates was 3 to 10, the number of
possible combinations was too large, so we limited the number
of gesture candidate lists to 78 patterns.

Fig. 4 shows the result of this. The accuracy for two choices
was more than 99%, while it was 96% for correcting the
gestures from 7 candidates, and 92% from 13 candidates. From
the above result, the accuracy tends to decrease as the number
of gesture candidates increases.

Fig. 4. Graph of recognition accuracy of changing the number of gesture
candidates

V. PROPOSED METHOD

A. System structure

In this paper, we implement the following system structure
to recognize two consecutive simple gestures that are input
operations. First, to remove the portion of the data that
may cause an error in similarity calculation, training data
preprocessing is performed. One gesture is recognized by
continuously calculating the similarity between input data

and training data. Then, two consecutive simple gestures are
recognized from the set of candidates determined by which
type of TG.

1) Training data preprocessing
2) One gesture recognition
3) Two consecutive simple gestures recognition

B. Training data preprocessing

When calculating the similarity via DTW, all data from the
acquisition start time to the finish time are used as training
data. Because they include the data acquired when gestures are
not actually performed, which may cause an error in similarity
calculation. Therefore, we extract the necessary information
from training data. For that purpose, it becomes necessary
to recognize when the gesture started and finished. We used
the method same as baseline method to recognize them. As a
numerical value required for recognition, the total acceleration,
|b|, at a certain time is set as following equation (6).

|b| =
√
b2x + b2y + b2z (6)

When the total acceleration, |b|, exceeded α greater than
the average value before it for the first time, it recognized that
the gesture started. Then, it was recognized that the gesture
finished at the last time the total acceleration, |b|, exceeded
the threshold. Therefore, the times, s and f , when the gesture
started and finished were as following equations (7) and (8).

s = min{ s′ | |bs′ | >
1

s′ − 1

s′−1∑
t=0

|bt|+ α } (7)

f = max{ f ′ | |bf ′ | > 1

s− 1

s−1∑
t=0

|bt|+ α } (8)

si and fi are calculated for training data, Bi. In the
following, training data, B, is B = (bs, · · · , bf ). Next, the
time required for one gesture, F , is determined. The time
taken for each gesture, Gi, can be calculated by fi−si. When
recognizing a gesture of input data, it falls into a state in which
the gesture is not known. Thus, the maximum time required
for each gesture is F as following equation (9).

F = max{fi − si, i = 1, 2, 3, · · · , n} (9)

Fig. 5 shows the result of information extraction of training
data when shaking a smartphone to the right.

C. One gesture recognition

Assuming that the current time is t and one gesture was per-
formed in the past F samples, we extract A∗

t = (at−F , · · · , at)
and calculate the similarity between A∗

t and training data, Bi.
In the range of past F samples, A∗

t = (at−F , · · · , at), we
continued to take the average value of total acceleration. At a
certain time t, the smallest of the distances, D(A∗

t , Bi), from
each training data, BI , is the output candidate. However, a
gesture may not have been performed in the extracted input
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Fig. 5. Example of information extraction of training data (shake to the right)

data. If no gesture is performed, all distances will have similar
values. Therefore, when the distance with training data, BI ,
is clearly smaller than the distance with training data BII

having the second smallest distance, it will be recognized that
the gesture, GI , is performed. The condition at that time is as
follows. β(> 1) is the threshold for recognizing gestures.

βD(A∗
t , BI) < D(A∗

t , BII) (10)

All distances have similar values when the gesture is not
performed. This helps us recognize that the gesture starts when
the above condition is first met and finishes when the condition
is finally met. Therefore, the start time, ts, and the finish time,
tf , of the gesture are set as following equations (11) and (12),
respectively.

ts = min{ t′ | βD(A∗
t′ , BI) < D(A∗

t′ , BII) } (11)
tf = max{ t′ | βD(A∗

t′ , BI) < D(A∗
t′ , BII) } (12)

D. Two consecutive simple gestures recognition

In this paper, we focus on the operation of a music player.
Table II shows the minimum 5 inputs required for operation.

TABLE II
INPUT REQUIRED TO OPERATE THE MUSIC PLAYER

Play/Pause
Play the next music

Play the previous music
Turn up the volume

Turn down the volume

Each gesture should be simpler because a complicated
gesture puts a load on users. Therefore, we consider a simple
gesture that is used for combination. We selected the gestures
that require shaking smartphone once along each axis direction
from the basic gestures. Table III lists gestures along each axis.

There are 6 types of simple gestures to be assumed, so we
can select 6×6 of 36 combinations of two gestures. Of these,
we assign them to the five inputs required to operate a music
player. There are two possible methods for the role of TG.

TABLE III
GESTURES OF SHAKING THE SMARTPHONE ALONG EACH AXIS DIRECTION

axis Positive (+) direction Negative (-) direction
x Shake to the right Shake to the left
y Shake up Shake down
z Shake to the front Shake to the back

The first pattern is input-pattern A, which is an assignment
method that selects only combinations that use the same TG
for all MG. The second pattern is input-pattern B, which is an
assignment method that selects combinations that use multiple
TG. In input-pattern A, TG has the meaning of a signal to start
input, and MG indicates the actual input contents. In input-
pattern B, the input content is already determined when TG is
input, and MG determines the degree. TABLE IV and TABLE
V show the combinations of gestures for each input pattern.
The combinations were decided so that the input content and
the gesture could be connected intuitively. The parentheses in
the table indicate the direction of the axis that primarily reacts.

TABLE IV
INPUT PATTERN A

Input operation TG MG
Play/Pause Front(z+) Back(z-)

Play the next music Front(z+) Right(x+)
Play the previous music Front(z+) Left(x-)

Turn up the volume Front(z+) Up(y+)
Turn down the volume Front(z+) Down(y-)

TABLE V
INPUT PATTERN B

Input operation TG MG
Play/Pause Up(y+) Back(z-)

Play the next music Front(z+) Right(x+)
Play the previous music Front(z+) Left(x-)

Turn up the volume Right(x+) Up(y+)
Turn down the volume Right(x+) Down(y-)

Both TG and MG are recognized by the same method, as
shown in Section 4.3. In this paper, the interval between TG
and MG is within 1 s. If MG is recognized within 1 s after
the recognition of TG, the operation by the combination of TG
and MG is output. If it exceeds 1 s after the recognition of TG,
it means that no input has been made. Additionally, because
the type of TG is classified at the time of MG recognition,
MG is not output and is set as a new TG if MG does not
match TG (Fig. 6). Therefore, in input-pattern A, it is easy
to classify with only one type of TG. However, because the
type of MG is not limited after TG is recognized, MG must be
selected from five types. On the other hand, in input-pattern
B, TG must be selected from three types. However, after TG
recognition, the MG type is limited, and MG is selected from
a maximum of two types.
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Fig. 6. Gesture recognition in input data

VI. EXPERIMENT

A. Experimental purpose

In this paper, we conducted experiments to evaluate the
appropriate values of α and β, which are set as thresholds and
to confirm whether the proposed method improves recognition
accuracy. The environment was assumed to be a gesture-based
input using a smartphone indoors. In this experiment, as a
comparison method, we considered the input start time and
finish time recognition using the total acceleration instead of
similarity. This method is a basic recognition method used in
vehicle airbags and has been improved to be applied to gesture-
based input. As the threshold, the same α as the information
extraction of training data was used, and the value having
the highest recognition accuracy was found. The value of α
obtained at this time was used to find the value of β having the
highest recognition accuracy by using the proposed method.
Finally, the recognition accuracy of each of the two input
patterns in the proposed method was compared.

B. Environment

In this experiment, we assumed a gesture-based input using
a smartphone indoors and all acceleration data was acquired
indoors with the user stationary and holding a smartphone.
The following items were used as experimental equipment.

• Smartphone iPhone8 (Apple A11 Bionic, Built-in 3-axis
accelerometer, Sampling rate: 100Hz)

C. Experimental order

The experiments were conducted in the following order.
1) We measured the recognition accuracy by changing the

value of α for the comparison method.
2) With the value at α which had the highest recognition

accuracy by the comparison method, we measured the
recognition accuracy by changing the value of β for the
proposed method.

3) With the values of α and β measured in the above two
experiments, we compared the recognition accuracy of
the input pattern that limits the type of MG by the type
of TG with the input pattern that does not limit the type
of MG.

D. Evaluation method

As training data, we acquired each gesture shown in TABLE
III once. We gave the same sequential acceleration values as
input data to both the proposed method and the comparison
method. In input data, combinations of TG and MG were
performed seven times for each input pattern shown in the
TABLE IV and V. While acquiring input data, the time when
each gesture was performed was recorded and used as the
correct answer label, indicating which gesture was performed.
In each method, if there was a time with a correct label
between the start time, ts, and the finish time, tf , of the
gesture, it was assumed that gesture detection was correct. The
gestures were recognized by each method, the outputs were
classified, and a score was given to each, as shown in TABLE
VI. The cumulative score was divided by the number of
performed gestures and evaluated as the recognition accuracy.

TABLE VI
CLASSIFICATION AND SCORE OF OUTPUT

Output Score
Correct recognition +1

False positive 0
False negative 0

False classification -1

VII. RESULTS

A. Evaluate the value of α

The change in recognition accuracy of the comparison
method when the value of α was changed by 0.1G is as
shown in Fig. 7. When α=0.9G, the maximum recognition
accuracy was 78.6%. This value was the best performance of
the comparison method.

Fig. 7. Graph of recognition accuracy of comparison method

B. Evaluate the value of β

Fixing α=0.9G, the change in recognition accuracy of the
proposed method was observed when the value of β was
changed by 0.1, as shown in Fig. 8. When β=1.8, the maxi-
mum recognition accuracy was 96.4%. The best performance
of the proposed method was clarified when the value of α was
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0.9G. From the above, regarding the detection method of the
time when the gesture was performed, it was confirmed that
the proposed method in which the similarity was continuously
compared obtained higher recognition accuracy than did the
comparison method in which a threshold value was set for the
acceleration value.

Fig. 8. Graph of recognition accuracy of proposed method

C. Comparison of recognition accuracy in each input pattern

In the proposed method, when α=0.9G and β=1.8, the
recognition accuracy in the input pattern that did not limit
the type of MG (Input pattern A) was 94.3%. On the other
hand, the recognition accuracy of the input pattern that limited
the type of MG by the type of TG (Input pattern B) was
97.1% (TABLE VII). The number of misrecognitions was
reduced by 49.1%. From the above, it was confirmed that the
recognition accuracy was improved by using two consecutive
simple gestures.

TABLE VII
RECOGNITION ACCURACY IN EACH INPUT PATTERN

Input pattern recognition accuracy
Input pattern A 94.3%
Input pattern B 97.1%

D. Recognition accuracy of single gesture

Under the same conditions as in Section VII-C, we cal-
culated the recognition accuracy in the case of only one
gesture for input. The average of the recognition accuracy
was 95.2%. By comparing with TABLE VII, we confirmed
that the recognition accuracy decreased when gesture-based
input simply needs a combination of gestures, however, it
was improved by limiting the types of gesture candidates even
though a combination of gestures was needed.

VIII. CONCLUSION

In this paper, we proposed a gesture recognition method
using two consecutive simple gestures to provide a music
player’s input operation, using a smartphone’s accelerometer.
From the comparison between the proposed method and the
comparison method, it was confirmed that the recognition

accuracy improved more when the gesture was recognized
by comparing the similarities than when the gesture was
recognized only by the acceleration values. Additionally, it
was confirmed that the recognition accuracy was improved
by limiting the types of MG corresponding to TG. Using
two consecutive simple gestures resulted in complex gesture
as a whole input operation, which reduced the recognition
accuracy, however, we also confirmed that limiting the types
of gesture candidates mitigated the reduction in recognition
accuracy. In the future, we would like to calculate and compare
the recognition accuracy by experiments on gestures while
walking, which are expected to contain a lot of noise. We also
expect that it will be necessary to discuss the optimal values
of the thresholds, α and β, depending on the difference among
users.
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Abstract—The purpose of this study is to measure the time of
tap action on a desk as accurately as possible using a mobile
device, such as a smartphone and a tablet PC, placed on the
desk. The existing method recognizes a tap based on whether
the acceleration exceeds a threshold value. In addition, a waiting
time is added after the tap judgment. However, this method
often misjudges more taps when the user taps hard or taps
continuously at high speed.

Therefore, in this paper, we propose three new methods to solve
this misjudgment problem by using the amplitude of sequential
acceleration data and tap sound data: TIA (Threshold and
Immediately preceding period for Amplitude), TIAA (Threshold,
Immediately preceding period. and Attenuation for Amplitude),
and TIAAS (Threshold, Immediately preceding period, and
Attenuation for Acceleration and Sound wave). TIA uses the
input wave amplitude threshold to find the time at which a tap
may occur. TIA then checks the input wave for the last several
milliseconds to determine if it was tapped at that time. TIAA
uses the amplitude threshold of an input wave like TIA and the
degree of attenuation for amplitude after the tap time. TIAAS
uses the amplitude threshold of the sound for d seconds after the
time the tap is recognized by TIAA for z-axis acceleration.

The experimental results show that TIA for sound amplitude
and TIAAS recognize a tap more accurately than the existing
method.

Index Terms—acceleration, sound amplitude, action recogni-
tion, tap

I. INTRODUCTION

There is a rhythm game that scores the timing of the user’s
actions in response to objects (notes) that appear on the screen
in sync with music and users aim for a higher score. The
required user actions differ depending on the type of rhythm
game, for example, tapping on specified positions the hands,
pressing a button, or stepping on panels with feet. In some
rhythm games, it is said that if the timing of the action is within
about ±0.1, 0.066, and 0.033 seconds of the indicated timing,
the score is higher in this order. One game is equivalent to one
musical piece that contains several notes. A note indicates one
action and its execution timing, and several notes appear in one
music. Therefore, users need to perform the right action at the
right time many times.

An array of notes that indicate the user’s actions is called
a chart, and there are various musical pieces and charts. A

chart for beginners is low-density and simple, on the other
hand, a chart for experts is high-density, complex, and more
difficult. Rhythm games often require special large equipment,
and many users play them at an amusement arcade. It takes a
lot of practice to get a good score on a high difficulty chart. For
this reason, players sometimes practice the timing of actions
at home by tapping a desk as touch panels or buttons, while
watching chart videos on Youtube. However, there is no way
to judge if a user taps at the right time during practice.

In order to know if a user taps a desk at the correct time, it
needs a method to identify the time when the desk is tapped
and a method to determine whether the timing is correct. This
paper focuses on the former method and aims to determine the
time of tapping a desk as accurately as possible by placing a
tablet on the desk in a quiet environment and measuring the
shock wave of the tap.

There is already a method for recognizing taps by using the
acceleration when a user taps the accelerometer directly. How-
ever, since the taps performed in rhythm games are powerful,
a sensor may be damaged by tapping directly. Therefore, we
placed a tablet on a desk so as not to tap a sensor directly,
and measured the acceleration of the shock wave generated by
tapping the desk. In this environment, acceleration measured
by the tablet is noisier than tapping the sensor directly, which
reduces the accuracy of the tap recognition by the existing
method. In the existing method, after a tap is recognized,
the next tap judgment is not performed until a waiting time.
However, since the tap interval in rhythm games can be very
short, and if the next tap occurs during the waiting time, the
tap will not be recognized. As a result, there is a problem that
the accuracy of tap recognition is reduced due to the increase
of noise ratio and the inclusion of high-speed continuous taps.

In this paper, we propose the following three methods to
determine the tapping time accurately. The first method is TIA
(Threshold and Immediately preceding period for Amplitude),
which uses amplitude threshold a of input wave to find the
time at which a tap may occur. TIA then checks the input
wave for the last b seconds to determine if it was tapped at that
time. The second method is TIAA (Threshold, Immediately
preceding period. and Attenuation for Amplitude), which uses
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the amplitude threshold a of the input wave and the attenuation
for the amplitude of the input wave from the time when the
amplitude reaches its maximum. The third method is TIAAS
(Threshold, Immediately preceding period, and Attenuation for
Acceleration and Sound wave), which uses TIAA for the z-
axis acceleration to determine the time of a possible tap, and
only determines it a tap if the amplitude of the sound exceeds
the threshold c in d seconds just after that time.

In our experiment, we measured z-axis acceleration (accel-
eration in the vertical direction relative to the desk surface),
3-axis acceleration, and sound with a tablet placed on the
desk. For each proposed method and the existing method, we
obtained appropriate values of parameters used in each method
according to the value of T when the subject taps eight times
at equal intervals T through experiments on actual devices and
verified the best tap recognition accuracy. The results show that
TIA for sound amplitude and TIAAS recognize a tap more
accurately than the other methods.

II. RELATED WORKS

A. Acceleration-based action recognition

Norieda et al. has proposed a FingerKeypad that allows
users to operate a device by tapping a finger around the back
of the terminal [1]. FingerKeypad is equipped with nine bone
conduction microphones on the backside of the terminal and
identifies the tap position on the three parts of each finger
and a tap is recognized when the extreme value after the fall
of either sensor is below -1.5 V. Although the shape of the
sensor is different, the method of identifying the tap time
using threshold is the same as those described in this paper.
Harrison et al. proposed Skinput, which uses the skin as an
input surface by identifying the tap position on the arm, finger,
and so on. Skinput uses an armband with 10 vibration sensors
attached and is set two threshold values to recognize taps [2].
Murao et al. proposed a motion recognition method using three
accelerometers attached to body [3].

In these studies, sensors are attached directly to the body
to recognize the behavior. In contrast, in our study, we used
a non-contact sensor to recognize the tap. Therefore, we
must deal with the effects of strong noise influence and
reverberation.

B. Sound-based action recognition

Nandakumar et al. proposed FingerIO, which tracks a finger
using an ultrasonic speaker and two microphones [4]. Ishii
proposed PingPongPlus, which projects images on the ping
pong table according to the position of the ping pong ball
hitting the table, using eight microphones on the ping pong
table [5].

These methods use a large number of sensors, which make
installation complicated and costly. In contrast, in this study,
we used one accelerometer and one microphone mounted on
a tablet placed on a desk to recognize the tap.

C. Action recognition using mobile devices

Methods of recognizing user behavior by attaching sensors
to the body enable highly accurate recognition. However,
wearing sensors on the body all the time can interfere with
movement and the sensation of wearing the sensor can be
stressful. Therefore, research is being conducted on methods
for recognizing user action using accelerometers, gyroscopes,
and microphones equipped in mobile devices such as smart-
phones and tablets.

For example, Iso et al. proposed a method for recognizing
the following five actions while holding the cell phone: walk-
ing, running, going up/down stairs, and walking fast, which are
recognized by using data obtained from the cell phone’s built-
in 3-axis acceleration sensor [6]. Kurasawa et al. proposed a
method for estimating the storage location of a cell phone and
the user’s action by using the acceleration obtained from an
acceleration sensor attached to a cell phone and the tilt of the
phone [7]. Iketani et al. proposed a method for estimating the
user’s movement status using a mobile device equipped with
an acceleration sensor [8].

Thus, smartphones and tablets can be used in this research
because they enable measurements using multiple sensors
simultaneously.

D. Action recognition by the combination of acceleration and
sound

Ouchi et al. proposed a method to recognize the user’s state
in real-time using only the accelerometer and microphone of
a cell phone [9]. Since the number of sound data increases by
more than three orders of magnitude compared to acceleration
data, this method avoids continuous use of sound data. It uses
the acceleration sensor to roughly estimate the user’s state,
and then uses sound data according to the estimated state.
In our study, considering the complexity of the calculation,
acceleration is used to find the tap possibility, and then the
sound amplitude is used to determine the tap.

E. Existing tap recognition method

This section describes the existing tap recognition method
[10]. This is a method for recognizing two direct taps on
an accelerometer. When the acceleration exceeds a threshold
value (aTHT ), there is a possibility of tapping. After that,
when the time when the acceleration exceeds aTHT is less
than or equal to a certain time (TDUR), the tap is finally
recognized. Just after the time of tap recognition, the next
tap is not recognized during a waiting time (TLAT ), when the
waiting time has passed, the next tap possibility can be judged.

Fig. 1 shows a graph of acceleration measured on the desk
when tapping the desk once, where the horizontal and verti-
cal axes represent time and z-axis acceleration, respectively.
We will use this graph to explain how the existing method
recognizes tap.

In Fig. 1, the time interval between points in the graph is
0.01 s. Suppose that TLAT is 0.06 s. Since the acceleration
exceeds the threshold aTHT at time t1, there is a possibility
of tapping. After that, the time when the acceleration exceeds
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Fig. 1. How the existing method recognizes tap

the threshold is t2− t1, so if this time is less than TDUR, it is
determined that the tap occurs at time t1. Since the next tap
is not recognized from time t1 to TLAT seconds, the next tap
is not recognized until time t3 in Fig. 1.

When TLAT is long, the next tap within TLAT will never
be recognized. For a rhythm game at 60 fps, the interval
between notes is 0.016 s when the notes come in consecutive
frames. However, when a strong tap occurs, the amplitude of
the input wave swings in the positive or negative direction,
and then swings in the opposite direction due to the effect of
vibration, so if TLAT is shortened, the acceleration will exceed
the threshold even at the time when the effect of vibration is
still present, and it will be judged as a tap.

III. PROBLEM SETTING

In this section, we describe the assumed environment for
recognize a user’s tap and the purpose of this study.

A. Environments

A user taps the desk surface that is horizontal to the ground.
A tablet is placed on the desk, with the widest side of the
tablet parallel to the surface of the desk. When the user taps,
a certain amount of vibration and impact generated from the
tapping point on the desk are transmitted to the tablet. The
tablet device is equipped with a microphone and a three-axis
accelerometer. The z-axis of the accelerometer is always at a
right angle to the desk surface, while the x-axis, y-axis, and
microphone of the accelerometer are randomly oriented to the
tapping point.

B. Problem input/output and objective function

Let P denote a set of tapping time p1, p2, · · · , pn. The input
for the problem in this study is a time series of vibration and
impact sound data detected by a tablet. The output is the set
of estimated tapping time Q. The difference between q ∈ Q
and the actual tap time p ∈ P must be small. If the actual tap
time corresponding to q does not exist, it is a false positive,
and the number of false positive must be reduced as much
as possible. Therefore, the objective function f of the target
problem is expressed by the following (1), and the purpose is
to maximize f .

f = v − u (1)

v is an evaluation value whose value increases when taps at
a more correct time and u is an evaluation value whose value
increases when the number of false positives increases. v is
represented by (2). From the set of estimated tap times Q, the
element that is closest to the actual tap time p is denoted by
qp.

v =

n∑
i=1

g(|pi − qpi |) (2)

g(|p − q|) is a function that normalizes the difference
between time p and q, and becomes 0 value when |p − q|
is greater than a constant value r. u is represented by (3).

u =

n∑
i=1

h(|pi − qpi |) (3)

h(|p−q|) is a function that binarizes the difference between
time p and q. It becomes 0 if the value of |p− q| is less than
or equal to a constant r, and w otherwise.

IV. METHODS

In this section, we propose three kinds of tap recognition
methods: TIA, TIAA, and TIAAS. As mentioned in II-E
section, existing tap decision methods using thresholding have
the problem of misjudges more taps due to tap vibration
reverberation. When the amplitude of the input wave exceeds
the threshold at time t, if the amplitude in the immediately
preceding period also exceeds the threshold, time t may be the
reverberation period. Therefore, TIA uses this mechanism to
recognize tap more accurately. However, there are cases where
TIA cannot cope with high-speed continuous tapping, because
the next tap vibration may start before the reverberation of the
previous tap disappears. Therefore, TIAA determines whether
the amplitude exceeding the threshold is a new tap or a
reverberation by comparing it with attenuation degree of the
vibration over time. Since these TIA and TIAA can only be
applied to time series data where the input wave is either
acceleration or sound pressure value, we propose TIAAS,
which recognition tap more accurately by using both of these
time-series data. In TIAAS, TIAA is applied to the time series
data of z-axis acceleration, and TIAA is also applied to the
time series data of sound pressure for the time when there is a
possibility of tapping, and when both are judged to be tapped,
the tap is recognized. In the following sections, TIA, TIAA,
and TIAAS are described in detail.

A. TIA

The amplitude of the input wave remains below the thresh-
old for a certain time and then swings positively or negatively,
and tap is recognized when it exceeds the threshold. Let
A be the average value of z-axis acceleration when the
desk is not tapped, which is measured in advance. Let a
(> 0) be the acceleration threshold. Let r1, r2, · · · , rn−1, rn
be the acceleration values detected in the b(b should be set
appropriately according to the sampling rate of the device)
seconds immediately before the current time t. When these

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 372



values satisfy (4) and the acceleration value r at the current
time t satisfies (5), the tap is recognized.

A− a ≤ r1, r2, · · · , rn−1, rn ≤ A+ a (4)

a < |r −A| (5)

Fig. 2 shows a graph of acceleration measured on the desk
when tapping the desk once, where the horizontal and vertical
axes represent time and z-axis acceleration, respectively. Using
this graph, we will explain how TIA recognizes a tap.

In Fig. 2, the time interval between points in the graph is
0.01 s, the current time is time t2, and suppose b is 0.05
s. The acceleration value between time t1 and t2 satisfies
(4). Additionally, the acceleration value at the current time
t2 satisfies (5). So the tap is recognized at the time t2. If the
current time is t3, the tap is not recognized because (4) is not
satisfied at time t2.

When judging using 3-axis acceleration or sound amplitude,
A in (4) and (5) is set to 0.

B. TIAA

For the existing method and TIA, the amplitude of the
input wave must not exceed the threshold before and after
the time of judgment to recognize a tap. For this reason,
both of false positives and false negatives are possible when
high-speed continuous taps occur. Therefore, we define the
degree of attenuation ratio overtime of the amplitude of the
input wave to the maximum value as attenuation and use this
attenuation degree (hereafter, we simply describe attenuation)
to recognize a tap. We will use Fig. 3, which shows the
acceleration during tapping, to explain attenuation.

In Fig. 3, the amplitude of the acceleration reaches its max-
imum at time t1, and the value is −1.048−(−1.332) = 0.284.
Let this amplitude be 100%. The amplitude at times t2, t3, and
t4 are 0.132, 0.160, and 0.080, respectively, so the attenuation
can be calculated as 46%, 56%, and 28%.

For sampling data where the measurement times of accel-
eration values are not equally spaced, resample them to make
them equally spaced using the linear interpolation method. In
this method, the threshold of the input wave amplitude is set
to a (> 0), and when the input wave amplitude exceeds a, a

Fig. 2. How TIA recognizes tap

Fig. 3. Calculation of attenuation

tap decision is made by TIA. However, if a tap is recognized
immediately before k seconds, the percentage of the amplitude
of the current input wave wcurrent to the amplitude of the
input wave wlast at the previous tap time is calculated using
(6).

percentage =
wcurrent

wlast
× 100 (6)

If the percentage calculated by the (6) is smaller than the
predetermined attenuation of the amplitude of the input wave,
the tap is not recognized. Fig. 4 shows a graph of acceleration
measured on the desk when tapping the desk once, where
the horizontal and vertical axes represent time and z-axis
acceleration, respectively. Using this graph, we will explain
how TIAA recognizes a tap.

In Fig. 4, the time interval between points in the graph is
0.01 s, the current time is time ta, and suppose k is 0.04 s. At
this time, the acceleration value in the k seconds immediately
before the current time has not exceeded the threshold a, so the
tap judgment is made using TIA. Since the acceleration value
of t1 exceeds a, the tap is recognized at time t1. Next, when
the current time is t2, since t1 has been judged as a tap, we
move to the tap judgment using the attenuation for t2. Next,
when the current time is t2, since tap has occurred at time t1,
TIAA recognizes the tap using attenuation. The red graph in
the Fig. 4 is attenuation. In a tap recognition using attenuation,
the percentage of the amplitude of the acceleration at time t2
to the amplitude of the acceleration at t1, the previous tap
time, is calculated using (6) and checked to see if it is greater
than attenuation. In the case of the Fig4, we check whether
the distance from the central yellow-green line at time t2 is
greater in the red graph or the blue graph, and recognize a tap
if the distance between red and yellow-green is greater than
blue. At time t2, the distance from the yellow-green line is
greater in the red graph, so a tap is not recognized.

C. TIAAS

First, resample the z-axis acceleration data in the same
way as TIAA and make the not equally spaced sampled data
equally spaced. If TIAA is applied to the z-axis acceleration
and recognizes a tap, TIAAS determines that it may be a
tap. The same method as in Fig. 4 is used to make the
tap possibility decision, and when the distance between the
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Fig. 4. How TIAA recognizes tap

acceleration value on the red line and the value on the yellow-
green line is greater than the blue, the amplitude of the sound
for d seconds from the current time is used to recognize the
tap. During this time, if the amplitude of the sound exceeds
the threshold c, the tap is recognized.

V. EXPERIMENT

We used two Nexus 9 tablets. One of them was used to
obtain the correct answer data of the tapping time. It was
placed lean against an object on the desk and its camera
took videos of the tapping on the desk. The other one was
placed randomly on the desk and measured 3-axis acceleration
with Science Journal (Google app). Acceleration was sampled
not equally spaced at about 16 Hz. In TIAA and TIAAS,
acceleration was resampled at 16 Hz. Linear interpolation was
used as the resampling algorithm. The sound was recorded at
44100 Hz extracted from the video and downsampled to 882
Hz. The time of the actual tapping was identified from the
video image and was used as the correct answer data.

As an evaluation criterion for each tap recognition method,
we explain the settings of v and u in the objective function
described in section III. Let p be the time when the tap actually
occurred. When the time when the tap is recognized to be
p± 0.033 seconds (recognition range 1), the evaluation score
is 1.01 points; when the time is p±0.066 seconds (recognition
range 2), the score is 1 point; and when the time is p ± 0.1
seconds (recognition range 3), the score is 0.5 points. We
calculate the total score v. However, if more than one score can
be obtained, the one with the lower recognition range number
is given priority, and no duplicate scores are obtained. If some
taps are recognized around the time p, only the one with the
earliest time is given a score, and the other tap recognitions
are given 0 points. The number of false positives is u, and the
number of the tap scored 0 points in the calculation of v is
substituted. Each tap recognition method is evaluated by f in
equation (1).

Fig. 5, shows how calculate score. Time t is actual tap time
and time t1, t2 and t3 are recognized tap time. The yellow,
orange, and yellow-green range in Fig. 5 are recognition range
1, 2, and 3, respectively. Recognition range 1, 2, and 3 cover
t1, t2, and t3, respectively. In this case, the total score is 0.5
points for t1, which means that t2 and t3 were false positive.

Fig. 5. Example of score calculation

A. Experimental

While increasing the BPM by 10 between 60 and 700, tap
on the desk with one hand when the BPM was 60-440 and
with both hands alternately when the BPM was 450-700 at
equal intervals to the sound of the metronome application for
each BPM. The total number of taps is nine at any BPM, one
for time synchronization of the acceleration and sound, and
eight for recognizing taps. For example, when the BPM is
60, after tapping once to set the time, the second tap is made
after sufficient time has elapsed. The third tap is made just
one second after the second tap, the fourth tap is made just
two seconds after the second tap, and it takes seven seconds
from the second tap to the last tap. We set a, b, c, d, TLAT ,
aTHT , and TDUR so that the evaluation value f is closest to
the optimal solution of 8.08 for each method.

B. Preliminary experiment

We determined attenuation by measuring the z-axis accel-
eration, 3-axis acceleration, and sound for 100 taps. Fig. 6,
Fig. 7, and Fig. 8 show the maximum and average attenuation
values of z-axis acceleration, 3-axis acceleration, and sound
amplitude, respectively. Fig. 9 shows a graph of the minimum
attenuation of the z-axis acceleration. In TIAA, the percentage
of the amplitude of the current input wave to the amplitude of
the input wave at the previous tap time is calculated, and if
the percentage is larger than the values in Fig. 6, Fig. 7, and
Fig. 8, the tap is recognized. In TIAAS, the percentage of the
amplitude of the current z-axis acceleration to the amplitude
of the z-axis acceleration at the previous tap time is calculated,

Fig. 6. Attenuation of z-axis acceleration
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Fig. 7. Attenuation of 3-axis acceleration

Fig. 8. attenuation of sound amplitude

Fig. 9. Minimum attenuation of z-axis acceleration

and if the percentage is larger than the values in Fig. 9, there
is the possibility of a tap.

VI. RESULTS

A. Comparison of the results of each method

The result for each method is shown in Table I. The existing
method used TLAT = 0.016s. TIA used b = 0.016s. TIAA
used the maximum value of the attenuation is used in TIAA,
and when in TIAAS. The average number of false positives

TABLE I
THE NUMBER OF FALSE POSITIVE AND EVALUATION VALUE f IN EACH

METHOD

Method false positive f
z-axis 0.81 6.11

the existing
method 3-axis 2.80 3.78

sound 1.73 5.92
z-axis 0.10 5.82

TIA 3-axis 0.16 5.45
sound 0.12 7.95
z-axis 0.92 3.88

TIAA 3-axis 1.46 3.51
sound 22.55 -15.29

TIAAS 0.27 7.32

and evaluation value f are shown in Table I. Compared to
the existing method, TIA was able to reduce the number of
false positive for any sensor data and improved the problem
of duplicate tap recognitions in a single tap. In particular,
when using sound in TIA, f was high. We confirmed that the
taps were almost completely recognized. However, TIA using
only sound cannot work in a noisy environment. On the other
hand, f of TIA using acceleration was lower than the existing
method when the BPM was high. This is because recall value
is greatly reduced due to the influence of reverberation. TIAA
showed worse results than the existing method in terms of
the number of false positives and f for recognitions based on
z-axis acceleration and sound amplitude. The results using 3-
axis acceleration in TIAA were better than the results using
3- acceleration using the existing method, but worse than
TIA. TIAAS was able to achieve a higher f than the existing
method, TIA using acceleration, and TIAA. Besides, TIAAS
was able to reduce the number of false positives when using
any sensor data and improved the problem of multiple taps
recognitions in a single tap. The details of the results are
described in the VI-B section and beyond.

B. The existing method

We set TLAT to 0.016 s and TDUR to be long enough to
make a tap recognition. The average of aTHT when f was
the highest for each sensor data is shown in Table II.We set
aTHT to maximize f at each BPM, and evaluation values
when recognizing taps is shown in Fig. 10.In addition, TLAT ,
TDUR, and aTHT were set so that evaluation value would be
the highest for each BPM. The evaluation values are shown
in Fig. 11.

C. TIA

We set b to 0.016 s. The average of a when f was the
highest for each sensor data is shown in Table III. We set a
to maximize f at each BPM, and f when recognizing taps is
shown in Fig. 12. In particular, when using sound had a high
evaluation value. However, f using acceleration was lower
than the existing method when the BPM was high. In addition,
a and b were set so that the evaluation value would be the
highest for each BPM. The evaluation values are shown in
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TABLE II
aTHT WHEN f IS THE HIGHEST IN THE EXISTING METHOD

z-axis (m/s2) 3-axis (m/s2) sound
0.36 0.52 11992

Fig. 10. Results of the existing method

Fig. 11. Results when parameters are set to the optimal in the existing method

TABLE III
a WHEN f IS THE HIGHEST IN TIA

z-axis (m/s2) 3-axis (m/s2) sound
0.37 0.62 7192

Fig. 13. The result is almost the same as when b is set to
0.016 s.

D. TIAA

For recognitions based on acceleration, k = 0.375s. For
recognitions based on sound amplitude, k = 19.27ms. The
average of a when f was the highest for each sensor data
in TIAA using average attenuation is shown in Table IV. We
set a to maximize f at each BPM. The evaluation values are
shown in Fig. 14. Using the average attenuation drastically
increased the number of times multiple taps recognitions in

Fig. 12. results of TIA

Fig. 13. Results when parameters are set to the optimal in TIA

TABLE IV
a WHEN f IS THE HIGHEST IN TIAA USING AVERAGE ATTENUATION

z-axis(m/s2) 3-axis(m/s2) sound
0.40 0.44 10453

a single tap, resulting in a low f , especially for recognition
using the sound amplitude. The average of a when f was
the highest for each sensor data in TIAA using maximum
attenuation is shown in Table V. We set a to maximize f
at each BPM The evaluation values are shown in Fig. 15.
Compared to using average attenuation, the number of false
positives was reduced, resulting in a higher f . However, since
the number of tap recognitions was reduced, f was lower than
that of TIA.

E. TIAAS

The average of a, c, and d when f was the highest for
each sensor data is shown in Table VI. We set parameters to
maximize f at each BPM and f are shown in Fig. 16.
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Fig. 14. Result of TIAA using average attenuation

TABLE V
a WHEN f IS THE HIGHEST IN TIAA USING MAXIMUM ATTENUATION

z-axis (m/s2) 3-axis (m/s2) sound
0.30 0.41 8800

Fig. 15. Result of TIAA using maximum attenuation

TABLE VI
a, c, AND d WHEN f IS THE HIGHEST IN TIAAS

a(m/s2) c d(s)
0.37 1953 0.021

VII. CONCLUSIONS

To solve the problem of duplicate tap recognition by the
existing tap-recognition method, we proposed new methods;
TIA, TIAA, and TIAAS. The results of the experiments
showed that compared to the existing method, TIA was able
to reduce the number of false positives and improved the
problem of duplicate tap recognitions in a single tap. When
using sound, TIA was able to recognize taps almost perfectly,
but when using acceleration, the evaluation value was lower
than the existing method due to the influence of reverberation.
TIAA showed worse results than the existing method for

Fig. 16. Results of TIAAS

recognitions based on z-axis acceleration and sound amplitude.
TIAAS was able to achieve a higher f than the existing
method, TIA using acceleration, and TIAA and improved the
problem of duplicate tap recognitions in a single tap.
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    Abstract—Covid has killed millions, and millions more are 

being infected every day. Severe infection causes Pneumonia 

associated with high pulse and breathing rates, and low blood 

oxygen. Pulse rate and blood oxygen are two parameters that 

doctors use to diagnose and measure Pneumonia and Bronchitis. 

Sensors for their measurement are widely available in developed 

countries, but their costs are prohibitively high for wide 

penetration in developing countries. Hardware prototypes 

incorporated with embedded software and IoT have been 

developed previously, but their costs have not been brought down 

sufficiently for wide penetration. We developed and tested the 

performance of an Atmel ATmega 328P MCU and MAX30100 

sensor kit-based pulse rate and blood oxygen monitor. We applied 

the device on  12 subjects and compared the data with a 

commercially available, Rossmax SB150 pulse oximeter. A 

minimal deviation of 0.8175% for pulse rate and 0.425% for 

blood oxygen was obtained that endorses the accuracy of our 

algorithm and implementation. Cost analysis shows that 

implementation can be done at a cheap rate of about US$ 12 only.  

       
        Keywords— Covid, pulse, blood oxygen, Pneumonia, Bronchitis, 

monitoring, cheap, oximeter, etc. 

 

I.    INTRODUCTION  

With coronavirus cases and deaths soaring across the 
world, the need for monitoring health parameters has increased 
greatly. Healthcare systems have been operating at their limits 
worldwide, coping with increasing numbers of patients. 
Infected patients have a higher pulse rate and lower blood 
oxygen. Pulse rate and blood oxygen may need to be 
monitored to prevent death. To make monitoring available to 
more people, sensor-based non-invasive devices have been 
developed that can be used at home. Thus researchers have 
great interest to develop measurement devices for mass 
production with high accuracy level and lower cost.  

Due to the low penetration of health technology, especially 
in under-developed countries, low-cost oxygen measurement 
devices have been of interest in the literature [1]. IoT based 
low-cost remote pulse rate and blood oxygen monitoring has 

also received attention for telemedicine [2, 3, 4]. Though, most 
devices obtained good feedback, ensuring the validated 
performance of devices has great significance for quality 
assessment and diagnosis [5, 6, 7]. The goal of this study is 

twofold. One is to develop a low-cost device to measure pulse 
rate (BPM) and blood oxygen (%SpO2). The other is to 
compare the performance of the developed device with a 

standard device, Rossmax SB150. 

Infrared (IR) and LEDs have sensor-based applications, 
known as Photoplethysmography for the measurement of heart 
rate and blood oxygen saturation. The MAX30100 has 
integrated Infrared (IR) and Red LED sensors at a low price. 
While many researchers have developed non-invasive blood 
oxygen saturation and pulse rate measurement devices [8, 9, 
10, 11, 12, 13, 14], we developed a MAX30100-based portable 
system at the lowest possible cost and analyzed the 
performance on twelve subjects. A number of sensor-based 
monitoring systems have already been developed for affordable 
applications [15, 16, 17, 18], but keeping in mind the issues of 
sustainability and quality [19, 20], we have conducted a 
performance analysis after the implementation. 

A recent study varied current through the Red LED of 
MAX30100 to measure blood oxygen, showing that acceptable 
performance is obtained at 14.2 mA [21]. Another study 
supported reducing the motion artefact of the sensor kit using 
an acceleration sensor [22]. A few subjects were assessed 
showing a high deviation of 5% for oxygen and 7% for pulse 
rate [23]. This was insufficient for correct estimation and 
diagnosis and the cost was high at US$ 20. To evaluate the 
performance of the sensor, a group of researchers analyzed 
data from 5 subjects and assessed the mean deviation [24].  We 
developed the device at a lower cost with higher accuracy. We 
analyzed a set of practical data from 12 subjects finding a 
deviation of only 0.8175% for pulse rate (BPM) and 0.425% 
for SpO2 (%). The cost analysis shows that our device costs 
US$ 12 only, which is cheaper than most previously 
implemented devices. We found minimal percentage error of 
the device and sensor data, ensuring a more effective 
performance than other systems to diagnose Covid. 

 

II. METHODOLOGY 
 

The objective was to study the current price of the available 
systems/devices and implement them at a low cost. Several  
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Fig. 1. Block diagram of pulse rate (BPM) and blood oxygen 
saturation (%SpO2) monitor 

 

steps were taken for developing a prototype. 

• We studied available devices on various e-commerce 
platforms. We focused on device materials, designs, 
prices, specifications, availability, and carried out a 
comparative study.  

• We analyzed the cost, quality of the device and listed the 
components to purchase from online and physical shops. 

• We studied previously published papers and focused on 
the most cited ones on ResearchGate and Google 
Scholar. 

• We simulated the system before implementing the 
hardware prototype. 

Available sensors and tools of acceptable quality and low 
cost were purchased from online and physical shops. C and 
C++ coding were applied on Atmel ATmega 328P MCU 
(Arduino UNO) using Arduino IDE. The same algorithm can 
be used for extending the prototype i.e. hardware 
implementation for other parameters. Our implementation 
steps are illustrated in figure 1.  

III. EXPERIMENTAL HARDWARE SETUP 
 

Using the methodology in the previous section, we 
collected and verified the functioning of the sensors and 
microcontroller unit. We interfaced MAX30100 with Atmel 
ATmega 328P MCU. The analog data was observed on the 
serial monitor.  We coded for the ADC to convert the analog 
data to digital. We calculated blood oxygen saturation             
( %SpO2) and then pulse rate  (BPM) (equation 1).  

 

log( )

% 2 100

log( )

redACValueSqSum

samplesRecorded
SpO x

irACValueSqSum

samplesRecorded

=

      …  (1) 

Following a lookup table, we determined the oxygen 
saturation as (SpO2= SpO2LUT [index]). We observed the 
data on a serial monitor on the Arduino IDE. We then 
collected data from 12 subjects of different ages and validated 
comparing with a commercially available pulse oximeter, 
Rossmax SB150. 

     Finally, we calculated the error percentage to analyze the 
performance of our system. The sensor kit and its functional 
principle are shown in the following figures 2 and 3 
respectively. Figure 2 upholds the sensor and 3 demonstrates 
how it functions (datasheet). Figure 4 shows the implemented 
device while being applied on the subject.  

IV.      DATA ANALYSIS: COLLECTION AND VALIDATION  
 

We experimented with the implemented device on several 
subjects of different ages. The collected data verified the 
accuracy of the sensor. We also validated the data comparing 
with a commercially available device, Rossmax SB150. Data 
set on the same parameters were also validated in [21] using 
NewTech PM100. We found a minimal deviation with an 
acceptable range of 0.8175% for pulse rate (BPM) and 
0.425% for SpO2 (%) as depicted in the following Table I. 
The error was calculated as the following equation 2. 

      experimental value  accepted value
deviation 100%

accepted value
x

−

=
  …(2) 

Figures 5 and 6 illustrate the validation of the collected 
data from various subjects that compare well with the pulse 
rate and oxygen saturation from a commercially available 
pulse oximeter. Figure 5 shows the number of subjects (X-
axis) and corresponding pulse rates (Y-axis) collected from  

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
Fig. 2. MAX30100 sensor kit 
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Fig. 3. Functional principle of the sensor (datasheet, 2019) 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.  Application of implemented Oximeter on children that 
measures SpO2 (%) 

 

the implemented and reference devices, demonstrating a very 
marginal deviation in the logarithmic scale. Figure 6 shows 
the number of subjects (X-axis) and corresponding blood 
oxygen (Y-axis) from the implemented and reference devices, 
showing very close agreement in the logarithmic scale. 
 

Table I. Collected data with minimal error % 
 

Sub Age Heartrate 

(BPM) 

Deviation 

% 

SpO2 (%) Deviation 

% 

Experimental Accepted  Experimental Accepted  

1 29 67 66 1.5 98 98 0 

2 24 85 85 0 97 98 -1.02 

3 26 80 81 -1.23 96 96 0 

4 28 83 83 0 98 97 1.03 

5 32 74 75 -1.33 97 97 0 

6 25 63 63 0 98 98 0 

7 73 91 90 1.11 97 97 0 

8 63 66 66 0 96 96 0 

9 5 92 90 2.22 97 99 -2.02 

10 28 74 73 1.37 96 97 -1.03 

11 45 94 95 1.05 97 97 0 

12 33 68 68 0 98 98 0 

 

 

 

 

 

 

 

 
 
 
Fig. 5.  Collected pulse rate showing minimal deviation as 
compared to a standard device (Rossmax SB150 pulse oximeter) 
 

V.   SCOPES AND OPPORTUNITIES 

While the number of dead and infected from the Covid-19 
pandemic soaring across the world, the detection of 
Pneumonia is a global priority. Pneumonia kills more than 1.5 
million children every year. Rural areas across low resource 
countries do not have enough qualified doctors and resources. 
People have to travel to cities for proper medical treatment, 
which they can barely afford. The possible applications may 
also be extended to the following categories. 

 
A. Patient Monitoring 

The developed device can be commercially deployed for 
monitoring patients. With the availability of telemedicine, 
wireless health monitoring systems have good potential in 
healthcare. 

 
B. Telemedicine Application 

Several organizations may come up with telemedicine 
programs. Such a tool has many possibilities to be 
incorporated as a remote data monitor in telemedicine. 

 
C. Biomedical Innovation for Larger Application 

This project can also be expanded as part of larger 
biomedical applications. Several sensors for other health 
parameters can be integrated. 
 

VI. COST FEASIBILITY 

As seen in the cost breakdown below, the implemented 
device is the cheapest among all other available devices. 
Implementation cost is around US$ 12 including the MCU, 
sensor and instrumentation.  
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Fig. 6. Minimal deviation in collected blood oxygen saturation 
(%SpO2)  with Rossmax SB150 pulse oximeter. 

Table II illustrates the breakdown of cost: 
 

TABLE II. Cost analysis 
 

Apparatus Cost (US$) 

Atmel ATmega 328P MCU 4.00 

MAX30100 7.00 

Others 1.00 

Total 12.00 

 

Large scale implementation may greatly reduce the cost, 
owing to economies of scale. This pulse and blood oxygen 
data are prerequisites in disease detection and health 
condition analysis. There are widespread opportunities for 
further research and development. Some possible applications 
include remote Covid symptom detection, mobile app-based 
telemedicine, heart disease detection and analysis, wireless 
patient monitoring system, biomedical lab applications in 
universities and low-cost health checkup monitoring system 
for low resource countries. Research is being done to develop 
an Artificial Intelligence wearable health device, which can 
be a breakthrough in the field of healthcare. 

 
 

VII.  CONCLUSION 

A device to measure heart rate and monitor blood oxygen 
(SpO2) has been developed with lower cost and higher 
credibility. The results and analysis validate the accuracy of 
the sensor. There is the possibility of integrating more 
parameters like breathing rate, chest-in-draw, body 
temperature etc. to develop even larger monitoring and 
detection system to fight Pneumonia and Covid. Cost analysis 
shows that the device is affordable. It is expected that this 
paper will contribute to the development of affordable 
technologies for measurement of health parameters. 
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Abstract— This paper presents some limitations of the 

classical concept of loop gain in many mathematical motion 

models of the real objects. It is well known that there are some 

advanced concepts in control theory and a lot of them are very 

heavy on the loop gain. Therefore, the loop gain is heard in 

many topics like frequency compensation, phase-gain margins, 

negative feedback systems. However, the loop gain cannot be 

used to analyze the overshoot phenomenon in many feedback 

amplifiers because it doesn’t show the operating regions of 

high-order mechatronic systems. In addition, the theoretical 

calculation, the laboratory simulation and the practical 

measurement of loop gain are not unique. As a result, this is the 

biggest limitation in mathematical models of motion that a lot 

of engineers have trouble with loop gain. To overcome some 

disadvantages of the loop gain, the use of the self-loop function 

allows engineers to do the ringing test simpler because it is 

easily verified in MATLAB calculator, SPICE simulator, and 

Network Analyzer. In order to extend the application range of 

the Nichols chart of self-loop function in high-order 

mechatronic systems, the feasibility of complex functions and 

the explanation of overshoot phenomena are described in detail. 

It is shown that complex functions are useful tools for 

mathematical motion models of mechatronic systems. 

Keywords— Ringing Test, Nichols Chart, Phase Margin, 

Negative Feedback, Self-loop Function, Loop Gain 

I. INTRODUCTION 

A. Motivation  

Recent researches show that ringing occurs in many high-
order mechatronic systems [1]. Ringing or overshoot makes 
these systems unstable. Hence, a general stability test for 
mechatronic systems should be introduced. The stability test 
using loop gain is a valuable tool for analyzing the stable 
region of high-order mechatronic systems. However, 
engineers often find the loop gain confusing and difficult to 
understand because the theoretical analysis and the practical 
measurement of the phase margin are not unique. In other 
words, the values of loop gain in these feedback systems are 
the assumption values. There are some limitations of the 
concept of loop gain because it is only used in classical 
control theory [2]. In addition, the operating regions of a 
high-order mechatronic system are not shown on the Nichols 
chart of loop gain.  

In addition, there are some limitations of numerical 
methods. Differential equations are normally derived on the 
basis of a rate of change (velocity) or a second derivative 
(acceleration) that give a relation based on a physical law 
such as superposition principle. Expressing the force as a 
function of time allows one to solve for the acceleration, 
integrate that to get velocity, and integrate that to get 
position. Some differential equations are not as well-behaved, 
and show singularities due to a failure to model the problem 
correctly, or a limitation of the model that was not apparent. 
Some differential equations can be solved analytically in 
closed form, but most have to be approximated by numerical 
procedures, which can be unstable. Therefore, properties of 

complex functions are proposed to do the ringing test or 
overshoot test for high-order mechatronic systems [3].  

The characteristics of complex functions give a whole 
new perspective to math-intensive mechatronic courses at 
most universities. A mathematical motion model captures the 
relationship between the signal source and the transmission 
network [4]. The principal motivation comes from the wide 
applications of complex function.  

It is a main design methodology capable of providing 
theoretical examination of the operating region of a high-
order mechatronic system. In this study, the results here not 
only provide a theoretical basis for analytically justifying 
some conventional concepts of existing complex functions 
but also open up the possibility of investigating the operating 
regions of high-order mechatronic networks by simply 
plotting the self-loop function. 

B. Objectives and paper organization  

Overshoot phenomena can be seen in many mathematical 
motion models of high-order mechatronic systems [5]. The 
impact of the overshoot on the mechatronic systems is 
usually addressed in the term “parasitic elements” [6]. 
Therefore, it is clearly understood that the occurrence, peak 
value, additional delay, and other damaging effects cannot be 
predicted or removed easily [7]. To do the ringing test for 
high-order mechatronic systems, a square wave is usually 
used to put in the input port [8]. Depending on the operating 
region of a high-order system, the output waveforms can be 
over-damping, or critical damping, or under-damping as 
shown in Fig. 1. The ringing test will be analysed in detail in 
section III. 

The use of complex functions is an essential theory in 
many motion models of high-order mechatronic systems. In 
addition, transfer function is covered in many courses such as 
control theory, network analysis theory, but the complexity of 
network topologies requires to develop a specific approach in 
order to fully analyse a real circuit within the framework of 
complex function theory [9]. It must be stressed that complex 
function is present in all systems; therefore, it is important 
that a good understanding of complex function concepts in 
mechatronic systems should be developed [10]. 

 

Fig. 1. Waveforms of output square signals in a high-order system.  
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This research focuses on the various mechatronic 
networks, and their operating regions. This paper contains six 
sections. The research background for some motion models 
in mechatronic systems is presented in Section II. The 
limitations of loop gain are discussed in Section III. Several 
simulation results and some practical measurements of the 
ringing test are shown in Section IV. Future work and 
conclusion are presented in Sections V. 

II. RESEARCH BACKGROUND 

A. Limitations of loop gain  

This section points out some limitations of loop gain in 
some motion models in the mechatronic systems. Many 
challenges behind the ringing test for high-order mechatronic 
systems arise from the mathematical models of motion using 
the term “loop gain” [11]. A simplified transfer function is 
rewritten as in Eq. (1). Here, Aβ is called loop gain, A is the 
numerator function and β is the return-ratio. Fig. 2 shows the 
block diagram of a general control system. The input and 
output signals of the adaptive feedback systems can be either 
non-cyclic or periodic with the frequency variable [12]. 

 1
1

= ≈
+ β

A
H

A
 (1) 

In an adaptive feedback control system, the reference 
signal and the feedback signal are subtracted as shown in Fig. 
3. In general, a comparator is used to calculate the difference 
between the reference signal and the feedback signal [13]. In 
other words, the output signal is sampled and then fed back to 
the input to form an error signal that drives the plant or the 
actuating system. The actuating system is usually modeled by 
an open-loop function. The error signal can be used to 
eliminate or at least considerably reduce the effects of the 
variations of the actuating system [14].  

 
Fig. 2. Simplified model of a general adaptive feedback control system. 

 

Fig. 3. Block diagram of a mechanical control system. 

 

Fig. 4. Nyquist plot of a loop gain in an adaptive feedback system. 

 
Fig. 5. Nichols plot of a loop gain in an adaptive feedback system.  

Fig. 4 shows the conventional Nyquist chart of a loop 
gain in a control system. As Nyquist’s stability condition 
does not show the operating regions of high-order 
mechatronic systems, the Nyquist diagram of loop gain 
cannot be applied for these systems. It is very difficult to 
derive and measure the exact value of the loop gain because it 
is an approximation model in MATLAB simulation [15]. In 
addition, the concept of loop gain is found in many negative 
feedback systems such as unity gain amplifiers, inverting 
amplifiers, negative feedback amplifiers while an exact value 
of loop gain is still not shown [16].  

Fig. 5 shows the conventional Nichols plot of a loop gain 
in an adaptive feedback system. It is not widely used in both 
SPICE simulations and practical measurements because it is 
very difficult to predict loop gain when the properties of input 
and output signals are different. Hence, the characteristics of 
the control network and the linear network are significantly 
different [17].   

B. Roles of complex functions  

Complex functions give various meaningful insights in 
the motion models of mechatronic systems. They are applied 
in electrical, electronic, and mechanical systems [18]. 
Mechatronics in general would involve more physics with the 
math being somewhat trivial compared to complex functions.  
The transfer function H(ω) of a mechatronic network is the 
ratio of the output signal Vout(ω) to the input signal Vin(ω) as 
a function of the frequency [19]. A simplified transfer 
function is rewritten as in Eq. (2), where A(ω) is the 
numerator function, and L(ω) is the self-loop function. The 
phase margin at unity gain of the self-loop function shows the 
operating region of a high-order mechatronic system.  

 
( ) ( )

( )
( ) 1 ( )

ω ω
ω = =

ω + ω
out

in

V A
H

V L
 (2) 
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Fig. 6. Simplified model of a spring-mass dashpot system.  

C. Behaviors of a second-order mechanical system  

This section investigates the behaviors of a second-order 
mechanical system. A spring mass system is usually used to 
represent a complex mechanical system as shown in Fig. 6. 
Based on the superposition principle, Newton’s first law 
points out the relationship between force and motion in a 
specific transmission space [20]. After applying the 
superposition principle at the output node for the translational 
system, the node equation is given in Eq. (3). 

 ( ) ( );
   

ω + + ω = + ω   
ω ω   

out in

k k
j m c X c X

j j
 (3) 

Then, the transfer function and the self-loop function of this 
system are given in Eq. (4).  

 

( )
( )
( ) ( )

( ) ( )

0

2

0 1

2

0 1 0 0 1

1
;

1

; ; ;

ω ω +
ω = =

ω ω + ω +

ω = ω + ω = = =

out

in

X b j
H

X a j a j

c m c
L a j a j b a a

k k k

 (4) 

The operating regions of a second-order system are over-
damping, critical damping, and under-damping as shown in 
TABLE I. In a 2nd-order mechatronic system, the operating 
regions are over-damping, critical damping, and under-
damping. In case of under-damping, the overshoot will cause 
the ringing [21]. Three typical cases of a second-order system 
are given to determine the operating region of the system as 
shown in Eq. (5). Here, the coefficients of the transfer 
functions are under-damped (1:1:1), critically damped 
(1:2:1), and over-damped (1:3:1).  

The Bode plot of these transfer functions, the Nichols plot 
of these self-loop functions are shown in Fig. 7, and Fig. 8, 
respectively. The phase margin is observed at unity gain of 
the self-loop function. The simulation results of the transfer 
functions and the self-loop functions are summarized in 
TABLE II. 

 

( )
( )

( )
( )

( )
( )

2

1 12

2

2 22

2

3 32

1
( ) ; ( ) ;

1

1
( ) ; ( ) 2 ;

2 1

1
( ) ; ( ) 3 ;

3 1

ω = ω = ω + ω
ω + ω +

ω = ω = ω + ω
ω + ω +

ω = ω = ω + ω
ω + ω +

H L j j
j j

H L j j
j j

H L j j
j j

 (5)   

TABLE I.  BEHAVIOURS OF 2ND-ORDER SELF-LOOP FUNCTION 

Element Value 

( )ωL  ( )
2 2

0 1ω ω +a a  

( )θ ω  0

1

arctan
2

ωπ
+

a

a  

Case 1 Over-damping ( 2

1 04 0∆ = − >a a ) 

1 5 2
2

ω = −
b

a

 
1( ) 1ω >L  

1( ) 76.3oπ − θ ω >  

Case 2 Critical damping ( 2

1 04 0∆ = − =a a )
 

1 5 2
2

ω = −
b

a

 
1( ) 1ω =L  

1( ) 76.3π − θ ω = o  

Case 3 Under-damping ( 2

1 04 0∆ = − <a a )
 

1 5 2
2

ω = −
b

a

 
1( ) 1ω <L  

1( ) 76.3oπ − θ ω <  

TABLE II.  SIMULATION RESULTS OF A 2ND-ORDER MECHANICAL SYSTEM 

Case 
Over-

damping 

Critical 

damping 

Under-

damping 

Magnitude  

(transfer 

function) 

-12 dB -6 dB 1 dB 

Phase 

margin  

(self-loop 

function) 

82o 

(observed at 

98o) 

76.3o 

(observed at 

103.7o) 

35o 

(observed at 

145o) 

 

Fig. 7. Bode plot of the 2nd-order transfer function of a mechanical system.  

 

Fig. 8. Nichols chart of the 2nd-order self-loop function.  
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Fig. 9. Simplified model of a suspension system.  

D. Operating regions of a fourth-order mechanical system  

In this section, the behaviours of a 4th-order suspension 
system are investigated. In general, three basic types of 
suspension components are linkages, springs, and shock 

absorbers [22]. Fig. 9 shows a simplified model of a 
suspension system. Assume that displacements Xout1(ω) and 
Xout2(ω) are measured from respective mass positions in the 
absence of the input Xin(ω). Apply the superposition 
principle to the present system, the node equations are given 

in Eq. (6). 

( ) ( ) ( )

( ) ( )

1 2 2 1
1 1 2

2 2
2 2 1

;

;

   
+ ω + + ω = + ω + ω   

ω ω ω ω   

   
ω + + ω = + ω   

ω ω   

in

k k k k
m j c X c X X

j j j j

k k
m j c X c X

j j

 (6) 

Hence, the transfer functions and the self-loop function of 
this system are given in Eq. (7). The values of the constant 
variables of the suspension system are given in TABLE III. 
The use of Pascal's triangle is a simple way to calculate the 
binomial coefficients of a high-order mechatronic system  as 
shown in TABLE IV. Three typical cases of a 4th-order 
system are given to determine the operating region of the 
system as shown in Eq. (8). Here, the coefficients of these 
transfer functions are under-damped (1:2:3:2:1), critically 
damped (1:4:6:4:1), and over-damped (1:9:10:9:1). 
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( )
( ) ( ) ( ) ( )
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2

1 0 1

1 4 3 2
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2 1
2 4 3 2

0 1 2 3

4 3 2

0 1 2 3

1
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1
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1

;
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ω = =

ω ω + ω + ω + ω +
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ω = =

ω ω + ω + ω + ω +

ω = ω + ω + ω + ω

in
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X b j b j
H

X a j a j a j a j

X b j
H

X a j a j a j a j

L a j a j a j a j

 (7) 

TABLE III.  VALUES OF GIVEN VARIABLES OF A SUSPENSION SYSTEM. 

Variable Value Variable Value 

b0 2

2

m

k

 
a1 

( )1 2

1 2

+c m m

k k

 

b1 
2

c

k

 
a2 

( )1 2 2 1 2

1 2

+ +m k m k k

k k

 

a0 1 2

1 2

m m

k k

 
a3 

2

c

k

 

TABLE IV.  PASCAL'S TABLE OF THE BINOMIAL COEFFICIENTS  

  Coefficients of high-order mechatronic systems 

2nd          1   2   1         

3rd        1   3   3   1       

4th      1   4   6   4   1     

5th    1   5   10   10   5   1   

6th  1   6   15   20   15   6   1 
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3 2

2

3 4 3 2
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( ) 2( ) 3( ) 2 1
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1
( ) ;

( ) 4( ) 6( ) 4 1
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1
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ω +
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j
H
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j
H
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j
H

j j j j

L j j j j ;

 (8) 

Figs. 10 and 11 show the Bode plot of these transfer 
functions, the Nichols plot of these self-loop functions, 
respectively. The phase margins observed at unity gain of the 
self-loop function are summarized in TABLE V.  

 

Fig. 10. Bode plot of the 4th-order transfer function.  

 

Fig. 11. Nichols chart of the 4th-order self-loop function.  

TABLE V.  SIMULATION RESULTS OF A 4ND-ORDER MECHANICAL  SYSTEM 

Case 
Over-

damping 

Critical 

damping 

Under-

damping 

Magnitude  

(transfer 

function) 

-15 dB -9 dB 1 dB 

Phase 

margin  

(self-loop 

function) 

82o 

(observed at 

98o) 

76.3o 

(observed at 

103.7o) 

48o 

(observed at 

132o) 
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III. BEHAVIORS OF FEEDBACK AMPLIFIER NETWORKS 

A. Loop gain and self-loop function of inverting amplifiers  

This section points out the differences between the loop 
gain and the self-loop function in the inverting amplifiers. 
Figs. 12 and 13 show the simplified models of two types of 
the inverting amplifier which are used in many electronic 

systems [23]. The open-loop function A(ω) of the op amp is 

described in Eq. (9).  

 
5

2

10
( ) ;

1
2*10

ω =
ω

+
π

A

j

 (9) 

Eq. (10) gives the node equation at node VA in the 

single-ended inverting amplifier which is derived based on 
the superposition principle.  

 

1 2 1 2

1 1
; ( ) ;

 
+ = + − ω = 

 

in out
A A out

V V
V V A V

R R R R
 (10) 

Then, the transfer function and the self-loop function of 

this amplifier are given in Eq. (11).  

 

2

1 2

12 2

7 5

1 1

2 2

7 5

1 1
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1

1 1 1
2*10 10

1
( ) 1 1 ;

2*10 10

−

ω = ≈ −
   ω

+ + + +   
π    

   ω
ω = + + +   

π    

R

R R
H

RR R
j

R R

R R
L j

R R

 (11)  

Fig. 14 shows the loop gain in an inverting amplifier. In 
an inverting amplifier, the loop gain shows the gain 
reduction from the magnitude of the open-loop function to 
the magnitude of the inverting amplifier while the phase 
margin of the self-loop function indicates the operating 
region of this amplifier as shown in Fig. 15. The phase 
margin of this inverting amplifier is 90-degrees, this 
amplifier is absolutely stable. 

 

Fig. 12. Schematic of the single-ended inverting amplifier circuit.  

 

Fig. 13. Schematic of the fully differential inverting amplifier circuit.  

 
Fig. 14. Behaviour of the loop gain in an inverting amplifier.  

 
Fig. 15. Nichols plot of the self-loop function in an inverting amplifier.   

B. Self-loop function of a 2nd-order inverting amplifier  

In this section, the effects of the parasitic capacitor at the 
negative input of an inverting amplifier are investigated. Figs. 
16 and 17 show the simplified models of the single-ended 
and the fully differential inverting amplifiers with the 
parasitic capacitors at the input of the operational amplifiers. 
After applying the superposition principle at node VA in the 
single-ended inverting amplifier, the node equation is given 
in Eq. (12).    

 ( )1

1 2 1 2

1 1
; ;

 
+ + ω = + = − ω 

 

in out
A out A

V V
V j C V A V

R R R R
 (12) 

Eq. (13) shows the transfer function and the self-loop 
function of this amplifier. They are second-order complex 
functions. TABLE VI  presents the values of the constant 
variables in these complex functions. 
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2

0 1 2
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( ) ;

( ) 1

( ) ;

ω
ω = = −

ω ω + ω + +
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V b
H

V a j a j a

L a j a j a

 (13) 

TABLE VI.  VALUES OF GIVEN VARIABLES OF INVERTING AMPLIFIER. 

Variable Value Variable Value 

b0 2

1

R

R

 
a0 2 1

72*10 π

R C  

a1 2
2 15 2

1

1 1
1

10 2*10

  
+ +  

π   

R
R C

R

 
a2 2

5

1

1
1

10

 
+ 

 

R

R
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The parasitic capacitor caused by the transmission line 
will change the operating region of the inverting amplifier. 
Assume that value of the parasitic capacitor C1 = 200 pF, and 
values of resistors R1 and R2 are 1 kΩ and 10 kΩ. Figs. 18, 19 
and 20 show the Bode plot of the transfer function, the 
Nichols plot of the self-loop function, and the transient 
response, respectively.  

At around 1 MHz, the magnitude of the transfer function 
is greater than 20 dB and the phase margin at unity gain of 
the self-loop function is quite small 50-degrees (observed at 
130-degrees). This amplifier works in the under-damping 
region; therefore, the ringing happens in the transient 
response. 

 

Fig. 16. Simplified model of the inverting amplifier circuit.  

 

Fig. 17. Simplified model of the inverting amplifier circuit.  

 

Fig. 18. Bode plot of the transfer function in the inverting amplifier.   

 

Fig. 19. Nichols plot of the self-loop function in the inverting amplifier.   

 

Fig. 20. Transient responses of the inverting amplifier.  

C. Self-loop function of a 2nd-order non-inverting amplifier  

In this section, the effects of the parasitic capacitor at the 
negative input of a non-inverting amplifier are investigated. 
From the view point of complex function, this non-inverting 
amplifier is also called negative feedback network. The term 
“positive feedback” is only used to indicate an oscillator or a 
signal generator network [24].  

Fig. 21 shows the simplified model of the single-ended 
non-inverting amplifiers with a parasitic capacitor at the input 
of the operational amplifier. After applying the superposition 
principle at node VA in the single-ended inverting amplifier, 
the node equation is given in Eq. (14). 

 ( )( )1

1 2 2

1 1
; ;

 
+ + ω = = ω − 

 

out
A out in A

V
V j C V A V V

R R R
 (14) 

Eq. (15) provides the transfer function and the self-loop 
function of this non-inverting amplifier. They are also 
second-order complex functions. The values of the constant 
variables in these complex functions are given in TABLE 
VII. 
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 (15) 

 

Fig. 21. Simplified model of the non-inverting amplifier circuit.  

TABLE VII.  VALUES OF GIVEN VARIABLES OF NON-INVERTING AMPLIFIER. 

Variable Value Variable Value 

b0 
2 1R C  b1 

2

1

1+
R

R

 

a0 2 1
0 72*10

=
π

R C
a

 
a2 

2
2 5

1

1
1

10

 
= + 

 

R
a

R

 

a1 2
2 15 2

1

1 1
1

10 2*10

  
+ +  

π   

R
R C

R
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Here, values of the passive components are capacitor C1 = 
200 pF, resistor R1 = 1 kΩ, and resistor R2 = 1 kΩ. Figs. 22, 
23 and 24 show the simulation results of the non-inverting 
amplifier with a parasitic capacitor.  

On the Bode plot of the transfer function, the magnitude 
is greater than 15 dB at around 3 MHz. And, the phase 
margin at unity gain of the self-loop function is very small 
30-degrees (observed at 150-degrees). This amplifier also 
works in the under-damping region; so, the ringing occurs in 
the transient response. 

 

Fig. 22. Bode plot of the transfer function in the non-inverting amplifier.   

 

Fig. 23. Nichols plot of the self-loop function in the non-inverting amplifier.   

 

Fig. 24. Transient responses of the non-inverting amplifier.  

D. Self-loop function in  shunt-shunt feedback amplifiers  

In this section, the properties of the shunt-shunt feedback 
amplifiers are investigated. Gain, gain stability, distortion, 
noise, input/output impedance and bandwidth and gain-
bandwidth product will affect the behaviour of a negative 
feedback amplifier [25]. It is known that the conventional 
concept of loop gain is used to analyse four types of negative 
feedback amplifiers called shunt-shunt, shunt-series, series-
shunt, and series-series. However, the approximated loop 
gain does not show the entire behaviour of these amplifiers.  

 

Fig. 25. Schematic of a CMOS feedback amplifier.  

 

Fig. 26. Small signal model of a CMOS feedback amplifier.  

Fig. 25 shows the schematic of a shunt-shunt CMOS 
feedback amplifier. The structure of this amplifier is also 
called self-bias common-gate CMOS feedback amplifier [26]. 
To derive the transfer function of this network, the small 
signal model is drawn in Fig. 26.   

After applying the superposition principle at nodes VGS1 
and Vout, the output voltage is given in Eq. (16).  

1

1 1 1

1 1

1 1 1
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out GS m
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V
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R Z R Z R R Z

V V g
Z Z R R R Z

 (16)  

Eq. (17) shows the transfer function and self-loop 
function of the shunt-shunt CMOS feedback amplifier. The 
values of the constant variables of this circuit are given in 
TABLE VIII. 
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TABLE VIII.  VALUES OF GIVEN VARIABLES OF A SHUNT-SHUNT CMOS 

FEEDBACK AMPLIFIER. 

Parameter Value 

b0 1F C GDR R C  

b1 1−
C F C m

R R R g  

a0 ( )1 1 1 1 1 1+ +
S F C GD GS GD DB DB GS

R R R C C C C C C
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Fig. 27. Schematic of a BJT feedback amplifier.  

 

Fig. 28. Small signal model of the BJT feedback amplifier. 

A self-bias common-emitter feedback amplifier is also 
called a shunt-shunt BJT feedback amplifier [27]. Figs. 27 
and 28 show schematic and the small signal model of the 
shunt-shunt BJT feedback amplifier. The superposition 
theorem is also used to analyze this circuit. After applying 
the superposition principle at each node in the small signal 
model of this amplifier, the transfer function and the self-
loop function of this amplifier are derived in Eq. (18).  

 
0 1

2

0 1

2

0 1

( ) ;
( ) 1

( ) ( ) ;

ω +
ω =

ω + ω +

ω = ω + ω

BJT

BJT

b j b
H

a j a j

L a j a j

 (18) 

The values of the constant variables of this circuit are 
given in TABLE IX. A feedback resistor Rf = 1 kΩ is used 
to reduce the gain of the the shunt-shunt BJT feedback 
amplifier. Values of the chosen resistors RC and RS are 10 
kΩ and 950 Ω, respectively. Fig. 29 shows the Bode plot of 
the transfer function of the common-emitter BJT feedback 
amplifier.  

The simulated DC gain A0 is 20 dB, and the simulated 
gain-bandwidth is 260 MHz at unity gain of the transfer 
function. The phase margin at unity gain of the self-loop 
function is 86 degrees at the unity gain of the self-loop 
function as shown in Fig. 30.  The behaviour of this amplifier 
is over-damping.  

TABLE IX.  VALUES OF GIVEN VARIABLES OF A SHUNT-SHUNT BJT 

FEEDBACK AMPLIFIER. 

Parameter Value 

b0 1L GDR C  

b1 1−
L m

R g  

a0 ( )1 1 1 1 1 1+ +
S L GD GS GD DB DB GS

R R C C C C C C
 

a1 ( ) ( )1 1 1 1 1 1+ + + +L GD DB S GS GD S L m GDR C C R C C R R g C
 

 

Fig. 29. Bode plot of the transfer function in the shunt-shunt BJT amplifier. 

 

Fig. 30. Nichols plot of the self-loop function of the BJT amplifier.  

IV. RINGING TEST FOR ADAPTIVE FEEDBACK NETWORKS 

A. Signal flow graph of DC-DC buck converter  

In this section, a switching DC-DC buck converter is 
considered as a control network. A step-down switching DC-
DC buck converter is also called a dynamic load network. 
The propagated power at output will be changed regarding 
the actuating load. In other words, the variation of load will 

change the operating region of the power stage [28]. 
Therefore, a feedback loop is required for some switching 
power supplies because some parameters of the desired 
processing operation are changing as shown in Fig. 31. In 
this control system, a comparator is used to compare a 
referent voltage (DC voltage) with a feedback voltage, which 

is extracted from the output node [29]. The behaviours of the 

switching power supplies rely on negative feedback to 
maintain the output voltages at the specified values.  

 

Fig. 31. Block diagram of a DC-DC buck converter. 

 
Fig. 32. Simplified model of the power-stage of the DC-DC buck converter.  
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B. Behaviors of the power-stage of the buck converter 

In this section, the characteristics of a simplified model 
of the power-stage in a control system are analyzed. The 
power stage of the converter is an RLC network which is 
also called a 2nd-order low-pass filter in Fig. 32.  

The function of this actuating system is to convert a 
multi-harmonic signal or a switching source into DC voltage 
[30]. Therefore, the transfer function and the self-loop 
function of the power stage are proposed to predict the 
maximal value of overshoot in this control system. The 
transfer function and the self-loop function of the power-
stage are given in Eq. (19). 
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To generate a maximal power, the balanced charge-
discharge time condition for the power-stage of this control 
system is defined in Eq. (20). 

 
2

1 1

2
= ⇔ = =RC LC

RCLC
ω ω ω  (20)  

C. Phase margin of the power-stage  

This section presents the measurement of the phase 
margin of the implemented circuit. Fig. 33 shows the 
schematic of the proposed design of a DC – DC buck 
converter circuit. In this implementation, the chosen passive 
elements are L1 = 530 μH, C1 = 220 μF, R1 = 4 kΩ, R2 = 2 
kΩ, RL = 5 Ω, C2 = 470 pF, and L2 = 50 μH.  

The measurement setup for the implemented circuit is 
shown in Fig. 34. The performance of the proposed design of 
a 12 V – 5 V buck converter has been verified by the 
practical measurements.  

 

Fig. 33. Schematic diagram of a 12 V – 5 V buck converter circuit. 

 
Fig. 34. Implemented circuit of a DC-DC buck converter.  

 Fig. 35 shows the measurement results of the Bode plot 
of the power-stage. The measured magnitude of the transfer 
function of the power stage at around the cut-off frequency is 
2 dB. The chosen components in the implemented circuit 
make the power-stage of this control system always work in 
the under-damping region because there is a trade-off 
between the cost and size of the printed circuit board of the 
DC-DC buck converter circuit [31]. 

The measured phase margin at the unity gain of the self-
loop function is 49 degrees (observed at 131 degrees) as 
shown in Fig. 36. The output ripple of the implemented DC-
DC buck converter is kept very small 5 mVpp which is 
compared to the desired output voltage of 5 V as shown in 
Fig. 37.  

This work overcomes some limitations of loop and the 
conventional Nyquist stability criterion and Nichols plot of 
loop gain in the control systems. The measurement of the 
phase margin at unity gain of the self-loop function at the 
actuating system is proposed to evaluate the quality of an 
adaptive feedback system [32].   

 

Fig. 35. Bode plot of the transfer function of the power stage.  

 

Fig. 36. Nichols plot of the self-loop function of the power stage.  

 

Fig. 37. Waveform of the output ripple of the DC-DC buck converter.  
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V. CONCLUSIONS 

This paper has shown some limitations of the classical 
concept of loop gain in the negative feedback networks and 
investigated some motion models of high-order mechatronic 
networks. Loop gain cannot be used to analyze the overshoot 
phenomenon in high-order mechatronic systems because it 
doesn’t show the operating regions of many high-order 
mechatronic systems. In addition, it is very difficult to derive 
the loop gain in many multi-loop feedback amplifiers such as 
unity gain amplifiers, inverting amplifiers, active filters, 
negative feedback amplifiers because loop gain is just a 
predicted value. In an inverting amplifier, loop gain only 
shows the gain reduction from the DC gain of the open loop 
function to the defined gain which is calculated by the ratio 
of two resistors.  

The use of phase margin at unity gain of the self-loop 
allows engineers to do the stability test in high-order 
mechatronic systems. The Nichols plot of self-loop function 
is simpler than the Nichols plot of loop gain and the 
measurement of phase margin is easily verified by laboratory 
simulation and practical measurements. In case of under-
damping, the overshoot or ringing makes the network 
unstable. This work also describes the approach to do the 
phase margin test for power-stage of a DC-DC buck 
converter. The phase margin of the power-stage is 49 
degrees, and the output ripple is small 5 mVpp. Hence, the 
phase margin of the actuating system can be used to evaluate 
the quality of an adaptive feedback control system. In future 
works, ringing caused by the parasitic elements in other 
mechatronic systems will be investigated.  
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Abstract— For many years, a manned mission to Mars has 

been a challenge for humanity. However, the recent technological 
advances in human factors and space systems engineering may 
overcome these limitations. Thus, there are some strategies to face 
various medical emergencies autonomously due to long distances 
and hostile conditions in order to develop healthcare monitoring 
and ensuring the safety of the astronauts. For this reason, an 
innovative research has been conducted from 2020 to 2021 under 
the supervision of the Bioastronautics & Space Mechatronics 
Research Group, resulting in this proposed project, which is a 
sensorized glove for medical emergencies controlling the rover 
developed by the Team "Tharsis" from the Universidad Nacional 
de Ingeniería, winner of the Technology Challenge Award for 
Wheel Design and Fabrication at the 7th Annual NASA Human 
Exploration Rover Challenge.  In addition, the glove has a soft 
robotic hand exoskeleton with the purpose of fracture stabilization 
and to prevent future complications. This study presents a 
mechatronics conceptual design based on biomechanical 
fundamentals of the hand, where Fusion 360 was used for 3D 
mechanical systems development and Eagle for electrical and 
electronic circuit technical schematics, besides 
telecommunications and telerobotics protocols are analyzed. The 
“BIOX-GLOVE” is pretended to be applied on the Martian 
surface during extravehicular activities-EVA and also, on Earth 
in a Mars environment analogue and rehabilitation hospitals. In 
conclusion, favorable results were achieved; consequently, the 
next step of this project is to start the detailed engineering design 
in July 2021, and it is proposed to develop the prototype and 
perform the first test in a Martian analog. 

 
Keywords—Mars, Rover, Sensorized Glove, Medical 

Emergencies, Exoskeleton, Mechatronics, BIOX-GLOVE 

I.    INTRODUCTION  

This decade, 2020-2030, an age of space colonization will 
begin. The Artemisa project plans to explore the Moon to 
extract resources and establish a human base as a rehearsal for 
future Martian missions [1]. Mars human exploration is the next 
step; therefore, it is required to develop previous colonization 
activities [2]. The physical and psychological risks for the 
astronauts on this trip will be very crucial [3]. It is also essential 
to offer countermeasure alternatives to avoid body damage by 
the effects of microgravity, radiation [4] and the environmental 
conditions on the Martian surface [5]. (Fig.1) 

 
Fig.1. BIOX-GLOVE and Astronaut 

 

 

T-EVA System 
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Working outside the spacecraft represents a health risk for 
an astronaut due to environmental factors such as the vacuum 
in space, radiation, extreme temperatures, and micrometeorites 
[6]. To solve this, Extravehicular Mobility Unit-EMU, was 
designed to provide the necessary functions to keep the user 
alive [7] during exploration activities-EVA. 

Gloves are considered one of the most important and 
complex wearable accessories to operate because specific skills 
must be developed and in addition, when the suit is pressurized, 
the mobility of the hands becomes challenging due to the 
stiffness [8]. Previous studies state that wrist fractures could be 
caused due to the axial forces [9]; therefore, mechatronics 
engineering is currently working on designing robotic gloves 
and tools that allow the astronaut to enhance work performance 
[10]. Thus, National Aeronautics and Space Administration-
NASA, through its “Evolvable Mars Campaign” program, is 
seeking to make human exploration on Mars surface pioneering 
and sustainable [11].  

The long-term goal is to send astronauts to live on the red 
planet [12]. Currently, many satellites on Mars are analyzing 
the surface to find landing candidates places. The first human 
exploration missions will need to cover a big area for sampling 
in situ. In this scenario, the use of rovers will be necessary, same 
as the Apollo 17 mission on the Moon [13]. In this context, for 
NASA and manned space programs, the lives of astronauts are 
a priority considering that there is a permanent risk of suffering 
illnesses and accidents when exploring not-known areas such 
as the surface of Mars [14]. The gravity on Mars (1/3 g of the 
Earth) can be considered potentially dangerous, causing 
increasing object’s acceleration in the environment, and thus, 
producing injuries [15]. 

The estimated probabilities of an emergency outside the 
Earth are on average 0.06 per “crew member/year-of-space-
flight-expedition” [14, 15]. For example, with a crew of 6 
astronauts on the surface of Mars and a mission duration of 900 
days, it would be expected that at least one emergency would 
occur [16]. EVA and continuous exposure to extreme 
environments add debilitating effects that predispose to severe 
traumatic injuries [17] such as bone fractures [18], 
hemorrhages, thoracoabdominal injuries [14], decompressive 
diseases [19] as well as contusions involving the digits of the 
hand, peripheral nerves and generalized fatigue due to the 
working hours [20, 21]. Prompt medical care for the injured 
astronaut could be problematic due to the distances between the 
exploration and Command Center. Therefore, the decisions 
must be taken quickly in situ because the communication time 
to the Earth is often between 8 to 56 minutes [19] [22]. 

Due to this context, BIOX-GLOVE is proposed as a medical 
wearable robot [23, 24] in order to activate an emergency 
system on the Martian surface [25, 26] during extravehicular 
activities, using telecommunications and control protocols 
applied in a rover (ambulance vehicle) to transfer the astronaut 
to the Command Center [27]. In addition, it has a hand 
exoskeleton designed with soft materials to improve the 
physical capabilities, this innovative technology will be used on 
Earth for patient’s hand rehabilitation [28]. The research is 
based on T-EVA project [29] developed by Bioastronautics and 
Space Mechatronics Research Group (BIO&SM). (Fig. 1) 

1.1. Research Objectives 

The research requirements are aligned with the NASA’s 
Journey to Mars [12] and the Agreement on the Rescue of 
Astronauts, the Return of Astronauts and the Return of Objects 
Launched into Outer Space [30]. One of the challenges is to 
integrate human and robotic missions to achieve a successful 
task [12].  The exploration needs tools to control rovers during 
accidents and emergency situations in order to come back to the 
Command Center for medical attention [31, 32, 33].  

The BIOX-GLOVE is an accessory that will be placed 
above the EVA suit and must be comfortable, ergonomic, and 
able to withstand the environmental conditions on Mars, such 
as temperature, radiation and dust; therefore, it will be used in 
case of partial or total motor impairment of the lower 
extremities. This technology is suggested to be used during any 
Extravehicular Activities. 

The astronaut will turn on the glove in 2 ways during 
emergency situations [34]:  

a) First, by performing a sequence of programmed gestures to 
control the Rover. 
 

b) Second, by pressing the activation button (located on the 
back of hand). The exoskeleton will stabilize the 
musculoskeletal system of the wrist and hand. 

1.2 Research and Development Methodology 

The steps where elaborated based on 3 key points: a) Define 
the problem and the scope of the objectives. b) Define the main 
requirements necessary for the project execution. c) Modeling 
through 3D design software and the proposed validation test  
of BIOX-GLOVE. (Fig. 2) 
 

 
Fig. 2. The methodology of the conceptual design of BIOX-GLOVE 
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II.  BIOMECHATRONICS FOUNDATIONS OF HUMAN FACTORS 

Biomechatronic applications have been made for more than 
three decades to overcome several limitations; research related 
to biomechatronics and medical robotics cover a diverse aspect 
in interdisciplinary areas inspired by industrial, military, and 
medical applications. This area provides new methodologies 
and tools to design and build devices to cooperate with humans 
[35-38].  

Gloves have long taken importance in the workplace, for the 
purposes of providing protection and safety against physical 
injury to the hands. However, they are even more important in 
space exploration when performing hand tasks in high-risk 
operations [39]. Over the years, the designs have been 
improving, and along with this, the most relevant points are that 
now it can resist cuts, breaks, perforations, slides, and abrasion 
[40]. At present, mechanical and electronic subsystems are 
being incorporated to improve the performance of the kinematic 
synergies of the hand, in order to provide a support that ensures 
the correct interaction of movements to counteract the rigidity 
of the pressurized suit during EVA [6].   

These devices will make it easier for people to expand work 
areas and while guaranteeing their safety in highly dynamic 
hostile places such as space and planetary exploration [41]. 
However, these instruments are not only for hand protection 
and safety purposes, their sensors are capable of recognizing 
predetermined hand signals [42] are also added to BIOX-
GLOVE to activate the medical emergency system [41].  

2.1. Antropometric Analysis of the Hand 

The hand is one of the most complicated biomechanical 
systems for study and application due to the multiple 
combinations in the reproduction of movements used to 
perform simple to complex activities. There are many 
kinematic interactions between the position of the wrist joint 
and the digits´ efficiency [8]. A detailed analysis of the pseudo-
kinematic restrictions affects certain degrees of freedom due to 
the disposition of the tissues and tendons of their anatomical 
structure [8], [43].    

For glove sizing, it is necessary to determine the hands' 
anthropometric dimensions to make a bio-inspired anatomical 
design with great precision of the movements [44], providing 
great flexibility and comfort when performing various tasks 
[39]. Likewise, it is recommended that these devices reflect the 
morphological characteristics of an astronaut's hand to achieve 
adequate performance without excessively affecting the control 
of force and holding of objects [45, 46]. 

The glove was designed considering morphological 
differences, ethnicity, and gender [47]. Due to the 
anthropometric variability and heterogeneity of the population 
groups, the measurement of the hands differs between Latin 
Americans [48], North Americans [43, 44], and Europeans [45]. 
These values are generally represented by percentiles; that is, 
for smaller people (5th percentile) and older people (95th 
percentile); therefore, it has been decided to obtain the 
estimated numerical average of the anthropometric 
measurements of the authors' hands in a referential way.  
(Fig. 3.a) For this analysis the following measurements have 
been noted: wrist circumference (WH), hand length (HL), 

palmar length (PL) hand width (HW), palmar width (PW), 
Wrist width (WW), and the total lengths for each digit (TLDi) 
in Table I.   

TABLE I.  HAND ANTHROPOMORPHIC MEASUREMENTS 

Hand 
Measure (cm) 

A1 A2 A3 A4 A5 A6 A7 A8 A9 X 

Hand Length  
(HL) 

19 19 18 16.5 18 17.9 19 18.8 18 18.5 

Palmar Length 
(PL) 

11 10.5 11 9 10.6 10.5 11 10.6 10 10.4 

Hand Width  
(HW) 

9.7 10 10 9 10.2 10.3 10 11 10 9.9 

Palmar Width 
(PW) 

7.4 8.8 8.5 7.5 8.9 7.5 8.8 10 8.5 8.6 

Wrist 
Circumference 

(WC) 
16.4 16 18 17 18 15.2 16 17.8 15.5 17.0 

 Wrist Width 
(WW) 

6.1 6 7 6 6.4 6.6 7 6.9 6 6.3 

Based on Authors Data (Ai: Random Sequence, X: Average of hand measurements) 
 

The total lengths of each digit (TLDi) is obtained by 
calculating the lengths of the metacarpals (MCLi) "palm" and 
the lengths of the digits (DLi) according to the plane of the 
anatomical description (i = D-I for the first digit (thumb); D-II 
for the second digit (index); D-III for the third digit (middle); 
D-IV for the fourth digit (ring) and D-V for the fifth digit 
(pinky)). Before the measurement, 3 reference points were 
considered: first, the skinfold lines of flexion of the wrist on the 
palmar side; second, the digitopalmar skin fold lines [49]; and 
third, the edge of the distal end of each finger. Subsequently, it 
has been measured at the intersection of the points following 
the direction of each digit in extension. With this result the 
dimensions of LTDi are obtained, and it is represented 
mathematically with the following formula: 

TLDi = MCLi + DLi. (Figure 3.b) 

 
Fig. 3. Anthropometric Sizing: a) Measurements; b) Total length for each digit 

 

Due to the complexity of the kinematic and dynamic model 
and the high number of degrees of freedom of the hands [8] 
[50], the gloves have been adapted trying to maintain similar 
characteristics by replicating hand movements with little 
interference. The movements have multiple functions such as 
ergotic, epistemic and semiotic [51]. For this case, the study is 
focused on the semiotic aspect to correctly size the sensors and 
characterize the hand gestures following a sequence of images 
called: M1, M2, ..., Mx, (M1 is the initial posture and Mx is the 
final posture). The sensors that BIOX-GLOVE has, allow it to 
capture information of the movement trajectories of the digits 
(dynamic gestures), characterized by the configuration of the 
hand digits. Gestures are contents of movements that start from 
a resting position (initial position), continue with a phase of 
substantial increase in speed and end by returning to the initial 
position [51]. 
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2.2. Biomechanical Protocols 

The device must follow protocols to verify the integrity and 
correct operation of the upper limb for the device handling (A); 
additionally, contain a series of pre-established characterizable 
movements to translate the biomechanical signals into vehicle 
movements (B). For this study, only D-II and D-III are 
characterized since their flexion and extension influence others 
[52]. Therefore, it is established the activation protocol and the 
usage protocol. 

A) Activation Protocol 
Based on the upper limb anatomical and biomechanical 

considerations, the activation protocol (M1 – M7) must be 
executed to ensure the correct state of this limb; that is to say, 
the nervous and muscular structures of the astronaut's upper 
limbs are capable of performing complex manipulation 
activities [53].  

First, the hand must be extended (Fig. 4.a), avoiding the 
formation of the proximal and distal transverse and longitudinal 
arches (PTA, DTA and LA) [54]. This first step is to set up the 
hand and wrist in a neutral position; the device can be started 
from there. Second, a complete circumduction of the hand must 
be performed (Fig. 4.b). This movement, composed of flexion, 
extension, abduction, and adduction of the hand, verifies that 
the distal radiocarpal and radioulnar joints are functioning 
correctly [52]. Likewise, correct functioning of both the 
epitrochlear and epicondylar muscles and the forearm 
supinators and pronators is required [52] [54]; in this way, it is 
verified their full functionality. Third, the hand must return to 
the neutral position (Fig. 4.c.1), then clench the hand for 5 
seconds (Fig. 4. c.2) and return to the neutral position  
(Fig. 4.c.3). With this movement, it is verified that the 
metacarpophalangeal (MCP), proximal, and distal 
interphalangeal joints (PIP and DIP) of all digits are capable of 
fully flexing and extending [52, 53], as well as the correct 
functioning of muscles activated by the radial and ulnar nerves 
[53]. Finally, active flexion at 70° (Fig. 4.d.1) and active 
extension 60 ° (Fig. 4.d.2) of the hand is executed, then return 
it to the neutral position. The device will be activated when it 
has verified the correct execution of the movements. For the 
user's safety, if any of these movements cannot be executed 
correctly, the device will not activate; since it would be a sign 
of a biomechanical malfunction in the upper limb, it would not 
be able to control the vehicle correctly.      

 
Fig. 4. Activation protocol. a) Top view of the neutral hand position with the 
fingers and palm extended (M1). b) Circumduction movement of the hand 
(rotation around the wrist) (M2). c) Lateral View of 1. Extension (M3) - 2. 
Flexion (M4) - 3. Full extension of the hand (M5). d) Side view of 1. Flexion 
(M6) - 2. Extension (M7).     

B) Usage Protocol  
The use of the device depends on a series of hand 

movements, which represents a specific action in the vehicle's 
control. These must be interdependent among themselves since 
their execution must not affect or be confused with another, but 
in turn, they must work together to execute the activities in the 
vehicle. Likewise, these movements are based on the upper 
limb's biomechanics, specifically on the angles formed by 
joints. The movements required in the vehicle are forward, 
backward, stop, turn right, and turn left. Therefore, the usage 
protocol consists of the following steps. 

First, in the neutral position, start the device to begin remote 
control of the vehicle. To advance, flex the hand 70° [52], then 
close the hand into a fist and only leave D-II extended (Fig. 5.a). 
In this way, all DIP, PIP and MCP joints of each digit, except 
D-II, will be fully flexed, allowing them to be easily identified 
by the flexion sensors and avoiding some error in the algorithm. 
Likewise, as the wrist joint is flexed, it will be possible to 
ensure correct recognition of the vehicle's biomechanical 
gesture to move forward.  

On the other hand, to move back, the hand is required to be 
hyperextended 60° [52], then all the PIP and DIP joints of each 
digit must be flexed (Fig. 5.b). In this way, it is verified by 
partial bending of D-II and D-III that the action is being 
executed correctly and would be free of confusion errors. 
Likewise, as the wrist joint is hyperextended, it will be possible 
to correctly recognize the biomechanical gesture for the vehicle 
to move backwards.   

For left and right turns, the hand must be in the neutral 
position. Then, to turn to the right, radial deviation (abduction) 
must be performed at 20° [53] (Fig. 5.c.1); while to turn to the 
left, ulnar deviation (adduction) must be performed at 30° [53] 
(Fig. 5.c.2).  

Eventually, to activate the braking system, it is required to 
close the hand into a fist, in such a way that all DIP, PIP and 
MCP joints are fully flexed (Fig. 5.d); while the wrist joint is at 
the neutral position (0°). This configuration was determined as 
it is quick to execute, requiring emergency braking. 

 
Fig. 5. Usage protocol. a) To move forward 1. side view 2. top view. b) To go 
back 1. side view 2. top view. c) Top view of turning movements to the 1. left 
2. right. d) To brake 1. side view 2. top view. 
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III.  MECHATRONIC SYSTEM DESIGN 

This research involves fields of engineering such as 
mechanical, electrical, electronics, telecommunications and 
telerobotics. It consists of using a sensorized glove to control a 
manned rover in the case of a medical emergency (body harm)  
on Mars. BIOX-GLOVE has flex sensors on the fingers, and 
gyroscopes placed between the wrist and forearm to perform 
programmed hand movements. Besides, it has a button to 
activate the exoskeleton as an external fixator, stabilizing the 
radiocarpal joint in case of traumatic injuries due to falls, thus 
avoiding further complications.  

3.1. Mechanical Design 

A)  Glove 
The design was made using Fusion 360. The glove wraps 

around the back of the user’s hand with a JST SMP connector 
to make sure it doesn’t fall off. The emergency button is located 
right in the center of the main body, where the main board and 
a gyro box is located. As it was mentioned, on D-II and D-III, 
2 flex sensors are located. Meanwhile, a second gyro box and 
the battery are located on the back side of the wrist, inside 
another box, held by a band (Fig. 6). For astronaut’s glove 
manufacturing, it is recommended to use VECTRAN  
(aluminized and Teflon coated) because it’s characteristics such 
as: abrasion resistance, high radiation exposure and property 
retention at high/low temperature [55, 56].  

 
Fig. 6. Components of BIOX-GLOVE, Isometric View 
 

The glove’s bands and holders are meant to be made of 3 
layers of materials, since it is one of the most vulnerable parts 
of the suit [40]. An inner bladder, a restraining polyester 
intermediate one and an outer thermal micrometeoroid garment. 
The boxes should be fabricated by 3D printing using Polylactic 
Acid (PLA), since it would make it easier to assembly and the 
material is durable and has a relatively low density.  

 
Fig. 7. BIOX-GLOVE, Bottom View 

B)  Exoskeleton 
The exoskeleton [57, 58, 59, 60] is composed of 3 main 

modules, whose operation is interdependent. Module 1 (Fig. 
8.a) has 12 submodules which are found between the PIP (a.1 - 
a.3), DIP (a.4 - a.7) and MCP (a.8 - a. 12) of each digit; reducing 
their degrees of flexion and extension. Module 2 (Fig. 8.b) has 
4 submodules found in the palm of the hand to restrict the MCP 
joint flexion and to induce the formation of the DTA and LA 
(D-II and D-III mainly). Finally, Module 3 (Fig. 8.c) is located 
on both thenar and hypothenar eminence to ensure the 
formation of the PTA; likewise, this module completely covers 
the wrist joint, limiting its ranges of movement at all angles. 

 
Fig. 8. Palmar View of the exoskeleton and its main modules 
 

When the exoskeleton is activated, each of the sub-modules 
increase their volume through the inlet of pressurized air into 
their internal chambers; returning the injured hand to its natural 
configuration. Fig. 9 shows the hand with the 3 main modules 
of the exoskeleton activated; but for this conceptual design 
proposal, only the D-II sub-modules will be shown. The sub-
modules of 1 and 2, working interdependently, will generate a 
controlled change in their volume, for which it will be possible 
to modify the angles of the MCP, PIP and DIP joints [60, 61, 
62, 63], limiting their mobility. Besides, note that module 3 
completely covers the wrist, partially restricting its mobility 
and keeping it parallel to the arm (0 °). 

 
Fig. 9. Lateral view of the exoskeleton and its main modules activated 
 

Therefore, the exoskeleton would not only partially restrict 
the mobility of the injured hand joints, keeping its natural 
relaxed configuration, but would also form an additional soft 
neumatic protection to ensure their safety, allowing the user to 
control the vehicle. 
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3.2. Electronics and Electrical Design 

A) Glove Sensors and Circuits 
The system's electronics are focused on the trajectory of the 

movement of the digits (from D-II, D-III): pronation, 
supination, and position of the hand and forearm. There are 2 
signals for processing: 

a) The first: SEN-FLEX 2P2I sensor (resistivity: 45k to 125k 
ohms), which works when the finger is flexing projected in 
motion and gestures for the activation and start-up protocols, 
sends a voltage range between 0V and 3.3V to the control unit 
(Fig. 10).  

b) The second: MPU6050 gyro sensors (fig. 11a), which 
provide guidance and reference the Mars Rover's handling. It 
has the I2C protocol (inter-integrated circuits), which gives 
less use of pins and a faster data transfer with the control 
device; when using both same data bus, each one of the 
sensors will have an address.  

The control unit is the STM32F103 ARM Cortex M3 
microcontroller with a maximum CPU speed of 72 MHz, 
128Kbyte of Flash, it has 26 inputs and 37 outputs. The 
programming will be carried out in C++ for sensor data 
processing algorithm, and with the SPI (serial peripheral 
interface) protocol to send data that contains the configuration, 
address decoder, and buffer controller, that will be received by 
the NRF2401L radio frequency module with 2.4GHz using the 
low power ISM band [64]. Glove-transmitter PCB size:  
Length  33.26mm, Width 43.31mm. (Fig. 11.b and Fig. 15) 

 
Fig. 10. Microcontroller STM32F103 (Transmitter) - Circuit Diagram 

 
Fig. 11. a) MPU-6050 with connections. b) PCB 3D Design – BIOX-GLOVE 

In order to design the circuits, it was required independent 
grounds planes due to eddy currents [65], where the following 
components: a) Analog: (SEN-FLEX 2P2I). b) Digital: 
(MPU6050, NRF2401L, RFX2401C, STM32F103 
microcontroller (Fig. 12)), have both grounds planes connected 
by a 3.3mH inductor; Therefore, two 3.3V voltage regulator 
circuits will be used on the 1117AMS, delivering a maximum 
current of 500mA. Furthermore, to prevent EMI 
(Electromagnetic Interference) or RFI (Radio Frequency 
Interference), a shield EMC (Electromagnetic Compatibility) is 
applied on its ground plane [66], whose function is to protect 
the single-chip, NRF2401L and RFX2401C. 

Likewise, the energy subsystem has been divided into 2 
sources: a) 85.5mA analog circuit. b) 419.8mA digital circuit, 
with a total of 505mA, which is why a 3.7V 2S 750mA lithium 
battery is required. 

B) Rover Sensors and Circuits 
The receiver board has the following RFX2401C and 

NRF2401L radio frequency circuits (Figure 13.a) in  slave 
mode; it uses the SPI protocol with the STM32F103 
ARMcortex M3 microcontroller, which will process the data 
received from BIOX-GLOVE and generate the commands for 
the movement and control of the Mars Rover. The 
microcontroller will use 2 Serial communication pins (Tx and 
Rx pins) that will connect with a single-chip CP2102 converter 
USB (Universal Serial Bus) to TTL (Transistor-Transistor 
Logic). Rover- receiver PCB size: Length 75.55mm, Width 
30.47mm. (Fig. 13.b and Fig. 16) 

 
 Fig. 12. Microcontroller STM32F103 (Receiver) - Circuit Diagram 

 
Fig. 13. a) NRF24L01 with connections. b) PCB 3D Design – Rover 
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3.3 Telecommunications and Telerobotics Technology  

The glove's communication with the rover will be 
unidirectional (master - glove, slave - rover). This research 
proposes to use:  A radio frequency module nRF24L01 Single 
Chip 2.4GHz Transmitter which operates the 2.4GHz ISM 
band, with a consumption 11.3mA TX at 0dBm output power 
and 12.3mA RX at 2Mbps data rate for work in a range of 500 
meters in an open field. Also, the RFX2401C a fully integrated 
front-end module, is used to incorporate all the RF functionality 
needed for IEEE 802.15.4/ZigBee, with an Auto packet 
transaction handling wireless sensor network. This component 
has the lowest power consumption in its category, with only 
10.5mA at an output power of -5 dBm and 18 mA in receive-
mode. 

In addition, the RFX2401C architecture integrates the PA 
(power amp) and LNA (low noise amp). It is coupled on the 
transmitter and receiver circuitry, additionally with efficiency 
+22 dBm output power, low noise with 2.5 dB, and small form 
factor package, 16-pin (3 x 3 x 0.55 mm). 

As shown in the workflow diagram (Fig.14), when the 
astronaut suffers accidents, he has two ways to activate the 
glove depending on his health condition: 

a) The first way is to perform the pre-established gestures. 
After the verification, the flex sensors and gyros will provide 
data according to the protocol of use to the controller to 
process and transmit it to the rover and command center. 

b) The second way is to press the emergency button, which 
will activate an exoskeleton that works with a system of bags 
that will inflate and immobilize the hand. The control of the 
rover will be only with the two gyro sensors. 

 
Fig. 14. Workflow Diagram of BIOX-GLOVE  

 
Fig.15. Exploded View of BIOX-GLOVE 
 

When the components of the glove (Fig.15): for Activation 
Protocol (gyro sensor 1, gyro sensor 2, flex sensor 1 and flex 
sensor 2), or for Emergency Protocol (gyro sensor 1 and gyro 
sensor 2), perform the preestablished gestures, the Mars Rover 
(Fig. 16) will receive the movement order. 

a) To start the movement, the user will have to flex the hand 
70° [52], leave D-II extended (Fig. 5.a) and close the rest of 
the hand; the servomotors of the Mars Rover will turn on. 

b) All the PIP and DIP joints of each digit must be flexed (Fig. 
5.b) when the hand is hyperextended 60 ° [52], then the Mars 
Rover (Fig. 17a) will move back. 

c) To turn left, ulnar deviation (adduction) must be performed 
at 30° [53] (Fig. 5.c.2); while to turn right, radial deviation 
(abduction) must be performed at 20° [53] (Fig. 5.c.2); while 
to turn right, radial deviation (abduction) must be performed 
at 20° [53] (Fig. 5.c.1) the Mars Rover will turn left or right. 

d) All DIP, PIP and MCP joints are fully flexed (Fig. 5.d) 
when the hand is close into a fist, the Mars Rover (Fig. 17b) 
activates the emergency brake. 

 
Fig.16. Isometric view of the Mars Rover. 

 
Fig. 17. Mars Rover a) Frontal View b) Back View 

a) b) Seats 

Chassis 
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IV. CONCLUSION AND FURTHER WORK 

4.1 Aerospace Application 

Mars has an irregular topography [67] which could generate 
risks for the operation in the moment of providing medical 
assistance in emergency situations (Fig.18). In fact, this action 
requires a series of strategic skills to mitigate existing risks, 
thus maintaining safety and improving the possibility of 
survival [68, 69]. These events constantly threaten the well-
being of the crew and the success of the mission [68]. 
Therefore, enough medical and technological resources must be 
available to maintain good health.  

 
Fig.18. Utopia Planitia on Mars. Date: September 5, 1976. Image Credit: NASA [70] 
 

Gloves are one of the pieces of the spacesuit designed with 
the goal of providing astronauts with the manual agility to 
operate tools and interact at the Martian surface. Likewise, they 
provide insulating protection and are flexible, which allows 
working for long periods avoiding hand fatigue [40], [71].  

The main application of BIOX-GLOVE is to activate an 
emergency plan on Mars. It is proposed to incorporate this 
biomechatronic innovation in future medical protocols [72] that 
activates an emergency system in accident cases, which will 
facilitate the immediate evacuation of the injured astronaut. In 
addition, this device, thanks to having strategically placed 
exoskeletons, is capable of providing stability in cases of bone 
fractures of the wrist and hand [9, 21].  

Currently, unmanned rovers cooperate closely in planetary 
exploration; the operation of these vehicles is by remote control 
or semi-automatic [73, 74]. However, it is proposed that they 
will have a wider application for future missions, even as 
ambulance vehicles to transport astronauts with severe injuries 
on the Martian surface. Likewise, these means of transportation 
would be crucial to resolving various medical events more 
quickly, with good results and greater chances of rescue [68].  

Finally, with this project, new adaptable interfaces could be 
created (T-EVA)[29] between the systems installed inside the 
astronaut suit and the base station, incurring in the development 
of developing new portable electronic technologies allowing 
assisted interaction and reducing the risk of injuries. Likewise, 
the glove is made by 3d printing technology for manufacturing 
in the command center or repair after an emergency. 

4.2 Earth Application 

A) Medical Background and Proposed Validation Test 
Exoskeletons allow medical assistance in physical 

rehabilitation areas for people with motor impairment[26] by 
providing help to perform tasks and activities of daily living. 
These robotic-mediated therapies are helpful for specific and 
repetitive treatment in order to maximize the recovery process, 
especially in patients [75] with a history of stroke, associated 
with functional hand pathologies [76]. The main objective of 
these systems is to restore basic motor function and improve 
people's quality of life [77, 78].  

Likewise, through artificial intelligence, gloves are 
implemented with sign language recognition systems based on 
flexible sensors, capable of obtaining data on the shape of the 
hand movement in an inertial measurement unit to recognize 
the gesture and transmit information through speech or text [26] 
[42] [79] making the most of non-verbal communication skills 
in patients with language aphasia. 

The aerospace industry has provided significant knowledge 
and technology to improve our patient management on Earth 
[80, 81, 82]. Therefore, it is proposed that BIOX-GLOVE also 
have terrestrial applications in a hospital environment, 
especially in emergency medical services, because it has 
sensors and can activate a medical emergency system from the 
place where the event occurred. This action could anticipate the 
medical team to coordinate the transfer in an appropriate and 
timely manner. In another area, this device, due to its 
biomechatronic innovation, can be useful to implement 
physical medicine and rehabilitation services aiding patients 
with hand disabilities. This device has the great potential to be 
part of the complementary treatment of degenerative cartilage 
diseases such as rheumatoid arthritis. 

It will be tested on Martian and Lunar analogs to validate 
this device's functionality since they have similar topographic 
conditions. La Joya Desert in Peru is considered a candidate for 
space exploration simulation due to its isolated location and 
geographic characteristics. [83-85] (Fig.19). 

 
Fig.19. La Joya Desert, Arequipa, Peru. Image Credit: Saúl Pérez [86]. 
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Abstract—One of the main concerns when it comes to 
contributions to the carbon footprint is the consumption of fuel 
by vehicles, more specifically that of mining vehicles. One 
solution to this problem is replacing the combustion engine 
vehicles with electric vehicles. This also poses the problem of low 
power density. This paper proposes a solution of using 
supercapacitors and hybrid capacitors with the aim of 
investigating how they can affect the performance of electric 
vehicles. For this purpose, a background of fuel consumption 
and alternative solutions to the problem are discussed, a 
prototype was designed and built. It was found that when 
supercapacitors and hybrid capacitors were used in 
combination with the battery the system had a notably longer 
endurance. 

Keywords—Electric vehicle (EV); hybrid energy storage; 
supercapacitor (SC); hybrid capacitor (HC) 

I. INTRODUCTION 

In recent years it has been noticed that the world is moving 
into an environmental era where more eco-friendly choices are 
favoured above the conventional choices that increase the 
overall carbon footprint [1]. South Africa along with many 
other developing and developed countries, has signed the 
Paris Agreement. With this in mind, the DMR (Department of 
Mineral Resources) of South Africa has increased the 
importance of each mine decreasing their carbon footprint, as 
the coal mines in South Africa contribute to 9% [2] of the 
countries greenhouse emissions alone. The large number of 
emissions due to the mines is mainly accounted for by the 
large number of vehicles and the size of these vehicles in 
operation there. Two additional concerns due to the vast 
amount of emissions were raised, namely, safety and cost 
concerns. The DMR raised the concern of safety for the 
workers, as the magnitude of fumes around these vehicles 
causes the ventilation to become insufficient, increasing 
effects of fume inhalations and temperature increases in the 
vicinity of these vehicles. The cost concerns were raised by 
the chamber of mines, which include concerns due to 
increased ventilation costs, increasing fuel price, increasing 
salary demands and costs to reduce the carbon footprint [3]. 

The mines are constantly expanding leading to an 
increased demand for fuel, which has a limited supply. The 
vehicles that are currently in use in the mining industry, 
mainly Load Haul Devices (LHDs) and Utility Vehicles 
(UVs) [2], [4] use either diesel or petrol to operate, which 
although initially cheaper and more readily available, pose 
several problems. Firstly, the fuel consumption is too high, 
and secondly the fuel consumption causes the vehicles to emit 
extremely poisonous fumes both above and below ground. 
The ventilation underground is not sufficient for the volume 
of fumes concentrated in the more confined working areas [5]. 
This not only poses a threat to the workers’ health but also 

causes the temperature in the vicinity of these vehicles to be 
much higher than optimal [6]. Therefore, if the mine health 
and safety act and the fuel costs are taken into consideration, 
it is beneficial to implement an alternative energy source that 
will reduce fuel consumption and therefore costs, as well as 
increasing the health status of the workers. 

Although the electric vehicles (EV) do not emit exhaust 
fumes, they do require electricity to operate, which in itself is 
also a massive greenhouse gas contributor, as coal is burnt to 
produce electricity in South Africa [7]. They can be more 
economically friendly in the long run once solar panels are 
more widely implemented for electricity production, but this 
is not in the scope of this research. The electrical vehicles also 
create a safer environment for the workers in the immediate 
vicinity. Another huge advantage of the electrical vehicles is 
that the unnecessary fuel expenses will be reduced [8]. 

As previously mentioned there are currently multiple 
solutions available and in place to solve the problem of a too 
large fuel consumption [9]. Hybridization is currently one of 
the more preferred solutions to any of these fuel consumption 
issues as it decreases the consumption significantly with the 
bonus of adding a couple other advantages to the existing 
system [10]. The idea of combining batteries with 
supercapacitors (SCs) is not a new one, it has been researched 
in depth in a previous research [11], however, it is yet to be 
implemented to see how it functions in an application.  

EVs have emerged as an alternative to combustion engines 
as they do not emit carbon dioxide, however the extended 
charge period of the battery packs and the short drive range 
thereof lead them to still be under-utilized. One option to 
improve on these downfalls would be to integrate the EV with 
a hydrogen fuel cell (FC) [12]. The FC has a high energy 
density but a low power density, allowing it to be able to 
supply average power for an extended period of time if that 
time does not include power requirement spikes [13]. Power 
spikes occur when the load requires peak power, which in turn 
drains the energy source, to overcome this issue a buffer 
battery is used to supplement the FC during the spikes, 
increasing the operational period of the FC. Just like EVs, FC-
EVs produce no pollutants during operation, however the 
production of hydrogen causes its availability to be quite low 
[14], [15]. The proton exchange membrane fuel cell (PEMFC) 
is preferred for vehicular use as it offers many advantages over 
the general FC, including the ability to tolerate air – it does not 
require pure oxygen.  

Hydrogen FCs have their advantages and disadvantages 
that determine their application. Some advantages include: a 
driving range and refuelling time comparable to that of 
conventional vehicles (320-480 km), no tailpipe pollution, 
hydrogen is a by-product of mining for platinum and therefor 
relatively freely available, refuelling is limited by the speed of 
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replacing the hydrogen gas, regenerative braking can be 
utilized to capture lost energy and charge the battery, it is 
highly efficient with a high energy density and low operating 
temperature and has a long life span [16]. Hydrogen FCs are 
however not without their disadvantages, namely, the size and 
weight of the system can pose a problem when replacing 
existing systems, the performance is degraded by carbon 
monoxide [16], the system is currently expensive and the 
storage of the hydrogen on the vehicle currently poses a 
challenge [17]. 

Hybrids use many variations of combinations of 
alternative power sources with the electric system [18]. Some 
alternative sources include combustion engines, solar, wind or 
ultra-capacitors. These sources are combined in many 
variations (that are sometimes user defined) in order to 
achieve optimal efficiency [19], [20] . Battery powered EVs 
use batteries to power an electric motor that puts the vehicle 
in motion. Batteries are recharged using grid electricity from 
wall socket or charging unit. These vehicles do not produce 
pollution themselves, but the production of the electricity 
required does cause pollution if renewable energy sources are 
not used [21]. The most common battery used in EVs is the 
lead acid battery as it is more robust, has comparably high 
recharge cycles, is generally safer than the other types and has 
good energy and power characteristics as compared to the 
other types [22].  

When using batteries the advantages associated with them 
include, increased efficiency compared to combustion 
engines, no emissions, the possible use of renewable energy, 
pollution caused by production of electricity is much less than 
that caused by combustion engines, the long term expenses 
decrease, regenerative braking and idle-off can be utilized to 
increase efficiency, the system can be recharged at home, has 
near instant torque and an extremely fast acceleration [21]. 
More so, the system is smaller than the others and has an 
overall decrease in fuel consumption [23]. Although batteries 
tend to be the more viable option for energy storage in EVs 
[24] they do however have their downfalls including, an 
extended charge period, a short driving range (110 – 160 km) 
[21], low power density and the fuel consumption is heavily 
reliant on the powertrain characteristics [23]. 

II. PROPOSED TOPOLOGY OF MINING EV. 

Pure EVs make use of grid power to charge the batteries 
that then store the power until the vehicle is required. The 
battery power is used to supply an electric motor, as well as 
all auxiliary control systems; the electric motor is then used to 
propel the vehicle. Although this system can sustain moderate 
power requirements, the battery essentially has a high energy 
density and low power density. The latter means that the 
energy of the vehicle will quickly be depleted if high power 
demands are persistently required. Therefore, another power 
source is required that will be able to supplement the system 
during the peak power periods allowing the batteries to have a 
longer operational period. There are many power sources that 
can be utilized for this purpose, but ultra–capacitors offer 
some advantages over the others – they recharge faster, they 
have much higher power densities and can be used in a variety 
of kinetic energy storage applications. 

For this paper, the focus is on investigating how ultra-
capacitors (supercapacitors – SCs, and hybrid capacitors – 
HCs) affect the efficacy of a battery powered EV. The system 
that was altered and tested consisted of an electric DC motor 

powering the vehicle and a windscreen wiper motor powering 
the steering system of the vehicle. All these components and 
the control system thereof were powered by the battery, in this 
case a 12 V, 7 Ah Lead acid battery. The layout of the 
proposed system is seen in Fig. 1. In altering the pre-existing 
system, a power switch was used to switch between the power 
sources when required, this was done using sensors that 
determined the current requirements of the motor at each stage 
of a test path. Fig. 1 shows the functional operation of the 
proposed solution.  

 The power source consisted of a microcontroller that 
received information from the DC motor, via a sensor, that 
was used to control the power switch. The information from 
the DC motor sensors consisted mainly of the power 
absorption of the motor. When the motor absorbed 
significantly more power, it was assumed that the vehicle was 
traversing an incline, or that the motor was starting up and 
therefore required more power. This need was conveyed to the 
power switch that then chose the capacitor bank as the main 
power source. When the DC motor power absorption 
stabilized, the power switch chose the battery as main power 
source. When the power absorption remained low or 
disappeared entirely the capacitor bank stored any energy that 
the battery would normally waste. When the vehicle was again 
in motion, the capacitor bank was favoured to allow the 
vehicle to have a smoother acceleration until the vehicle 
reached a stable power absorption in which it favoured the 
battery as main power source. For convenience of the user, a 
Bluetooth module received the sensor values (current drawn 
by the motor, state of charge of current power source, incline 
level) and stored them to be analysed when desired. Different 
combinations of the power sources were used in order to 
compare the results and the results were used to determine any 
changes in efficiency of the vehicle.  

 For the integration of the power source with the vehicle 
and the remainder of the circuit, a DC/DC buck-boost 
converter was designed, a buck for the battery (12.5 V< 
battery voltage < 13.8 V) and a buck-boost for the capacitor 
banks (4 V < capacitor bank voltage < 16 V). This ensured 
that the motor received a continuous 12 VDC supply. Only 
one power source was used to power the drive motor at a time, 
therefore only one DC/DC circuit was required. The same h-
bridge design that was used to control the servo motor and 
wiper motor was used for the buck-boost DC/DC converter 
for the energy storage hybridisation. 

 

Fig. 1. Functional operation of system. 
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III. RESULTS 

The final circuit built and used can be seen below in Fig. 
2, the design of the vehicle in Fig. 3(a), and the final vehicle 
implemented in Fig. 3(b). The SCs and HCs used can be seen 
in Fig. 4. A specific path was chosen with a specified length 
and varying levels of incline to compare the various 
combinations. First, the battery was connected as the sole 
power source, second was the SC bank, third was the HC bank 
and finally all three were used as a combination. Fig. 5 shows 
the incline of the path that was used to test the vehicle with the 
respective power sources and the amount of current drawn by 
the motor at each point. 

To compare the energy sources the distance and time it 
took each source to traverse along the path until they were 
depleted was recorded. The discharge period of the batteries 
was recorded for individual use and when combined with the 
capacitor bank. Fig. 7 shows the results obtained from these 
respective tests. From the figure when the battery was used in 
combination with the capacitor bank the voltage thereof 
dropped at a slower rate than when used on its own. This 
allowed the vehicle to become more efficient over the long 
term. The discharge period of the capacitors was recorded for 
individual use and when combined with each other and the 
battery, this is shown in Fig. 7. The combination of the 
capacitors causes the discharge rate to be slightly higher than 
the SCs but significantly lower than the HCs. This caused the 
system to, again, be more efficient than when the sources were 
used individually. 

In Fig. 8, there are two graphs, the current drawn by the 
EV and the state of charge of the EV (showing the state of 
charge of the power source in use), thus also showing when 
the sources were switched.  

 

Fig. 2. Final circuit design. 

 

The red blocks represent the sections where the capacitors 
were in use and the sections in between represent the use of 
the battery as primary source of power. The system was set to 
switch to the capacitor bank when the motor would draw 
current above 7.5 A. This was chosen after evaluating the 
results obtained from the individual use of power sources on 
an incline. After the measurements were taken the runtime of 
the vehicle with the individual power sources and the 
combination of the sources was documented. The battery 
lasted 2134 seconds, the SCs lasted 473 seconds, the HCs 
lasted 100 seconds and finally the combination of all three 
sources lasted 2849 seconds. 

(a) 

(b) 

Fig. 3. (a) Final vehicle design and (b) final constructed vehicle. 

(a) (b) 
Fig. 4. (a) Supercapacitor bank and (b) hybrid capacitor bank. 
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Fig. 5. Test path for vehicle. 

Fig. 6. Battery discharge with and without capacitor bank. 

Fig. 7. Supercapacitor, hybrid capacitor an capacitor combination 
discharge on test path. 

Fig. 8. Battery, supercapacitor and hybrid capacitor combination 
performance on test path. 

 

Summarily, it was seen that the parallel combination of the 
capacitors in conjunction with the battery did result in a more 
efficient system. However, the benefit of the use of HCs was 
silenced due to the switching system not switching between 
the capacitor banks. It is therefore suggested to implement the 
switching between the SCs, the HCs, and the battery. For this 
research, the motor on the vehicle was replaced with a more 
efficient version, but the motor used could be further 
improved if it were to have a larger torque ability which would 
allow for the traverse of a steeper incline as well as giving the 
system more power to allow for a more inclusive testing 
environment. As a Bluetooth module had already been 
implemented in the circuit to increase ease of use the next step 
would/could be to implement a Neural Network onto the 
vehicle. This would further optimize the system and reduce 
complications due to human error. 

IV. CONCLUSION 

The super- hybrid capacitor EV was initiated to research 
the combined use of SCs and HCs along with batteries to 
reduce the fuel consumption and increase the efficiency of 
mining vehicles. The mining vehicles currently in use 
consume extreme amounts of fuel and emit equally extreme 
amounts of hazardous fumes into the environment. This 
vehicle would allow the eradication of the need for fossil fuels 
on the mines and create a healthier environment for its 
workers. The proposed solution, a vehicle that combined the 
use of a battery with SCs and HCs, was evaluated. After these 
elements were examined the design of the solution was 
simulated, built, and tested. It was found that the vehicle 
required a battery as the capacitors could not supply a constant 
voltage over an extended period. However, the battery lasted 
much longer with the use of the capacitors, as they 
supplemented the power source when the current drawn 
exceeded a certain current. The capacitors were used in this 
way as they provided a large current (and therefore power) 
burst, when required. This knowledge allowed for the optimal 
use of the capacitors and the maximum amount of operational 
time. Further research and testing would focus on the 
switching method between the sources, the construction of the 
vehicle used and the use of an intelligent controller, which 
could extend the endurance further. 
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Abstract—Internet of Things (IoT) is a relatively new concept
in computer science that connects devices with constrained
resources to insecure internet through different technologies.
IoT’s fundamental components, including the wireless sensor
networks and the internet, have an unsecured foundation that
leads to DoS attacks, namely, sinkhole, blackhole, and grey
hole attacks. To maintain the integrity and security of the IoT
networks, many researchers implemented distributed ledgers in
IoT environments. In this paper, we designed a hybrid framework
between blockchain and IoT devices; the aim is to secure data
transmission in IoT networks using blockchain technology to
defend against DoS attacks. Our framework is called HFSDT-
IoT. The method proposed in this paper consists of two phases
to maintain security in the IoT. In the first phase, both a list
of attackers and a safe list based on the Ethereum Proof-of-
Stake (PoS) protocol is used, which complemented by utilizing the
proposed IDSs Intrusion Detection System to discover malicious
things. In the second phase, to decrease the obstacles in facili-
tating communication between blockchains, the inter-blockchain
communication model creates a network of multiple blockchains
with secp256k1 encryption used for heterogeneous blockchains.
The experimental results of simulated scenarios show the HFSDT-
IoT strategy can achieve better results when DoS attacks were
launched compared to other blockchain-based methods, namely
Bubble of Trust and Credibility Verification Method.

Index Terms—Blockchain, Security attacks, Proof-of-Stake,
Ethereum, Internet of Things (IoTs), HFSDT-IoT, Intrusion
Detection System IDS

I. INTRODUCTION

INTERNET OF THINGS (IoTs) is a network infrastructure
that connects multiple computers, machines, and software

services. IoT enhances human life and represents an essential
part of today’s urban lifestyle, packed with mobile devices
and technologies [1]. Since IoT systems are having resource-
constrained and ad-hoc in design, cyber-attackers may infiltrate
them [2].This emphasises the need for research and develop-
ment to design a safe and stable IoT system to tackle the
problems and prevent attacks. Several attacks, including DoS
attacks, are entering the machine illegally [3]. Since the attack
affects IoT, it is a laborious task to eliminate the threat and
get the device back online. Arraising the DDoS threats in the

IoT environment makes the traditional information security
measures, such as encryption or detection of intrusion, not
enough for the system protection [4]. To elaborate, encryption
and intrusion detection do not consider the sensor and actuator
measurements or its compatibility factor with the IoT’s phys-
ical process and control mechanism, and these process and
control mechanisms are substantial to the protection scheme.
Previously, IoT systems’ problem was the mere attempt to
eliminate a single type of attack and were only resistant
to protect themselves against such an attack. If the system
were subject to a combined attack, it would be practically
inoperable, and the act of the intrusion operation would fail
the IoT system quickly. Due to the vast network and sensing
data produced by IoT devices and systems, cryptographic
authentication is highly effective in continuous monitoring and
analysis for IoT systems’ security. The blockchain technology
was proposed by Nakamoto Satoshi in 2009 [5] [6].

To maintain integrity and provide a more robust security
propensity to the IoT environment, we designed a hybrid
framework using a blockchain-based approach. The designed
security framework uses ethereum smart contracts alongside
the Intrusion Detection System(IDS). The designed framework
contains two phrases, the first of which will establish a list of
safe systems and attacker systems, while the second phase
relies on blockchain network encryption. In the first phase,
we designed a discovery and detection system using the PoS
protocol of Ethereum alongside IDSs. The system divides the
areas into different regions, and each region has its IDS. The
IDS nodes are responsible for categorizing all the things or
nodes into specified lists of attack and safe and updating these
lists into a smart contract. The second phase of the system
aims to decrease the obstacles in facilitating blockchain con-
nections by employing an inter-blockchain connection model
for heterogeneous blockchains to create a network of multiple
blockchains with secp256k1 encryption. In this model, the
blockchain system can communicate with other blockchain
systems, and once the two systems are connected, the data
and the messages get shared.

For method evaluation, a list of attackers, along with a
safelist, is used to evaluate the process of discovering new978-1-6654-4067-7/21/$31.00 ©2021 IEEE
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attacks and internal protection systems that have been de-
ployed. The result has been compared with the other IoT-
blockchain based systems, namely Bubbles of Trust proposed
in “A decentralized blockchain-based authentication system
for iot” [7] Furthermore, the Credibility Verification system
proposed in “Blockchain based credibility verification method
for IoT entities” [8]. The simulation was carried out using
an NS2 environment with the same simulation scenarios. The
results showed that our proposed method could detect 93
percent of the attacked nodes while the bubble of trust method
can detect only 85 percent, and the credibility verification
method is 78 percent.

The paper presented here is organized as follows: Sec-
tion 2 introduces some relevant terms regarding application
scenarios, security attacks, and detection schemes, section 3
discusses the proposed HFSDT-IoT security strategy and how
it works under such circumstances. Section 4 focuses on per-
formance evaluation parameters, investigations, and simulation
of the results, while section 5 concludes the paper.

II. RELEVANT TERMS

This section provides an overview of this research work’s
fundamental parameters: application scenarios, security threats
targeting IoT, and detection schemes to protect IoT.

A. Security Attacks

As IoT systems rely on wireless networks for connectivity,
they are vulnerable to active and passive security threats and
functional decomposition. Figures 1 and 2 show a vulnerability
threat to IoT. The following vulnerabilities are of concern in
this paper:

Sinkhole Attack: One of the primary attacks threatening the
user agent server (UAS) is a type of attack known as the
Sinkhole (SH) attack. In this attack, a malicious node broad-
casts illusory information to the IoT about the routing path
to impose itself as a legitimate route towards specific nodes
for incoming connections and thus attract all incoming and
outgoing traffic data. The Sinkhole attack’s objective is to draw
all the traffic on the network towards the sinkhole node and
alter the data packets or silently drop them altogether. Sinkhole
attacks can increase the network overhead and consumption of
energy while decreasing the functionality and lifetime of the
network before ultimately annihilating the network system all
together [9].

Fig. 1. Simple gray hole attack.

Black Hole Attack: This type of attack acquires when a
Routing Request ( RREQ) packet is sent, and as a response, the

black hole node transmits a forged routing response (RREP)
with a claim that it is a short and unexpired path even when
the destination entry from the routing table is absent. When
the constructed RREP packet enters the source node, it is
possible to delete all valid RREP messages sent from other
mediums and destination nodes from this mishap intermediate
node. The black hole node effectively attracts the traffic to the
target destination by misleading a source node, and instead
of sending inbound RREP messages, all the data packets are
dropped in the black hole node to prevent detection. The
black hole node resets the hop count to a low value when
a propagation path is forged, and the number of destination
sequences to a high value maximises its probabilities to appear
at the source node. The black hole attack also appears from
the source node by forging fields-source sequence numbers in
RREQ packets and hop counts, resulting in the poisoning of
routing tables in intermediate and destination nodes [9].

Simple gray hole attack: In this kind of gray hole attack,
a malicious node foists itself as a medium node that belongs
on the shortest route to the final destination. Regardless of
the routing table, the gray hole node is always accessible to
reply route requests and it may receive data packets but will
drop the packets instead of forwarding them as directed by
the RREQ. In the flooding-based protocols, before sending
a reply by healthy nodes, the gray hole node sends a reply
to the requesting node. In this way, the selected route will
contain a malicious node which drops the packets or send
them to incorrect nodes. The process of a gray hole attack is
shown in Fig. 2. As seen in this figure, the data packets should
be transferred from a source ThS to a destination ThD. For
this purpose, a proper route from the source to the destination
should be detected. So, if ThM is malicious, it fakes itself as
a node present in the shortest path to the destination. Then,
it will respond to the request by sending a reply to the ThS

sooner than other nodes. This way, the ThS will send the data
packets to ThM and discard the replies received from other
nodes [9].

Fig. 2. Cooperative gray hole attack.

Cooperative gray hole attack: another way to implement
a gray hole attack is known as cooperative gray hole attack
in which multiple malicious nodes cooperate together in the
attack to violate the routing protocol and security system.
As depicted in Fig. 3, when malicious ThM1 and ThM2 act
together, ThM1 refers to ThM2 as its next hop. Following
the scenario of the source thingS sends a Further Request
packet FReq − packet to ThM2 through another route other
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than ThM1 (e.g.ThS − ThC − ThE − ThM2). The thingS
asks ThM2 if it is the next hop ofThM1 and if it has a
valid route to the destination ThD . Since the ThM2 is
cooperating with ThM1, following Reply FReq−packet will
be positive. Consequently, the source Ths assumes that the
route iThS−ThM1−ThM2s is secure, and starts sending the
data packets. Once intercepted, the packets will be dropped
by ThM1 . [9]

B. Detection schemes

Several studies developed and employed various security
metrics to detect security attacks and secure IoTs from mis-
behaviour attacks. This is not a recent problem and has been
previously studied extensively. Researchers currently propose
several techniques to deal with misbehaviour attacks. Below,
we focus on some recent studies and research on blockchain
and IoT networks to enhance security. In the proposed frame-
work in [5], blockchain stores all IoT devices communica-
tions as transactions, resulting in a more straightforward and
more robust chain of custody process. Blockchain ensures the
integrity of the data analyzed and strengthens the security
while preservation is more reliable through a decentralized
method. Furthermore, the forensic investigation participants
(e.g., the device users, the manufacturers, the investigators,
and service providers) can transparently confirm the investi-
gation process as the ledger is publicly distributed. Paper [7]
proposed a decentralized system named bubbles of trust using
Etherum blockchain for IoT networks. The approach creates
virtual secure zones to authorize the devices to be a part of
the network, and they communicate securely. The system’s
security parameters are designed in a secure way where data
integrity and availability considered for different scenarios.
Besides, the authentication scheme in the system and security
properties are resilient toward incoming attacks. Paper [10]
invented a framework for IoT networks using a blockchain
approach where the new framework improved the security
and self-defence capability against cyber attacks. Moreover,
the study provides an intensive discussion to enhance the
power grid’s security by using meters as nodes in a distributed
network. The authors also claim that their proposed method
can be considered a promising solution for data security in
modern power systems. In the research [11], due to the limited
security prosperities of IoT devices, the authors used the
blockchain Ethereum based algorithm to enhance security.
They implemented their idea using the whitelisting applica-
tion alongside with consensus protocol of Ethereum. In this
paper [12], the design of a novel architecture is proposed by
combining these technologies introducing new opportunities
for flexible and efficient DDoS mitigation solutions across
multiple domains. The main advantages are the deployment
of an already existing public and distributed infrastructure to
advertise white or blacklisted IP addresses and the usage of
such infrastructure as an additional security mechanism to
existing DDoS defence systems, without the need to build
specialized registries or other distribution mechanisms, which
enables the enforcement of rules across multiple domains.

In [13], the authors investigated the issues related to data
integrity in wireless networks and the challenges to design a
secure system. In their study, a new method has been proposed
using the filtering techniques in public wireless networks.
Before starting the transmission process, the safety devices
register the IP and MAC address in the router for security
and a safe network design. This way, it protects the system’s
information, and unsecured devices can not be a part of
the communication process. Software-Defined Network (SDN)
as a new centralized network controller has been recently
applied using Openflow protocol. In the study [14], the authors
investigated the SDN controller and the policy of filtering the
MAC and IP address to give stronger security proprieties to
the system. Besides, they proposed the use of a firewall for
the SDN networks for MAC filtering. Their study checked the
performance in terms of packet delay for MAC and IP filtering
technique. In the paper [15], the authors proposed a discovery
tool to detect spoofed Mac attacks. These kinds of attacks
appear in the system when the address resolution protocol
ARP pairs false IP/MAC address. Moreover, the proposed
discovery tool the authentication to the new pairs confirms
only when the proposed method checks all possible spoofing
causes. This way, the checking process guarantees security
before paring. In the research [16], the authors investigated the
security issues available in IoT networks. In order to enhance
the security parameters and give more robust prosperity to IoT
networks, SDN Software Defined Network) Edge Computing
has been used. Using this combination is to benefit from the
SDN filtering mechanism and enable the IoT networks for
better security and access control proprieties. To enhance the
security in blockchain nodes, the authors in [17] used SDN
to filter network traffic. For that, a firewall and ChainGuard
utility for blockchain applications has been used. This change
guarantees the packets from illegitimate sources cannot affect
the blockchain. ChainGuard provides access control function-
ality and can effectively mitigate flooding attacks from several
sources at once.

III. PROPOSED HYBRID FRAMEWORK

In the following section, we design a DoS-security threats-
immune schema by employing the blockchain approach. The
HFSDT-IoT consists of three sections, such as the overview of
the proposed framework is discussed in Sect, 3.1, architecture
of the proposed hybrid framework is discussed in Sect, 3.2,
and encrypted connection between different blockchains is
discussed in Sect, 3.3.

A. Overview of proposed HFSDT-IoT framework

The internet of things (IoT) has a big advantage in various
fields and industries which is that its growth and adaptation
speed is very high. Very soon billions of connectable devices
will spread through smart homes and cities, collect data, trans-
mit them to huge databases for analysis and processing, and
run the commands sent from smart applications and learning-
device-based systems. These technologies have been proven
for connections among generic computer devices for years and
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already answer the needs of small IoT ecosystems like smart
homes. However, with the growth of IoT, centralized networks
will soon become the system bottleneck and because of the
network traffic overload and latency and sudden interruptions
in sensitive transactions, they need hubs and communication
hardware suitable to these situations for more investment. A
solution is decentralized IoT networks for improving the speed
and connectivity. In many cases, replacing the internet con-
nection with local inter-device connections leads to increases
speed and efficiency. Fortunately, the lack of decentralization
has been solved in another popular technology: Bitcoin. The
famous encrypted currency which is designed using the less
known (but very exciting) blockchain technology. Blockchain
is a data structure which allows for the creation and main-
tenance of a ledger of transactions which is shared among
the distributed network nodes. Blockchain through encryption
allows the participants to skillfully manage the ledger without
having a central reference. When blockchain gets adapted
for IoT, it will use the same mechanism used in Bitcoin
transactions for creation of an unchangeable record of the
smart devices and the transactions between them. Doing so
enables independent smart devices to connect directly and
check the transaction credit without the need for a centralized
force. The devices are registered in the blockchain once they
enter IoT networks and can process the transactions after
that. The transactions are signed digitally using public key
encryption which uses two keys including the public key and
the private key. These two keys are mathematically related to
each other. Considering the utilized mathematical complexity,
it is almost impossible for these keys to be guessed and this
makes hacking the transactions almost impractical. The public
key is used to sign and encrypt a message for sending and
the specific receiver can decrypt the message using its private
key. In fact, it can be stated more simply that blockchain
is a distributed database which is identified as a distributed
ledger. In this technology, the network is able to preserve
the information integrity of the database content despite the
existence of several users which record and correct data
simultaneously and the possibility for the data to interfere with
each other. Considering the encrypted data structure that the
blockchain has, integrity is preserved without any central con-
troller. Although the popularity of blockchain is rising by the
day, the increase in the number of cyber-attacks might damage
this process. Since perpetrators seek to attack and perform
malicious operations in all networks, due to the exchange of
data between the things these perpetrators also exist in the
internet of things in the present world. One cyber-attack is
the DoS attack which causes huge computing resources to
be wasted by sending lots of fake requests. In these attacks
where one or two main computers get attacked, the service
becomes unavailable by sending fake requests and extensive
attacks. Performing the DoS attack on a blockchain-based
network is difficult as the attacker need to reach consensus
or agreement in more than half of the nodes. Therefore, using
blockchain to increase the security in the internet of things
is addressed. When blockchain adapts to IoT, it will use the

same mechanism used in Bitcoin or Ethereum transactions for
creating an immutable record of the smart devices and the
transactions between them. Doing so enable the smart devices
to connect directly and verify the validity of transactions
without the need for a centralized force. The devices are
registered in the blockchain once they enter IoT networks and
can process the transactions after that. The process of a DoS
attack is shown in Figure 3

Fig. 3. Cooperative gray hole attack.

In the following section, we study a method based on
blockchain for detecting and preventing DoS attacks in the
internet of things. In the proposed method, a list of attackers
along with a safe list for discovering attackers based on
the smart contracts in the PoS protocol of Ethereum which
is completed by utilizing IDSs. Also, in order to decrease
the obstacles in facilitating blockchain connections, an inter-
blockchain connection model is presented for heterogeneous
blockchains by creating a network of multiple blockchains
with secp256k1 encryption. In this model, the blockchain
system is able to communicate with other blockchain systems.
After two systems are connected, the data and the messages
get shared.

B. Phase 1: Architecture of the proposed hybrid framework

In the proposed method, the PoS protocol of Ethereum
is used. Ethereum is based on a smart contract where the
smart contracts are applications that run exactly as specified
by the creators and Ethereum allows the developers to create
various smart contract applications. The architecture of the
proposed system is presented in Figure 4. The web server
might undergo a DoS attack by the hosts in several domains.
These attacks are identified in the proposed method using
the Intrusion detection system IDS and the considered list
of attackers which are placed in the smart contract. The
users in the proposed system first need to create a safe
list which is of the smart-contract-based type. However,
once the attackers affect the web server, the under-attack
users receive the IP address of the attackers from the IDS
and save them in the list of attackers. In the Ethereum
blockchain, once every 14 seconds a new block is created.
Therefore, the common domain of the updated lists receives
the addresses which must be blocked and verify the attack
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authenticity by analyzing the traffic statistics and validity of
the target address. Each IDS node covers the region in the
network that it watches. Different number of IDSs affects
the region being covered and also the attack identification area.

There are three hypotheses regarding this matter:
• The IDS node is placed in an area where it can put the
BLOCK messages in the list of attackers in order to identify
the DoS attack.
• The authentication mechanism has set of rules applied by
IDS in order to detect or delete malicious things.
• Each intrusion detection system (IDS) must check its own
area.

As soon as other domains receive the list of attackers from
the IDS, retrieved it, and verified the attack, various reduction
strategies can be employed based on the existing policies and
mechanisms in the area. Also, it can block the malicious traffic
near its source.

Fig. 4. HFSDS-IoT system model

The architecture and system model of the proposed system
shown in figure 5. The system consists of the following three
components:
Users : they might update the IP addresses located in the safe
list or the list of attackers in the Ethereum blockchain.
IDSs: They propagate the IP addresses located in the list
of attackers, retrieve the lists containing the propagated IP
addresses, and execute the DoS reduction mechanisms. In the
proposed method, the things participating in the blockchain
network have IDS units for monitoring and evaluation that
perform one or both operations at the same time (which usually
perform both simultaneously). Furthermore, the raw warning
data generated by the IDSs is saved in a blockchain through
a series of transactions which are repeated among the things
participating in the network.
Smart contract: This is the regulatory body of the system
which is responsible for authorizing the devices and ensuring
that they do not operate beyond their gas limit.
Server/Miner: The IoT-Ethereum network includes multiple
volunteers acting as the servers/miners. These entities are
responsible for verifying the transactions and data exchange

through smart contracts using high computational and process-
ing capabilities.

1) Detection of the IP address of the malicious thing by
the IDS: Detection of a malicious thing is carried out based
on the requested transactions of a thing. The transactions in
Ethereum are includes the following important items:
Signature: signature that authenticates the sender and specifies
their intention for sending the message for the receiver through
the blockchain.
Value: specifies the value intended to be sent by the sender
to the receiver.An optional option for information; which can
contain a message that is sent by convention.
Gas limit; specifies the maximum number of computational
steps that the transaction execution is allowed to pass.
Gas price; specifies the fee that the sender expects to be paid
for each fuel unit.
The IDS in the proposed method checks each one of these
items and in case these items do not match in a transaction, it
introduces the transaction as malicious and adds it to the list of
attackers in the smart contract. The communication among the
things takes in two separate logical layers, namely the layer
for alert exchange and the layer for consensus. In the layer for
alert exchange, our proposed method carries out the process
to propagate the warning data, which includes the malicious
IP addresses. In specific, the IDS nodes are responsible for
exchanging and gathering the data for the alerts data according
to their role as units for monitoring or analysis. Moreover, the
operation to evaluate the data is carried out using IDSs via
running an agreement protocol and reaching a consensus on
the transactions that have to be present in the ledger. What
results in intensifying the extreme participants’ responsiveness
and guaranteeing the data integrity, is the connection existing
between the two layers, the result of the layer for consensus,
and the fundamental blockchain structural properties. The
engaged things run a consensus protocol to guarantee the
validity of the transactions before adding them to a block.
This process, which will be introduced in the next phase,
guarantees that only the alerts that are formed correctly and
soundly are included in the intended blockchain, the alert
data transactions are resistant to any manipulation, and each
participating entity has a global perspective of the alerts. List
of attackers: the general Ethereum blockchain is the executor
of smart contracts that use logic to report the IP addresses
of the attackers and the alert data obtained by the IDSs in
the blockchain. The considered architecture has been built
according to the following principles:

1) The DoS discovery and reduction countermeasures
which have been presented by the attackers or the users.

2) The attack information reception report which is dis-
covered by the IDSs. Also, the IDSs can encrypt the
special alert data in two layers and also the distributed
ledger and the keys will only be available to the par-
ticipating things. This way, the things or other devices
which are not a member of this collaborative group and
do not have the specific private key, cannot see the
alert information exchanged and processed among the
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verified participants. Therefore, the peers can cooperate
in multiple groups without revealing any confidential
alert information to external things while remaining in
the same network.

3) In order to prevent the attack, the blockchain DoS
reduction modules are run on the users and report their
IP addresses and listen to the blockchain.

4) The IDSs report the malicious addresses to the list of
attackers by proving the IP address ownership of the
users.

5) Different areas, different security policies, and also
different fundamental management systems are run. Im-
mediately after being notified of a DoS attack where a
customer verifies its validity, some countermeasures get
defined based on the security policies of the domain and
the existing actions.

6) Consensus is controlled by a pre-selected set of things.
In this case, the verifiers are known and the risk of sev-
eral malicious peers connecting to the system simultane-
ously (DoS) and eliminating the validity by the IDSs is
decreased. Furthermore, if a peer has malicious behavior,
i.e. starts sending fake alerts, it will be discovered by
the IDSs and added to the list of attackers. Then, the
blockchain rules will be altered and the fake transactions
will be undone which will be described in length in the
next phase.

7) The next important item is related to the alert data and
malicious IPs during the sharing process at each one
of the two communication layers (alert exchange and
blockchain consensus). For this purpose, our suggestion
is to use a compressed representation, using bloom filters
for example, for communications in the consensus layer
in order to decrease the overload and the size of the
blockchain. On the other hand, in the alert exchange
layer, where the data exchange can potentially occur im-
mediately after the request, raw data exchange presents
the highest validity level to the system.

8) In the proposed method, regarding the alert information
about the IP of the malicious things and confidential
information (exchanges in the consensus layer), it
is important to provide a mechanism that keeps the
privacy of the participating sides. One of the solutions
can be the encryption of alert data using symmetric-key
encryption and creating keys be only for participants
that have the right to read them. This allows each peer
to remain in the same network but be able to decrypt
and only check the alert data which they have access
to. However, this creates overload in the form of key
management and distribution. As mentioned before, in
the proposed method, the keys are only available to
participating things. This way, the peers which are not a
member of this collaborative grout and do not have the
specific key cannot see the alert information exchanged
and processed among the verified participants.

Therefore, in the proposed method, at first each domain, the
participating users or customers for example, need to create
a safe list containing the IP address or an address range
verified by a source. Then, the discussed safe list is registered
as a register-based contract such that the participation can
be easily tracked. Therefore, the corresponding safe list can
be identified. Then, the input traffic in the customer and
user area is analyzed by IDSs and malicious IPs are filtered
using this monitoring tool. In the proposed method, the com-
pleted blockchain smart contract, which can be deployed as
a complementary security features for any system in danger
of malicious DoS attacks, uses the IP addresses placed in
the list of attackers or the safe list. Since the connection
might be among multiple blockchains, in the next phase
of the proposed method, an inter-blockchain communication
model for heterogeneous blockchains through the creation of a
network of multiple blockchains is introduced to decrease the
obstacles of facilitating blockchain communications. In this
model, the blockchain system is able to establish connection
with other blockchain systems. After the two systems are
connected, the data and the messages get shared.

C. Phase 2: Encrypted connection between different
blockchains

When a blockchain transaction from a user is transmitted
to the blockchain system, the system concludes the received
transactions and stores the results in the ledger. The agents
transfer among the accounts existing in the system as well.
Managing the transactions that need asset transfer among
two different blockchains is not the same, however. First,
the trajectory for delivering the transactions to the target
blockchain system should be identified by the source system.
Second, there have to be similar answers from the two chains
participating in the transaction, following the completion of
the cross-chain transaction. The method to move cross-chain
assets presented here not only provides the account balance
on two chains for having reliable transfers (i.e. resulting in an
attack-free method) but also considers the account balance for
transfers within the blockchain. In our proposed method, the
information on the blockchain address is recorded in a standard
format. During the cross-chain transactions execution process,
once the decryption is concluded, to ensure the stability of
both considered systems, three steps are employed. Guar-
anteed transfer restricts unreliable participants from making
payments. In each blockchain, there exists a public guaranteed
address that functions and a reliable mediator for payment
within the chain. Based on the routing table available in the
router blockchain, the transactions are then transferred. We
define the transformation process between a local transaction
and a standard cross-chain transaction as two functions. These
functions consist of the package and the package removal func-
tions. The responsibility of the package functions is to wrap
up a local transaction into a standard cross-chain transaction
while the package removal function is responsible for parsing
a standard transaction to a local transaction. The assets can
be transferred from a chain to another chain through transfers
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using the connection between blockchain systems. In the inter-
blockchain connection model of the proposed method, the
transaction needs to be a series of atomic, consistent, durable,
and isolated operations. In order to ensure system durability,
after a transaction is completed, it is recorded in the ledger
and will be immune against system failures. For separation,
the writing and reading operations in a transaction need to
be serialized, meaning that the transactions are completely
separate from each other. In order to guarantee transaction
consistency, the cross-chain blockchain method with elliptic
curve cryptography is proposed. In our proposed method, three
steps are carried out which lead to an agreement between two
chain sets. This way, the receiver can make the final decision
on whether to perform the extra phase or disconnect. Specially,
the ledger is also used in order to eliminate the need for a third
party.

1) Performing inter-blockchain transactions based on the
secp256k1 encryption: After discovering the malicious thing
and removing it from the network which is done in the
first phase using the IDSs where each malicious and safe IP
becomes a part of the smart contract by being placed in the
list of attackers or the safe list, the transmission of the assets
is carried out using the elliptical curve cryptography (ECC),
which is known as secp256k1 in Ethereum and through a
crossover blockchain in order to send the assets safely and as a
correct transaction from a blockchain to another. The security
of the transactions based on secp256k1 is used in order to
ensure that the sent transaction is safe. The Elliptical Curve
Cryptography (ECC) is a public key encryption method which
is designed based on an algebraic structure of elliptical curves
on finite fields. The Elliptical Curve Cryptography (ECC)
is used to ensure complete immunity against security risks
like confidentiality, integrity, privacy, and authentication. An
elliptical curve E is described as presented in Eq. (1).

Y 2 =
(
X3 +AX +B

)
(1)

The highest degree in this equation is 3. In order to perform
higher levels of encryption and decryption, the standards
proposed by NIST must be met. If the root of both sides is
taken, the equation will become the as presented in Eq. (2).

Y = (±
√
X3 +AX +B) (2)

The elliptical curve cryptography algorithm used by
Ethereum is called secp256k1. The secp256k1 equation is as
presented in Eq. (3).

Y 2 =
(
X3 + 7

)
(3)

This cryptography needs a smaller key compared to
other cryptography methods based on Galois fields.When a
blockchain wants to transfer some transactions to the next
blockchain, we use the secp256k1 algorithm in order to protect
the information. Using this algorithm, the transactions get
encrypted before the actual routing process. After encryption,
the main data are protected against malicious and unauthorized
nodes. The SHA-1 method is a hashing method which is

used to verify the validity of the data. The SHA-1 algorithm
is considered a safe algorithm for the hashing operation.
In fact, Hash is a unique string where based on an input
string data, an output hash is created which is unique. The
transactions created in a blockchain are encrypted using the
secp256k1 cryptography algorithm. The hash value used to
encrypt the generated transactions is created by the SHA-1
hashing algorithm. This way, the network sends the encrypted
transactions and the corresponding hash value through the
next chosen blockchain and each blockchain has its own safe
list and list of attackers in its Ethereum smart contract. The
receiving block in the next blockchain calculated the hash
value for the received encrypted packet. If the new hash value
is equal to the received hash, the data were protected which
demonstrates that the previous block was not an attacker. If
the hash value is conflicting, the thing sends the IP of the
sender block to its nearest IDS. Then, the IP address of the
malicious node is added to the list of attackers found in the
smart contract and the malicious node gets separated from the
network. In case there are no malicious nodes, the packets get
sent all the way to the destination this way and no damage
occurs to the transmitted data because they are encrypted.
The exchange process in the cross-blockchain in the proposed
method is described briefly in Figure 5:

Fig. 5. Flowchart of the HFSDT-IoT

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 414



Parameter Value

Coverage area (m x m) First scenario: 3000 x 3000
Second scenario: 4000 x 4000

Simulation tool NS-2
MAC IEEE 802.11
Transport UDP/IPv6
Range of communication 220 m
Bandwidth 2 Mbps
Traffic type, rate CBR, 25 packets/sec
Model of mobility Random way point
RX and TX ratio 95%
Number of nodes, and Packet size 500, 256 Kbps
Number of connections, and Pause time 50, 100 sec
Maximum mobility (varying) 5 m/sec - 25 m/sec
Percentage of malicious nodes 0% - 30%
Simulation time (varying) 500-2000

TABLE I
SETTING OF SIMULATION PARAMETERS.

IV. EVALUATING THE PERFORMANCE

In the following section, the performance of the HFSDT-IoT
is evaluated to prevent DDoS attacks.

A. Performance metrics

The feasibility and efficiency of our proposed HFSDT-IoT
solution were carefully tested in this section using extensive
simulations. The results are compared with Bubble of Trust
and Credibility Verification Method, approaches proposed in
[7], and [8] respectively. The detection ratio, and packet
delivery rate are evaluated.
Detection rate:Detection ratio is the division of the number
of IoT things that have been misbehaved into the cumulative
number of real things. This means that it is likely that all the
security threats will be identified effectively. The formula is
then shown in the below detection rate of Eq 4.

DR =

(
TPR

TPR+ FNR

)
∗ 100 (4)

PDR is the percentage division of total data packets collected
at the destination Thing to total data packets sent by the source
Thing. Eq. 5 shows the average PDR collected for tests.

PDR =
1

n
∗
∑n

i=1 Xi∑n
i=1 Yi

∗100% (5)

B. Simulation setup and comparing algorithms

The key benefit of simulation is that it simplifies research
and protocol verification, particularly in large-scale systems.
Our proposed solution’s efficiency is evaluated using NS-2
as the simulation method in this section, and the findings
are discussed further. It is worth noting that both HFSDT-
IoT, Bubble of Trust, and Credibility Verification Method
parameters and settings are treated the same.

C. Simulation results and Analysis

This section analyses the security performance of HFSDT-
IoT under the two DoS attacks scenarios outlined in Table 1.
The simulations carried out using 500 IoT things consistently
expanded in the network area initially.

The detection verification rate has been examined for
HFSDT-IoT compared to two other methods, namely, Bub-
ble of Trust and Credability Verification Method. Figure 6.
represents the summarized results for the number of things
examined. The represented scenarios in Figure 6 (A, B and C)
are the number of malicious things set as 10%, 20% and 30%,
respectively. The detection performance for both compared
methods is reduced, mainly when the number of attacks is
high, as seen in the diagrams. This decrease is even greater
in creditability verification comparing to the Bubble of Trust
method. The detection performance in our proposed algorithm
is much higher than the other algorithms, and the detection rate
can reach up to 93.5 %.

The obtained results show that when the number of normal
things and the rate of malicious things are equal to 500 and
20, respectively. When there are 30 malicious nodes in the
IoT network using HFSDT-IoT, the detection rate decreases to
87.13%. Employing the same scenario for the Bubble of Trust
and Credability Verification Method decreases the detection
rate to 75% and 70%, respectively.

Figure 7 demonstrates the node’s ratio of detection against
DoS attack with differing misbehaving ratio. As can be seen,
there is an inverse proportional relationship between the node’s
detection rate and the misbehaving ratio. With a misbehaving
ratio of less than 0.1, the detection rate exceeds 94, while in
the misbehaving ratios of greater than 0.1, the node’s detection
rate surpasses 93 compared to the other two methods.

The comparison results of the HFSDT-IoT proposed
scheme, with the Bubble of Trust, and Credability Verification
Method in terms of packet dilevery rate PDR at different
percent of DoS attacks is provided in Figure 8.

V. CONCLUSION

With an expansion in IoT and frank implementation of these
networks, a need for securing the communications among IoT
nodes recognised as essential. A stable, intelligent agent-based
strategy must be developed to meet the challenges, which
achieves both immense safe mode and the efficiency of the
desired networks. In this paper, a hybrid method consisting of
two phases was proposed for maintaining security in the IoTs
systems using blockchain technology. In the first phase, the
Ethereum PoS protocol was used to discover DoS attacks. In
this phase, the smart contracts found in the Ethereum protocol
improved using safelists and the list of attackers that the
IDSs discover. In the second phase, secp256k1 encryption with
cross-blockchain transmission has been used to execute inter-
blockchain transactions safely.

The performance HFSDT-IoT investigated using NS-2. The
obtained results in the simulation demonstrated that the
HFSDT-IoT was very robust against DoS attacks, and It
presented that it has a high level of security. The detection
rate is more than 93.50 %, and the packet delivery rate is
more than 95.76 % compared to current approaches.
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Figure 6 A: 10 %  malicious

Figure 6 B: 20 %  malicious

Figure 6 C: 30 %  malicious

Fig. 6. Comparison of the HFSDT-IoT proposed scheme, Bubble of Trust,
and Verification Method approaches in term of DR.

Fig. 7. Comparison of the HFSDT-IoT proposed scheme, Bubble of Trust,
and Credability Verification Method approaches in term of detection rate DR.
Number of Things vs Misbehaving ratio

Fig. 8. Comparison of the HFSDT-IoT proposed scheme, in terms of PDR
at different percent of DoS attacks
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Abstract—Twitter, with its ever-growing influence, has 

continued to serve as a means of spreading information and often 

providing early warnings to the situations that the world is 

encountering. The COVID-19 pandemic is no exception. With this 

disease resulting in hundreds of thousands of deaths, it is valuable 

that an analysis is conducted regarding the source of information 

posted on social media sites such as Twitter. In this study, we 

specifically analyze the source-URLs being posted by influential 

Twitter accounts. Our main goal in this study is to understand the 

kind of online materials, i.e., external weblinks that Twitter users 

prefer to promote/share about COVID-19.  

Keywords—Data analytics, Coronavirus, COVID-19, Pandemic, 

Social media, Twitter informatics 

I. INTRODUCTION 

With the rise of COVID-19 many people across the globe 
are looking to the Internet for information related to aspects such 
as symptoms, remedies, and precautions. As in many of the 
global disasters of the past, this pandemic came with early 
warnings. News of the virus was believed to have started late 
December 2019 and by late January 2020 it had already reached 
the United States and had become recognized as an emergency 
by the World Health Organization (WHO) [1][2]. It still had not 
become a pandemic until March 11, 2020 thus giving the world 
about 90 days of preparation. While governments across the 
globe were preparing their own approach to deal with the 
pandemic, their citizens were dependent on the global coverage 
of COVID-19 and the experiences from the pandemic’s past 
victims to find more information.  

One such approach used by the general public to discover 
COVID-19 information was through visiting the social media 
site Twitter. Despite its 280-character limit, Twitter has been 
used to spread information of all kinds ranging from what 
someone has eaten today to the personal opinions of those who 
have a large Twitter following. In addition, Twitter also allows 
users to provide external links (URLs - Universal Resource 
Locators) which connect to websites outside of Twitter. These 
links can be used to direct a Twitter user’s followers to a website 
more relevant or useful to the topic at hand. In the case of the 
pandemic, these links were used to provide information about 
COVID-19 directly from government websites, webpages of 
medical organizations (e.g., Johns Hopkins), and informational 
websites maintained by other organizations/individuals across 
the globe. A pertinent question that needs to be asked however 
is: how much of that data is safe to use (i.e., whether the data is 

trustworthy or not). After all, when used incorrectly, the wrong 
information could result in disastrous and in the worst case fatal 
situations for many people across the globe [3]. 

To that end, the intention of this article is to investigate what 
kind of information has been spread through social media 
regarding COVID-19. Twitter is a popular resource for such a 
data informatics task due to its easy-to-use application 
programming interface (API) which allows for researchers to 
easily collect data from Twitter without endangering the users 
who frequent Twitter. Such data can then be grouped and 
analyzed depending on the researcher’s intentions. While simply 
viewing tweets might not seem significant on its own, it is the 
sheer quantity and influence of tweets collected that results in 
analyzations being vast and diverse. Via this data we can now 
observe the websites (URLs) that were promoted by Twitter 
users during the first days of the pandemic announcement. This 
allows for further analysis of whether these websites contain 
misinformation and if that misinformation can potentially harm 
others. Unfortunately, being able to determine if a tweet is 
indeed factual requires significant analysis and will not be the 
focus of this paper. Instead, this article is created to ask and 
answer two significant questions.  

1. RQ1: What kind of website links (i.e., URLs), related to 
COVID-19, were shared most frequently by verified 
Twitter users during the start of the pandemic? 

2. RQ2: What type of Twitter messages/posts related to 
COVID-19 garnered the most social media attention 
during the initial days of the pandemic? 

These two questions represent two distinct viewpoints on 
Twitter. These include: (1) the viewpoint of the “99%” which 
carry very little influence individually, but through sheer 
numbers can bring certain information into focus, and (2) the 
viewpoint of the “1%” which already have a large influence but 
contain less posts overall due to the small number of these 
individuals that exist. Both these viewpoints are significant.  

 We believe this study is valuable since using Twitter to 
predict flu trends and tracking public reactions has been done in 
the past with other sicknesses like the swine flu [4]. However, 
this study is unique given COVID-19’s largely divided opinions 
regarding its threat potential. Therefore, it is beneficial to find 
people’s information sources. 

The rest of this paper is organized as follows. Section II 
provides a discussion on related work, followed by Section III 

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 418



 

 

that provides our research methodology and Section IV that 
provides data analysis and results. Section V provides a 
discussion on the implications of our results, followed by a brief 
conclusion in Section VI.   

II. RELATED WORK 

This is not the first time that Twitter has been used in such a 
prolific manner. Prior to COVID-19 there was the swine flu 
which also circulated through various social media websites [4]. 
During this time an important method that researchers deployed 
was to use Twitter as a live-tracking tool by having programs 
detect when certain keywords were frequently used and what 
terminology was used. In the study by Chew et al. [5], we see 
that as time progressed Twitter authors gradually began to use 
WHO terminology regarding H1N1 which implies that as 
awareness created by the WHO increased, so did the correct 
usage of terminology related to the disease. 

Such facts were taken from earlier years, but are relevant 
with respect to COVID-19 data today, e.g., with misinformation. 
During the pandemic, countless tweets were created with 
positive intentions however not all of that data was correct. As 
per Kouzy et al. [7] in a study of about 650 tweets, 1 in 4 tweets 
contain some form of misinformation. This could include data 
such as whether the pandemic has spread to a given local area, 
but it can also include data such as wearing the wrong type of 
mask. Both types of information can cause direct and indirect 
harm as that knowledge can now be spread by the readers. 

Additionally, Twitter can also be used to bring attention to 
conspiracies spread by users. During COVID-19 pandemic, a 
popular conspiracy was how 5G towers were contributing to the 
pandemic. According to research we can see that these users 
who tweeted about the subject consisted of isolated groups 
lacking authoritative figures (e.g. government organizations) to 
prevent misinformation [3]. This shows that there are several 
other methods of analysis used to see how information is spread 
among Twitter users and the general public. 

While the location detection feature from Twitter is only 
viable when posting from a mobile phone, Twitter also records 

other important data. The data attributes most valuable to this 
study for filtering purposes are the tweet dates and the hashtags 
pertaining to removing unrelated or old tweets that might have 
created noise in our dataset. In addition, the author of each tweet, 
the number of followers of the author, whether the author is 
verified by Twitter, and the link to the tweet itself is provided 
through Twitter’s API. This enriches the dataset which allows 
for researches to find useful information. 

III. METHODOLOGY 

This section provides the details about the data source from 
which we obtained tweets related to COVID-19, the data 
analysis tools/instrumentation used in this study, and the data 
filtration and cleaning process used during this study. 

A. Data Source 

We first started by accessing the tweets stored as a dataset in 
the George Washington University (GWU) Libraries Dataverse 
[8]. When we accessed this dataset, it contained 239,861,658 
(~240 million) tweet-ids related to COVID-19. Please note that 
the dataset has been updated since then and more tweet-ids have 
been added. The authors of this dataset have collected the tweet-
ids using Twitter Stream API’s POST filter/statuses method. 
Furthermore, the dataset authors have used the track parameter 
with the following three keywords: #COVID19, #Coronavirus, 
and #Coronaoutbreak. 

Please also note that the dataset from GWU Dataverse 
contains only tweet-ids, which are unique ids that Twitter 
assigns to every tweet. We first downloaded the tweet-ids from 
above-mentioned dataset [8], and next used a process called 
rehydration [10]. Rehydrating tweet-id dataset involves sending 
the tweet-ids up to Twitter’s live site to retrieve the full tweets.     

B. Data Analysis Instruments 

We used the following tools for rehydrating, viewing, and 
analyzing the data: 

DocNow Hydrator: Hydrator is a Python-based, open-
source desktop application that provides a user-interface to 
rehydrate tweet-id datasets [10]. Hydrator accepts tweet-ids and 

 

 
 

Fig. 1. Data Filtering and Cleaning Process 
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returns the corresponding data in the form of JSON files, which 
can be converted to CSV format (the conversion to CSV format 
is an added feature that Hydrator provides to its users).  

Tad CSV Viewer: Tad is a powerful data engineering tool 
that can be used to open large CSV files [9]. We selected Tad 
because it is an open-source tool (MIT Licensed). Tad provides 
a robust filtering and sorting system when dealing with large 
amounts of data. After applying the necessary filters on the 
dataset using Tad, we then transferred the filtered data from Tad 
to MS Excel for further analyses. 

Authors note that, apart from above-mentioned tools we 
used, there are several big data analysis techniques and machine 
learning tools [17-21] that have been used successfully for 
analyzing large amounts of data.    

C. Data Filtering and Cleaning 

In this sub-section, we describe our data cleaning and 
filtration procedure, an overview of which is provided in Fig. 1. 
As previously mentioned, our initial dataset contained 
239,861,658 (~240 million) tweets related to COVID-19. Of the 
240 million tweets, we narrowed the search down to the tweets 
posted on March 11th and 12th (of the year 2020), which were the 
first two days when the World Health Organization (WHO) 
declared COVID-19 as a pandemic. This, in addition to 
narrowing the tweet count to 4,914,432, also allowed us to focus 
on the particular days when the pandemic was at its objectively 
most critical point. 

Furthermore, we were only interested in those tweets that 
contained links (i.e., URLs), since those links can support any 
claims the tweet author might have mentioned in their tweet. For 
example, if the author believes their followers should wash their 
hands, they will most likely link a website that supports their 
beliefs which improves the credibility of the tweet author. 
Additionally, we also limited the analysis in this study to tweets 
that were in English language. The easiest way to achieve this 
was to filter by the language in which Twitter classified their 
tweets and select only the English language tweets. Next, we 

narrowed the tweets again by considering the verified Twitter 
users only. This ensured that the users considered in this study 
are at least somewhat credible (as deemed by Twitter), which 
lowers the chance of the researchers clicking on malicious links 
or having our research data be skewed by users spamming 
tweets. These three restrictions narrowed our tweet count from 
5 million to 31,048. The next issue we faced when analyzing this 
data was that a large percentage of users would post links that 
were still within the Twitter domain (i.e., the source-URL was 
www.twitter.com and not an external URL). In the current study, 
we specifically focused on external URLs posted by the verified 
Twitter users. Please note that, while posts containing links 
within the Twitter domain were not harmful in any noticeable 
way, they were not useful for our data analysis and thus these 
links were removed. This exercise brought the tweet count 
further down to 19,523.  

IV. DATA ANALYSIS AND RESULTS 

This section is organized around the two research questions 
(RQs) that we described in Section I. 

RQ1: What kind of website links (i.e., URLs), related to 
COVID-19, were shared most frequently by verified twitter 
users during the start of the pandemic? 

 The objective for this research question (RQ) was to 
determine the primary source from where users were getting 
their COVID-19 related information (and sharing it with their 
social media audience). In order to answer this RQ, we started 
by evaluating domain-names of URLs found in the 19523 tweets 
that we identified during our data filtration and cleaning process 
(see Fig. 1). As an example, a URL posted in a tweet might be: 
“https://www.cdc.gov/coronavirus/2019-ncov/index.html”. The 
URL provides the link to a unique/specific page and such a URL 
is called an absolute-URL. However, for our initial analysis, we 
were just interested in the domain-name (i.e., source) of this 
URL, which in this case is “www.cdc.gov”.  

In order to extract only the domain-names from the 19523 
URLs, we used an Excel formula on our tweet dataset. After 

 
 

Fig. 2. Domain-name (or Source-URL) Distribution by Category 
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extracting the domain names, the next step was to classify the 
domain-names into intuitive categories so as to help enable us in 
answering RQ1. The researchers agreed upon 16 categories that 
best described the various domain-names. The distribution of 
source-URLs (or domain-names) appear in Fig. 2.  

As observed in Fig. 2, many of the 16 categories are self-
explanatory, e.g., social media links directing to Facebook or 
Instagram. We describe some of the categories here for reader’s 
reference. The first category of note is Informational: this covers 
any website that is not directly related to COVID-19 but would 
like to spread awareness of their business status or general safety 
tips to the public as relevant to the pandemic. This also includes 
statistical websites that allow for viewing of the total case count 
of COVID-19. The next is Alternative Media which covers any 
form of audio or video media. Another category is ‘Other’ which 
is worth mentioning as this fits everything else that cannot be 
categorized properly, e.g., forms and surveys. 

Fig. 2 provides several interesting observations on RQ1: 

• Out of the 19523 URLs, most (about 70%) belonged to 
the category News outlets, i.e., websites such as CNN, 
ABC News, BBC, etc. 

• A very small number (only 60, i.e. around 0.31%) was 
associated with the Medical Journal category. This was 
interesting as we anticipated that a significantly larger 
number would be associated with this category. It was 
concerning as it showed that users were not relying on 
scientific journals for their information about COVID-19.  

• Another category titled, Medical Organizations, where 
researchers expected to do well, also had a very small 
number of posts (only 3.54% of the total posts). The 
Medical Organizations category is related to healthcare 
facilities such as Johns Hopkins, Mayo Clinic, etc.      

The aforementioned analysis (depicted in Fig. 2) specifically 
looked at the source-URLs (i.e., domain-names) of the links 
posted in the 19523 tweets we analyzed. We performed another 
analysis, wherein we focused on the absolute-URLs. This 
secondary analysis was conducted on the complete URLs posted 
on Twitter. Absolute-URLs are quite literally the addresses of 
the Internet. Just as providing our address can be useful to find 
our home, clicking on an absolute-URL is useful to find the very 
page that is linked or referenced.  

Table I provides a list of those absolute-URLs that were 
found to be most frequently shared. We have only provided the 
top 10 most popular absolute-URLs (related to COVID-19) 
posted by users. After ranking the absolute-URLs (as shown in 
Table I), we proceeded to check whether these links provided 
accurate and/or valuable information about COVID-19. Please 
note that Table I was created based on individual tweets 
containing specified URL and does not account for the number 
of people who viewed a specific tweet. This could, for example, 
imply that while 192 people tweeted a URL to medium.com 
(which is ranked #1 in Table I), it is possible that thousands of 
users just viewed the cdc.gov website (which is ranked #8) while 
the table does not account for that.   

RQ2: What type of Twitter messages/posts related to 
COVID-19 garnered the most social media attention during 
the initial days of the pandemic? 

 The data analysis for RQ2 provided insights related to the 
question: “what type of messaging (i.e., information) about 
COVID-19 was trending during the initial days of the pandemic 
and what type of users were behind this messaging?” 

Please note that when performing the data analysis for RQ2, 
we did not focus on the tweet containing URLs. Instead, the 
focus of this analysis was more on the users and the content they 
posted. A major challenge here was to make sure that we 
separate a user’s popularity during the pandemic and outside of 
the pandemic. In order to ensure this, we could not rely on users’ 
followers, favorites, and friend counts as those could be 
attributed to having been earned prior to COVID-19 and thus 
would skew the data. It was decided that one way of preventing 
the skew of the data was to simply view the retweet counts and 
see what was being retweeted most frequently (as shown in 
Table II). The reason for this strategy was that it accounts for 
both the majority of users with very little influence and the 
minority of users with a lot of influence as the majority can still 
increase the retweet count through their sheer quantity and the 
minority can use their influence to draw users to the tweet thus 
increasing the retweet count further. 

In order to understand the type of messages related to 
COVID-19 that were retweeted most frequently, we observed 
the top 7 most retweeted messages. Table II summarizes this 
data on COVID-19. From this table, we observe that the top 7 
most frequently retweeted posts amounted to 85581 retweets. 
We find this to be a sizable count for our data analysis. Likewise, 
Table II provides several interesting observations on RQ2: 

• The World Health Organization (WHO) appears twice in 
the list, which signifies that, in general, people trusted 
WHO to provide valuable or useful information about the 
COVID-19 pandemic. 

Table I. TOP 10 ABSOLUTE-URLS POSTED BY VERIFIED TWITTER USERS 

Rank URL Count 

1 https://medium.com/@who/seven-simple-steps-to-
protect-yourself-and-others-from-covid-19-
83898c2eb972 

192 

2 http://nhs.uk/coronavirus 68 

3 https://www.pscp.tv/w/cTe04TI2MTAyMHwxZGp 
4WFFrcUFwVktapJGVdYKprVKmQX0qL9KIdsnj 
ZyP0uDDSTx5lwsBm8uQ= 

57 

4 http://dawn.com/live-blog/ 45 

5 https://www.mirror.co.uk/news/uk-
news/coronavirus-outbreak-live-updates-advice-
21657837 

43 

6 https://medium.com/@tomaspueyo/coronavirus-act-
today-or-people-will-die-f4d3d9cd99ca 

41 

7 https://pm.gc.ca/en/news/news-
releases/2020/03/11/prime-minister-outlines-
canadas-covid-19-response 

33 

8 https://www.cdc.gov/coronavirus/2019-
ncov/index.html 

29 

9 http://bit.ly/COVID19Mythbus 27 

10 https://www.thequint.com/news/breaking-
news/coronavirus-covid-19-latest-news-live-updates-
2 

25 
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• The tweets posted by medical practitioners: Dr. Trish 
Greenhalgh and Dr. Dena Grayson, as well as the well-
known epidemiologist Dr. Anthony Fauci, appear in this 
list. This could be because people look towards qualified 
individuals for getting their COVID-19 information.  

V.    DISCUSSION AND IMPLICATIONS 

This section provides a discussion on the implications of the 
data analysis shown in the previous section.  

Considering RQ1, we can use data from Fig. 2 and Table I 
to view the kind of URLs (related to COVID-19) that users 
frequently shared on Twitter. As can be seen in Fig. 2, out of 
19,523 tweets containing URLs, 70% of the tweets pointed to 
News websites, 4% pointed to Blogs, and 4% pointed to social 
media websites excluding Twitter. This might create the notion 
that most people are individually tweeting News websites over 
websites like blogs, government websites, and other social 
media websites. However, Table I highlighted that the top most 
frequently shared absolute-URL was a website by the name of 
medium.com which is a blog (an absolute-URL from 
medium.com was shared 192 times, as shown in Table I).  

Furthermore, in Table I, the second most frequently shared 
absolute-URL was from a government website (nhs.uk), 
whereas the Government category (see Fig. 2) represented only 
about 6.8% of the total websites posted. Although Fig. 2 showed 
that URLs belonging to the Government category or the Social 
Media category were not popular, data in Table I highlighted 
that these categories still did get enough attention from the 
public. When we visited the top three absolute-URLs shown in 
Table I, we found that the information presented in these URLs 
was backed by or linked to the Centers for Disease Control and 
Prevention (CDC) or the World Health Organization (WHO) 
implying that they had a large influence when America 
announced COVID-19 as a pandemic. It is also noticeable that a 
majority of the frequently shared absolute-URLs in Table I are 
from News websites, which was clearly predicted by Fig. 2. 

With regards to RQ2, we refer to Table II, which contains 
the most frequently retweeted (i.e., re-shared) messages/posts 
during the time of the pandemic announcement in America. It is 
clear from the list shown in Table II that the most retweeted 
messages included either statistical information about COVID-
19, region specific news, or safety tips. Data in Table II also 
showed that, in some cases, the most frequently retweeted 
messages also contained political commentary or information 
related to political events (which we have hidden for the 
purposes of this study). It also included posts from doctors.  

VI. CONCLUSION 

This study presented a systematic analysis of a sample of 
Twitter data related to COVID-19 during the start of the 
pandemic. Our analysis showed that Twitter users had a clear 
preference promoting online materials (i.e., URLs) surrounding 
COVID-19. Users promoted COVID-19 articles published in 
quality News websites such as CNN and BBC. They also 
preferred to promote materials from well-known healthcare 
agencies such as WHO, CDC, and NHS. It is worth highlighting 
that users generally were not inclined to promote/share COVID-
19 materials directly from Medical Journals such as The Lancet 

or British Medical Journal (BMJ). Interestingly, only about 
0.31% of the URLs shared by Twitter users were scientific 
journals (belonging to the Medical Journal category). 

Since public opinion on social media is significant as found 
in many works, e.g.  [11] – [15], and since COVID-19 receives 
much attention in computational research, e.g. [2], [3], [16], 
[22], [23] our study in this paper contributes to such paradigms. 
Overall, this study has revealed some interesting insights into 
the social media psyche of the public about the COVID-19 
pandemic. We intend to extend this study by considering a larger 
sample of Twitter data and addressing other research questions, 
e.g. on epidemiology and vaccinations, in our future work.        
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Abstract—Currently, risk assessment is more of an art than a
science. In this paper, we demonstrate how a previously proposed
theoretical risk assessment framework that focuses on making
risk assessment more scientific can be implemented and applied
to cloud networks. Our work offers a practical risk assessment
implementation for cloud networks where disparate network
owners can directly measure network risks in an objective,
uniform and repeatable manner across networks by allowing
the network owners to collaboratively agree on risk metrics
and continuously monitor their cloud networks with the same
tool, which employs these agreed upon metrics. The end result
is a science-based risk metric (SBRM) based on the global
impact of the vulnerabilities in the network. Specifically, we
demonstrate the feasibility of implementing this SBRM by: (1)
imposing real vulnerabilities on realistic cloud networks built
from real hardware (multi-core 3 Ghz Xeon Deterlab servers),
(2) demonstrating the operational use of our risk assessment
implementation to measure risk across several emulated cloud
networks, and (3) describing our approach.

Index Terms—component, formatting, style, styling, insert

I. INTRODUCTION

Cloud networks face the same risks as traditional networks
and even more. Typically, in cloud networks, enterprises share
physical machines with many different types of users. This
means that even if one user or enterprise is security conscious,
other users may not be, and thus pass along their risk to the
entire cloud network. Therefore, in addition to the risks that
traditional enterprise networks face, cloud networks also have
to defend against network virtualization risks, which target the
virtualization layer between users in cloud computing.

Furthermore, because enterprises no longer have full control
of their resources in a cloud network, they must set up controls
to ensure that the cloud providers do not somehow gain access
to their data. Additionally, they will have to rely on the cloud
network provider for availability. Thus, part of the enterprise
must incorporate the cloud network provider as a factor when
managing risk. Despite these extra risks, an increasing number
of enterprises are switching to cloud networks, because of their
flexibility, reliability, and cost savings, which make the need
for risk management greater than ever.

Our contributions include: (1) designing and implementing
a science-based risk assessment implementation for cloud
networks and (2) demonstrating the operational benefit and
applicability of the implementation to cloud networks. The rest

978-1-6654-4067-7/21/$31.00 ©2021 IEEE

of the paper is organized as follows. In Section 2 we discuss
the motivation for our work, and in Section 3 we detail related
work. Next, in Section 4 we describe risk management in cloud
networks, and in Section 5 we layout the need for a Global
Impact Database. In Section 6 we discuss the vulnerabilities
used in our experiments. Then, in Section 7 we detail our
experimental evaluation, and in Section 8 we discuss results.
Finally, in Section 9 we conclude and discuss future work.

II. MOTIVATION

Unfortunately, many enterprises have come up with their
own methods for measuring risk; therefore, there is no estab-
lished standard. One way of measuring risk is the frequently
used Common Vulnerability Scoring System (CVSS). Even
though frequently used, this system has deficits. One example
was pointed out by Watkins et al. [6], where they compare
ShellShock (CVE-2014-6271), a widely publicized vulnerabil-
ity, and an unspecified Java vulnerability (CVE-2014-4227).
The highly impactful Shellshock affected 20% to 50% of
global web servers [8], and the Java vulnerability was only
exploitable in a sandbox. Yet both have scores of 10.0 under
CVSS. Clearly, this presents an issue when determining which
vulnerability is a greater threat. This is just one example,
among many others. There must be some way of distinguishing
the differences between the two vulnerabilities when assessing
risk.

Watkins et al. [6] propose a method of modifying the
CVSS score based on additional criteria, including creating an
Overlay Score and allowing for a more nuanced view of the
risk presented by vulnerabilities. Rather than having a static
score like CVSS, the Overlay Score is more dynamic and is
reactive, as some vulnerabilities take the forefront relative to
impact while others fade into the past. The Overlay Score is
derived from the collaborative 5 Layer Cyber Maturity Model
as explained by Watkins et al. [6], (1) collaborative manage-
ment leads meet to agree on the criteria to rank vulnerabilities,
(2) collaborative management leads agree on the impact the
criteria will have on their risk model and thus identify criteria
weights, (3) technical collaborative leads identify a scientific
approach to assessing the global severity of vulnerabilities
identified in the network, (4) technical collaborative leads
agree on the implementation details of this scientific risk
assessment approach, and (5) collaborative management leads
agree on the minimum risk-level necessary for their continued
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collaboration. In a case-study, the authors apply this model
by choosing a set of example criteria, as required by the the
Analytic Hierarchy Process (AHP) to determine a ranking for
these criteria. They also propose the notion of a vulnerability
global impact database (with impacts of high-1.00, medium-
0.05, or low-0.01). Finally, the Overlay Score for a specific
vulnerability results from multiplying each criteria ranking by
the vulnerability’s global impact database score for that criteria
and adding up the products (which yield a real number no
greater than 1). This Overlay is then multiplied by the CVSS
base score, which essentially serves as a way of scaling down
the CVSS base score for less impactful vulnerabilities.

Our work puts these concepts from Watkins et al. [6] into
practice and demonstrates their feasibility and practicality. We
use actionable resources like yearly malware reports (e.g.,
Symantec, Mcafee) to extract customizable criteria like age
of exploit, exploit availability, and global impact. We use this
approach to build a database, which can be queried to enhance
risk analysis. The full details of our approach are given in
Section 5.

III. RELATED WORKS

There are many tangentially related experimental works that
speak to cloud network risk metrics. We believe our work
is unique in that our approach is based on dynamic science-
based risk metrics that are customizable. We also demonstrate
the feasibility of our approach through experiment on real
hardware.

A. Risk Management Suite of Tools

Cloudcover is a suite of tools that can be used for risk
management in cloud networks. It provides a cloud-diagnostic
tool that uses proprietary analytics to determine weaknesses
in security. It also presents real-time findings based on Confi-
dentially, Integrity, and Availability (CIA) and analysis using
continuous monitoring [5] [4]. Similarly, MetricStream pro-
vides software for enterprise governance, risk management,
and compliance (GRC). Essentially, risk assessment is accom-
plished via continuous monitoring for internal vulnerabilities
coupled with external data feeds, which are combined via
key performance and risk indicators [2] [3]. Although our
work is similar in that we perform continuous monitoring
of vulnerabilities, we instead base our effort on augmenting
CVSS scores such that they are more representative of the
impact of the vulnerability and operationalizing to demonstrate
the practicality of our approach.

B. Qualitative Risk Management

The authors in [9] introduce a qualitative risk assessment
approach for cloud networks based on ISO 31000 for logistics
companies. The basis of the measured risks are responses
to a questionaire given by human employees. The authors
in [15] base their risk assessment framework on ISO27005.
They modify the risk assessment step in ISO27005 to allow
the cloud client to evaluate the risk factors. Also, they limit
their scope to Software-as-a-Service models only. Similarly,

the authors in [11] base their risk management on ISO 27001
cloud computing risk assessment use cases. Specifically, the
authors use 7 ISO 27001 compliant risk assessment use cases
to help answer the question ”What are the risks of deploy-
ing my software (Software-as-a-Service), tools (Platform-as-a-
Service), and/or infrastructure (Infrastructure-as-a-Service) in
the cloud?” Our work is similar in that it is based on the
analytical hierarchical process (AHP), which allows for the
fusion of qualitative and quantitative information. However,
the end result of our work is a numerical science-based risk
metric that demonstrates the deployment feasibility of this
approach.

C. Artificial Intelligence and Risk Management

The authors V. Malik et al. [10] see risk management as
identifying several risk factors across many different risk cat-
egories and using statistical or artificial intelligence algorithms
to minimize these risks. However, the authors do not mention
the data sources that should be used to derive training data
for the above mentioned algorithms or the feature vectors that
should be used to extract patterns out of this data. Similarly,
A.D. Kozlov et al. [12] developed a cloud risk management
system based on fuzzy logic. Specifically, the authors use
MATLAB to develop a fuzzy inference system based on
identifying assets, identifying threats, defining vulnerabilities,
analyzing risks, and processing risks. Our work is different
in that we show the operational practicality of a method that
uses the AHP to fuse statistical and qualitative data into a
repeatable risk metric.

IV. CLOUD NETWORKS AND RISK MANAGEMENT

Years ago when the authors in [6] developed their approach,
there was need for enterprises with their own private networks
to collaborate. Though this requirement still exists, networks
are now mostly cloud-based. In fact, most companies use
cloud networks in many aspects of their business [13], whether
they be private (enterprise owned infrastructure, managed by
provider like like HP or IBM), public (infrastructure totally
owned and managed by provider like Amazon or Google),
hybrid (enterprise and cloud provider share aspects of hosting
network) network. Even though these networks are now likely
cloud networks, the collaborative approach mentioned in [6]
is still applicable. However, this approach is most likely only
applicable to private and hybrid cloud network providers, since
the necessary hardware vulnerability monitoring would likely
only be possible in these types of cloud networks. Below in
Section 5 we discuss how we implement the science-based risk
management theory from [6] and demonstrate its feasibilitiiy
in real networks.

V. SCIENCE-BASED RISK ASSESSMENT DESIGN

Our design is based on 4 key aspects taken from Watkins
et al. [6] First, the collaborative design of risk assessment
metrics. Second, the vulnerability monitoring of the nodes
within the network. Third, the creation of a global impact
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database based on global assessment data. Fourth, the con-
tinuous vulnerability monitoring of the cloud network and
calculation of the Overlay score.

A. Global Impact Database

The global impact database serves as a way to make the
chosen criteria actionable. It draws its data from published
annual threat data (i.e., Symantec threat reports), which we
use as an authoritative source of information on the global
impact of certain vulnerabilities. Actually, the global impact
database has a rating for each of the criteria, i.e., global impact,
exploit availability, and age of exploit. This information was
manually extracted from published annual threat data.

For global impact rating, we sifted through the report and
assigned four levels of impact. A vulnerability would have a
global impact rating of 1.00, if it was deemed to have high
global impact. An example of such a vulnerability would be
ShellShock. The vulnerability would be given a rating of 0.50,
if it had moderate impact, such as some of the vulnerabilities
in Adobe Flash Player. A lower rating of 0.25 would be given,
if the vulnerability was mentioned in the report, but stated as
not having much impact. Finally, if a vulnerability was not in
the report at all, it would be given a score of 0.10. We chose
these impact ratings based on the approach in Watkins et al.
[6]. However, to actually be able to implement this approach,
we made modifications (e.g., added the option of making a
low rating 0.25 or 0.01 based on if it were mentioned in the
report or not).

We used a 3 level rating for exploit availability: (1) an
exploit would receive a score of 1.00, if there was an exploit
readily available (e.g., exploits readily available for usage in
Metasploit or some other scripting tool), (2) a vulnerability
would be given a score of 0.50, if an exploit required other
vulnerabilities to be present on the target system, and (3) all
other vulnerabilities would be given a score of 0.25.

In terms of age of exploit, the scores were calculated in
a cumulative manner. The score would increase by 0.10 for
each year the exploit existed, with a maximum score of 1.00
for any exploit 10 years or older.

After the criteria rankings were calculated from the analytic
hierarchical process, we then multiplied these rankings by the
scores for each factor and added the resulting numbers to
obtain a unit-less weight with which to multiply the CVSS
score. The end result is the Overlay score.

To illustrate the the influence of the global impact database
on the Overlay score, we offer the following example: con-
sider the ShellShock (CVE-2014-6271) versus Oracle database
(CVE-2010-0071) vulnerabilities, the CVSS base scores for
each is 10.00. However, the Overlay scores for ShellShock
is 8.91 since there is an exploit available along with a high
global impact score, and an exploit age of 3 years old. The
Oracle vulnerability has an Overlay score of 2.84, mostly since
it does not appear in the global impact database and thus has
a minimum rating for global impact.

Fig. 1. Science-based Risk Metric Implementation Design: (1) accepts
as input the relative importance of one criteria over another, (2) feeds in
vulnerability information from each node in each network, (3) queries from
the global impact database per vulnerability, uses all of this information to
calculate the Overlay score, and finally uses the Overlay score to calculate
the Overlay Science-based Risk Metric

B. Science-based Risk Metric Implementation

The SBRM implementation design is illustrated in Figure
1. In this section, we elaborate on this design. The python
code written to calculate the SBRM takes as input, the relative
importance of one criteria over another, which then is used
to calculate the criteria ranking. The product of the criteria
ranking and the database score (queried from the global
impact database per vulnerability) is used to calculate a unit-
less weight. The Overlay score is derived from the product
of this unit-less weight and the CVSS score. Finally, the
Overlay score is used to calculate the science-based risk metric
(SBRM) score as specified by [6]. Note, we also calculate
the SBRM using the CVSS score just as a comparison to the
Overlay SBRM score. The SBRM defines the number of nodes
expected to be compromised in the next year.

VI. EMULATING SECURITY RISKS IN CLOUD NETWORKS

We chose 5 different types of vulnerabilities to induce on
the nodes in our test networks. All of these software packages
could realistically be used in a cloud network. These vulner-
abilities are invoked by either installing vulnerable software
or by using an old Linux image. The Apache Server 2.4.18
was chosen to emulate the hosting of a webserver on the
cloud network. The vulnerability associated with this is CVE-
2016-8743. This is essentially a whitespace parsing defect.
Oracle MySQL is another piece of software used, which could
mimic database hosting in a cloud network environment. This
software has several vulnerabilities associated with it such as:
CVE-2016-5584, which allows remote administrators to affect
confidentiality, CVE-2016-6662, which allows local users to
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bypass certain protection mechanisms, and CVE-2017-3331,
which allows low privileged attackers to essentially crash the
server. Adobe Flash Player is software that could also be
found in a cloud network to stream video. This software
is associated with vulnerabilities CVE-2015-0311 and CVE-
2015-0312. Java is a commonly used programming language
in software development. As software engineering companies
offload their processing power onto cloud networks, it is
common to find packages like Oracle’s JDK. There could
be a number of vulnerabilities associated with this software.
Similarly, there could be quite a few vulnerabilities associated
with the old Linux image Ubuntu 8.02 that we used. Some
of the packages that were included were: OpenSSH 4.7p1,
Apache Server 2.2.8, MySQL 5.0.51a, Samba 3.0.20, Post-
greSQL 8.3.1, ProFTPD 1.3.1, and VNC 1.2.9. These packages
could emulate the existence of legacy systems that may be used
to support older products.

VII. EXPERIMENTAL EVALUATION

The nodes used in our experiments were hosted in DeterLab
[14], which allows users to reserve tens of physical nodes for
several hours at a time. We used this environment to automate
our experiments.

A. Experimental Setup

We setup 3 Linux networks composed of 25 nodes each
using 3 GHz Xeon processors with 4 GB of RAM. To
emulate vulnerabilities in these networks each node either
had a vulnerable application installed or executed an Ubuntu
8.02 image with old, vulnerable software. The nodes running
the Adobe Flash Player ran Ubuntu 14.04. The remaining
nodes ran Ubuntu 16.04. The vulnerabilities were randomly
distributed across the nodes in the 3 networks. In this paper
we focus on 1 run where the first network had a total of
64 vulnerabilities, the second network had 323 vulnerabilities,
and the third network had 529.

B. Procedure

Python scripts were used to randomly distribute vulnerable
software on each network. Specifically, the vulnerable software
chosen were: (1) Adobe Flash Player 11.2.202.438, (2) Oracle
Java Development Kit 8u74, (3) Oracle MySQL Server 5.7,
(4) Apache 2.4.18 and (5) an old Linux image containing
several vulnerable software packages (i.e., Apache 2.2.8, Ora-
cle MySQL 5.0.51a, Samba 3.0.20, PostgreSQL 8.3.1, Proftpd
1.3.1, and VNC 1.2.9). The selection of these vulnerabilities
was done to reflect software that would be found on an
enterprise cloud network. Next, the nodes were scanned using
the Vuls vulnerability scanner. Then vulnerability information
for each vulnerability in each network was fed into the python
risk assessment implementation along with the inputs from the
user on the criteria weighting, and the database scores from
the global impact database to calculate the Overlay score and
then the science-based risk metric (SBRM).

TABLE I
TOTAL VULNERABILITIES PER NETWORK

Cloud
Network

Total Number of
Vulnerabilities

Network 1 64
Network 2 323
Network 3 529

TABLE II
DISTRIBUTION OF VULNERABILITY CATEGORIES NETWORKS

Cloud Network Apache
Server

Oracle
MySQL

Adobe
Flash
Player

Vulnerable
Linux Image

Oracle
JDK

Network 1 8 12 5 0 0
Network 2 0 11 12 2 0
Network 3 0 12 0 4 9

VIII. RESULTS AND DISCUSSION

We demonstrated the feasibility of our implementation by
arbitrarily choosing exploit availability as 5 times as important
as global impact, 3 times as important as the age of exploit,
and the global impact as 2 times as important as the age of
exploit. Recall from the Cyber Maturity Model proposed by
Watkins el al. [6], this would be agreed upon by the leaders
of the organizations that want to collaborate and connect their
networks. Next, we ran our scripts to randomly distribute
vulnerabilities on the 3 networks, and the results are listed
in Tables 1 and 2. The data in Table 1 illustrates the total
number of vulnerabilities across all 3 networks, and Table 2
lists a breakdown of vulnerability categories across networks.
The results of the SBRM calculations for both the CVSS
scores and the Overlay scores are listed in Table 3. Note that
even though network 3 has the most vulnerabilities, both the
CVSS and Overlay SBRM state that network 2 is the most
vulnerable. This particular run of our risk implementation
yields results where both the CVSS and Overlay SBRM agree;
however, this does not always happen. The main point here
is that the Overlay SBRM reflects the global impact of the
vulnerabilities in the network and is more informative than
the SBRM calculated using the CVSS scores. This point is
made even clearer in Tables 4 - 6. For instance, in Table
4, the top 5 most impactful vulnerabilities in network 1 are
identified by their CVSS scores, but only yield a score of 10
for each of them. However, the corresponding Overlay score
identifies CVE-2015-0311 as the most impactful and CVE-
2016-6662 as the least impactful in the table. The scaling
of the vulnerabilities based on their global impact by the
Overlay score clearly provides the necessary information for
network owners to be able prioritize the vulnerabilities that
should be patched in their network. Not only does the Overlay
score provide vulnerability priortization information, but it
also allows owners to directly compare risks (via the Overlay
SBRM) across networks. We believe that these results support
our premise and demonstrate that it is feasible and practical to
implement the SBRM as a risk assessment resource for cloud
networks.
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TABLE III
TOTAL NUMBER OF NODES EXPECTED TO BE COMPROMISED

Cloud Network CVSS SBRM Overlay SBRM
Network 1 17.08 4.62
Network 2 25.00 12.27
Network 3 16.09 4.34

TABLE IV
TOP 5 MOST IMPACTFUL VULNERABILITIES IN NETWORK 1

CVE CVSS Overlay
CVE-2015-0311 10.00 8.76
CVE-2015-5122 10.00 4.21
CVE-2015-0312 10.00 2.07
CVE-2015-5123 10.00 2.07
CVE-2016-6662 10.00 1.91

TABLE V
TOP 5 MOST IMPACTFUL VULNERABILITIES IN NETWORK 2

CVE CVSS Overlay
CVE-2015-0311 10.00 8.76
CVE-2015-5122 10.00 4.21
CVE-2007-2446 10.00 3.31
CVE-2010-0425 10.00 2.84
CVE-2012-1182 10.00 2.53

TABLE VI
TOP 5 MOST IMPACTFUL VULNERABILITIES IN NETWORK 3

CVE CVSS Overlay
CVE-2007-2446 10.00 3.31
CVE-2010-0425 10.00 2.84
CVE-2012-1182 10.00 2.53
CVE-2013-1902 10.00 2.38
CVE-2013-1903 10.00 2.38

IX. SUMMARY AND FUTURE WORK

We have demonstrated via a python implementation, the
efficacy and usefulness of a theoretical risk metric system
proposed by Watkins et al. [6]. We have shown that it is
practical for cloud network owners wishing to collaborate to be
able to directly compare their network risks and that the infor-
mation used for this comparison can also be used to prioritize
vulnerability patching. Although this implementation serves
as a good proof of concept, it is limited in its capability and
could be improved. The major limitation is the global impact
database has to be updated manually. To improve this, natural
language processing could be used to extract the necessary
information out of the annual malware reports. In future work,
we would like to extend this implementation beyond enterprise
networks to ICS networks, and also automate updates to the
global impact database.
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Abstract—The steadily developing number of users has
achieved the test to distinguish an advantageous strategy for
different access in upcoming wireless communication. It has been
seen that non-orthogonal multiple access (NOMA) method gives
far superior execution than orthogonal multiple access (OMA)
procedure while exploiting the accessible assets. Interferences
can be limited enough using successive interference cancellation
(SIC) when actualized broadly, however it is normal situation in
NOMA. But enormous usage increments the complexity of the
framework and as a result energy effectiveness is decreased. To
balance the detriments of NOMA procedure, interest in hybrid
NOMA strategies has developed. Numerous new papers have
proposed hybrid NOMA schemes as a reasonable alternative to
moderate the disservices of NOMA. This paper plays out an
investigation of the exhibition between hybrid NOMA systems
such as CR-NOMA, U2X-NOMA, RIS-NOMA, HS-UAV NOMA,
SCMA-NOMA and GFDM-NOMA. An examination of every one
of these methods is led to recognize the best hybrid NOMA
procedure for 5G and beyond wireless communication. The
articulations for sum rate and outage probability have been
determined for all the procedures. Through examination and
reenactment results it is found that U2X-NOMA gives the best
exhibition regarding sum rate and outage probability among the
six discussed schemes.

Index Terms—CR-NOMA, U2X-NOMA, RIS-NOMA, HS-UAV
NOMA, SCMA-NOMA, GFDM-NOMA, Outage Probability,
Sum Rate

I. INTRODUCTION

Non-orthogonal multiple access (NOMA) has gained a
prominent impact in establishing wireless networks of the
next generation 5G and beyond wireless communication. To
support various applications, a high data rate and stable com-
munication would therefore be needed [1],[2]. The main aim
is to be able to extend the channel capacity in the architecture
of the cellular networks [3]. For instance, multiple access is
an useful approach for next generations to accommodate as
many cells as feasible at a given bandwidth with a fair extent
of service quality [4],[5]. Non-orthogonal multiple access
(NOMA) is considered to be a revolutionary multiple access
framework for fifth generation (5G) and beyond 5G (B5G)
cellular networks that can significantly improve the efficiency
of application distribution [6]-[8]. In cooperative networks
with buffer-aided power control, hybrid NOMA-OMA has
been discussed in [9],[10] and the machine productivity of the
computer is increased relative to other existing state-of-the-

art heterogeneous network bandwidth management protocols
[10]-[13]. SIC is used at the ends of the receiver for inter-
user interference cancellation [14],[15]. In[16]-[18], several
researchers proposed different but rather powerful methods
to power distribution in order to efficiently disperse power
to NOMA structures. For full duplex (FD) and half duplex
(HD) switch supported cognitive radio NOMA (CR-NOMA)
networks, the author provided a performance analysis in[19]. A
NOMA improved unnamed aerial vehicle to everything (U2X)
network, where stochastic geometry instruments were used
to model the spatial randomness of several receivers, Rxs
is discussed in [21]. To establish reconfigurable intelligent
surface NOMA (RIS-NOMA) in [24]-[26], the framework
of a high-speed internet infrastructure and cost-effective data
coverage offshore is shown. The efficiency of the hybrid
satellite unnamed aerial vehicle NOMA (HS-UAV NOMA)
infrastructure over the Rician fading channel is studied in
[27]. How user message is stored using sparse code multiple
access NOMA (SCMA-NOMA) is supplemented with encoder
access and various power levels are assigned depending on
channel conditions in[28]. In[29], they collaborative general-
ized frequency division multiplexing with NOMA (GFDM-
NOMA) strategies to expand the multi-carrier NOMA network
framework. The survey was carried out in the aforementioned
paper strongly inspired us to make more effort on the hunt
for an optimal NOMA hybrid system to significantly improve
efficiency and verify its quality with extant NOMA hybrid
systems. In this paper, six exceptional hybrid NOMA systems
are analyzed and their usefulness in the outage and sum
rate interplay. The aim of the investigation is to demonstrate
intuitive perspectives in order to highlight the best hybrid
NOMA system to meet the need for 5G and beyond wireless
communications.

II. SYSTEM MODEL

The system model of six most modern hybrid NOMA
schemes such as CR-NOMA, U2X-NOMA, RIS-NOMA, HS-
UAV NOMA, SCMA-NOMA and GFDM-NOMA has been
clarified in this section.
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A. CR-NOMA

It takes into consideration a modern uplink/downlink relay-
assisted method developed for CR-NOMA as in [19]. The
restricting influence of interference from the starting point to
the relays during the relay recruitment process is known to
make the model more realistic. To pick the relay for transmit-
ting the message to the destination, the partial relay selection
(PRS) technique was being used. A relay-aided CR-NOMA
network with a main source MS and multiple distribution
switches {Rk|k = 1, 2, . . . ,K} using conveying protocols as
shown in Fig. 1. In just the same frequency spectrum, there are
two separate pairs, G1 = {S1, D1} and G2 = {S2, D2} using
the NOMA technique [19]. For the reliable information S1 and
S2, we assume a worst-case communication case. In addition,
we presume that there is a deep fading of the direct connection
between secondary data pairs and that communication is
only possible through intermediary relays. Quite importantly,
uplink-downlink CR-NOMA communication has two stages.
First one is the uplink process suggested that S1 and S2 could
create a pair of NOMA [20] to relay the Rk simultaneously.

Fig. 1. Uplink Downlink Framework of CR-NOMA

The other one is Rk will simultaneously send an overlaid
composite signal composed of transmitted patterns sent to D1

and D2 by sources in the downlink process. Restricting inter-
ference in CR-NOMA is visible because MS interferes with
numerous Rk relays and two routes. In this case, with respect
to full achievable device power, both uplink and downlink
require SIC to work equally at both source destination pairs as
in [19]. Both S1 and S2 relay signals x1 and x2 periodically
during the designated time slots, following the concept of
uplink NOMA. In NOMA, α1Ps and α2Ps are part of the
assigned capacity for two x1 and x2 signals, respectively. Here,
α1and α2 are the power allocation coefficient and Ps is the
total transmit power.

B. U2X-NOMA

We suggest an upgraded NOMA downlink U2X network,
where several Rxs installed with a single omni receiving
antenna are communicated by a UAV installed with a single
omni transmitting antenna as in [21]. With only a single UAV,
Fig. 2 shows the wireless networking framework. The UAV-Tx
is located in the middle of a circle with a distance radius of
D [21]. In conjunction with the homogeneous poisson point
method (HPPP) with the density, two Rxs, the close Rx w

and the far Rx v, are distributed. Therefore, two Rxs, one
close Rx and one outside Rx, are paired in each cluster to
execute NOMA. From [22],[23], we assume the circular area
is divided into two power regions. One is a tiny domain (Blue

Fig. 2. U2X-NOMA Model

zone) and the other is a big hollow domain(Green Zone).
The close Rxs are believed to be located with radius R in
the tiny domain, while the far Rxs are located with radius
R to D in the big hollow domain. dw denotes the length
between the Tx and the nearest Rx, and dv denotes the
range between the Tx and the nearby Rx. The variance in
received signal of the paired NOMA Rxs is needed to ensure
the consistency of decoding [21]. Therefore, one close Rx
and one outside Rx, are coupled in each cluster to execute
NOMA. In reality, large-scale fading and small-scale fading
are commonly found in the fading model. The path loss in
between UAV-Tx and Rx is expressed by large-scale fading.
Large-scale fading and small-scale fading are considered to
be determined simultaneously and completely identical. Since
the conventional Rayleigh fading channels can only model
powerful scattering situations, which is not a possible option
for the communication of UAV [22]. The small-scale channel
benefits for Rx w and Rx v, respectively, are shown by hw
and hv for terminology convenience.

C. RIS-NOMA

As seen in Fig 3, we interpret the RIS-NOMA, in which
the base station aims to connect with two locations. Location
users are identified as the close user (CU) and the faraway
user (FAU). We presume that all nodes have a single-antenna
in order to achieve low complexity and low cost because even
a RIS contains of N meta-surfaces as in [24]. The baseband

Fig. 3. System Representation of RIS-NOMA

identical fading channels from BS and the ith component in
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the RIS are hi, giN and giF , signals from the ith component
in the RIS to CU and FAU, respectively. These pathways
are supposed to be distinct, equivalent, changing smooth,
dwindling. In this context, we considered the framework of
two FAU and CU users that will obey Rayleigh correlations of
various parameters of size. The signal reproduces through the
RIS to two types of users from the transmitter, which helps to
increase the efficiency of the signal at these locations as in [24].
Ideally, we expect that the channel state information (CSI) of
such users can be accomplished by the RIS [25]. Surprisingly,
such a CSI may be used by the RIS to optimize the SNR
obtained at these locations. The BS sends an overlaid signal
in the form of NOMA containing signals s1, s2 that are aimed
at the user CU and FAU, respectively. Higher power level a2
is allocated to user FAU in order to have separate quality of
service (QoS) for applications, such allocation scheme must
be fulfilled, α1 + α2 = 1.

D. HS-UAV NOMA

In Fig. 4, the entire interaction is broken into two schedules.
The first one is satellite to UAV and the other one is UAV
to mobile users. We suggested an HS-UAV NOMA downlink

Fig. 4. Framework of HS-UAV NOMA

network, where one satellite as seen in Fig. 4, aims to connect
with terrestrial NOMA users with the assistance of a DF UAV
relay U as in [27]. A consistent height h is used to install
the UAV. The UAV and all users are believed to be running
in half-duplex mode and all nodes are fitted with individual
antennas. All served users are divided into two categories, A1

and A2, depending on the ranges between the UAV and the
NOMA mobile users. We claim that in group A1the close user
Dn is located in the loop with both the radius Rn and in group
A2 the far user Df is situated in the inner radius Rn and outer
radius Rf loop (Rf > Rn) [27]. We also assume that due to
the barrier or extreme large-scale fading, the direct connections
between the satellite and the users are missing. Random user
matching is known to achieve greater efficiency gains. We
will concentrate on the paired user’s results in the following,
and using the same approach, other pair performance can be
extracted.

E. HS-UAV NOMA

We assumed one base station and J users as a downlink
system. Suppose users of J1 face stronger channel conditions

than other users of J2 = J − J1, as seen in Fig. 5. The
strongest and weakest users are respectively represented by
{s1, s2,,. . . . sj1} and {w1,w2,,. . . .wj2} as in [28]. The strong
and the weak users are also attributed to as the near and far
users, respectively, without damage of generalizability. The

Fig. 5. System Model of SCMA-NOMA

channel dimensions encountered by the strong and weak users
respectively are denoted by s

i}
j1
i=1 and {hwj }

j2
j=1. Assume the

number of orthogonal asset components like K Consider a
solid user’s J1×KSCMA algorithm focuses on codebookC1.
For weak users J2×KSCMA algorithm focuses on codebook
C2. MPAD1 and MPAD2 signify an MPA(Message passing
algorithm) detector of weak and strong user respectively. The
detection is exemplified in the second part of Fig. 5 of the
ith strong user si. Before extracting the data from si, the SIC
of the far users is carried out as in [28]. Initially, MPAD2
generates the approximate code words {xwij }

j2
j=1 with ysi as

input. The superscript ’i’ here indicates that the detection
operation is done at the position of si by the ith receiver [28].
These projections are only used for the identification of si
data.

F. GFDM-NOMA

In Fig. 6, we integrate GFDM waveforms with NOMA
schemes to broaden the multi-carrier NOMA system model.
In NOMA systems enabled by downlink GFDM, the situation
with one BS and four users is presumed. Each conversion
efficiency block is shared by four users, unlike conventional
GFDM systems as in [29]. It is assumed that a close user with
less assigned power and a much more transmitted power for
far user is assumed. Due to the larger share of total power

Fig. 6. Downlink Scenario of GFDM-NOMA

in NOMA networks, U2 is first decoded by comparison to
the U1 signal as interference. The received U1 signal on the
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U2 side is in most situations, entirely regarded as interference.
Nevertheless, whenever two users endure from the same fading
channels and decoding processes, from the point of view
of theoretical study, the signal power of U2 is enhanced or
diminished by that of U1, with a 50 percent chance. For U3

and U4 case, we use the same technique as hold on U1 and
U2.

III. NUMERICAL ANALYSIS

In this section we will discuss among predefined six hybrid
NOMA schemes where we calculated the outage probability
and sum rate arrangements.

A. Outage Probability Analysis

For CR-NOMA, R1 and R2 are considered to be the
specified target rate thresholds of G1 and G2, respectively,
according to the necessary level of operation. Thus, the
signal to noise ratio (SNR) thresholds are γFDth1 , γFDth2 . As in
subsequent sections, the precise outage probability of G1 and
G2 is determined as in [19].

OPFDG1
= 1−

K∑
i=1

K∑
j=1

(
K
i

)(
K
j

)
(−1)

i+j−2

× jρRλ1,µkλ1,µkλ1,dk(
iαFD2 λ2,µk + jλ1,µk

) (
iαFD3 λr,PS + λ1,µk

)
×

(
a3 − γFDth1 a4

)(
γFDth1 ρPλ1,PS +

(
a3 − γFDth1 a4

)
PRλ1,dk

)
× exp

(
−iα4FD

λ1,µk
− γFDth1(

a3ρR− γFDth1 α4ρR
)
λ1,dk

)
(1)

In which, γFDth1 = 2R1 − 1 , αFD1 = γFDth1 (IR + 1) , αFD2 =
γth1a2
a1

, αFD3 =
γFDth1 ρP
a1ρS

and αFD4 = α1

α1ρS
.

OPFDG2
= 1−

K∑
i=1

K∑
j=1

(
K
i

)(
K
j

)
(−1)

i+j−2

× jλ2,µkλ2,µk(
iβFD2 τ1λ1im + jλ2,µk

) (
iβFD3 λr,PS + λ2,dk

)
× λ2,dkλ2,dk
mFD

1 τ2λ2imλ2,dk

×
(
a3ρR− γFDth1 a4ρR

)
λ2,dk(

γFDth1 ρPλ2,PS +
(
a3ρR− γFDth1 a4ρR

)
λ2,dk

)×
exp

(
−iβFD4

λ2,µk
− mFD

3

λ2,dk
− γFDth1(

a3ρR− γFDth1 α4ρR
)
λ2,dk

)
(2)

In which, γFDth2 = 2R2 − 1 , βFD1 = γFDth2 (IR + 1) , βFD2 =
γth2a2
a2

, βFD3 =
γFDth2 ρP
a2ρS

, βFD4 = β1

α2ρS
, mFD

1 =
γFDth2 a3
a4

,

mFD
2 =

γFDth2 ρP
a4ρP

, mFD
3 =

γFDth2
a4ρR

.
For U2X-NOMA, first, we concentrate on evaluating the
Outage probability (OP) of the faraway Rx v. At the UAV-
Tx , where the spectrum sharing variables α2

w and α2
v are

unchanged during transmission, the fixed channel assignment
technique is configured. Rw and Rv , respectively, are consid-
ered to be the target levels of Rx w and v. Outage probability
(OP) is defined as the tendency that the transmit power is
lower than the aim rate needed, therefore given to the OP of
vth close Rx is as [21], where, α2

v − εvα2
w > 0.

OPv = 1−
3
(
mMvσ

2
)−3

2

α (D3 −R3)

m−1∑
n=0

1

n!

γ

(
n+

3

2
+ 1,mMvσ

2Dα

)
− γ

(
n+

3

2
+ 1,mMvσ

2Rα
)

(3)

Here, Mv = εv
Pu(α2

v−εvα2
w) , εv = 2Rv−1 , γ is the significantly

reducing inadequate gamma function. Recollect that when
using SIC technology, the OP of the close Rx w relies on
two decoding processes. First one is Rx w compiles the Rx
v input. Secondly, Rx w decodes the signal of by its own. So,
the close Rx w can be defined as [21]

OPw = P

(
log2

(
1 +

Pu|hw|2d−αw α2
v

α2 + Pu|hw|2d−αw α2
w

)
< Rv

)
+ P(

log2

(
1 +

Pu|hw|2d−αw α2
v

α2 + Pu|hw|2d−αw α2
w

)
> Rv, log2(

1 +
Pu|hw|2d−αw α2

w

α2

)
< Rw

(4)

Although, a2w < a2v is followed by the channel assignment
variables of the paired NOMA Rxs and the paired NOMA Rxs
are chosen from two power areas, the encoding can therefore
be consolidated.
In the case of RIS-NOMA, if CU is unable to identify the
signal from FAU, the outage probability will be as [24].

OPCU = Pr

(
|A|2a2

|A|2 (k2t + k2r) + 1
Ps

≤ ρth1

)
(5)

Here, A =
∑N
i=1 |hi||giN | , ρth2 is the SINR threshold. The

outage probability of FAU can be determined as [24]

OPFAU = Pr

(
|B|2a2ρs

|B|2 (k2t + k2r) + Ps + 1 + a2ρs
≤ ρth2

)
(6)

Here, B =
∑N
i=1 |hi||giF | ,

(
k2t + k2r

)
is the interference

phrase.
For HS-UAV NOMA, the following three scenarios, the outage
activity will occur in the far user Df . Firstly, the switch
would not be able to correctly decipher x1 . Then, x2 can
not be correctly deciphered by the switch. The switch will
effectively decipher x1 and x2, although its signal can not be
decoded successfully by Df . So, the OP of the Faraway user,
Df can be expressed as in [27]

OPDf = Pr

(
min

(
γSRx1

γth,f
,
γSRx2

γth,n
,
γ
RDf
x1

γth,f

)
< 1

)
(7)
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Where, respectively, the outage thresholds at Df and Dn are
thf and thn [27]. For close user Dn , outage events will not
occur until x1 and x2 are effectively deciphered by both the
relay and close user Dn. So, the OP of close user will be as
[27]

OPDn = Pr

(
min

(
γSRx1

γth,f
,
γSRx2

γth,n

)
< 1

)
+ Pr

(
min

(
γSRx1

γth,f
,
γSRx2

γth,n

)
≥ 1,min

(
γRDnx1

γth,f
,
γRDnx2

γth,n

))
(8)

For the case of GFDM-NOMA, the situation with one BS and
four users is planned in downlink of the proposed scheme.
Increasing time-frequency resource block is shared by four
users, separate from conventional GFDM systems. Consider-
ing a closer user with less power delegated and a much more
power transmitted to far user. Due to the larger share of total
power in NOMA networks, U2 first deciphered by treating the
U1 signal as interference. Same case happened for U3 and
U4 [29]. Nevertheless, whenever two users endure within the
same fading channels and decoding processes, from the point
of view of theoretical study, the signal power of U2 is enhanced
or diminished by that of U1, with a 50 percent chance. So, the
outage probability for U1andU2 will be considered as in [29]

OPU1
= Q(

√
α.γ

ξ1
) (9)

Here, ξ1 is derived with θ = 1 in (31) and the same power
management technique is considered in [32].

OPU2 =
1

2
Q(

√
T1.γ

ξ2
+

√
T2.γ

ξ2
) (10)

Here, ξ1 is derived with θ = 1 in (31) and In addition,
the factor of power enhancement T1 and the factor of power
impedance T2 are represented as [29]

{T1 = (
√

1− α+
√
α)2

T2 = (
√

1− α−
√
α)2

(11)

here, 0.5 > α > 0.

OPU3,4
=

1

2
Q(

√
γ3
ξ

+

√
γ4
ξ

) +
1

2
Q(

√
γ3
ξ
−
√
γ4
ξ

) (12)

Here, γ3 = P3

σ2
v

and γ4 = P4

σ2
v

indicates U3 and U4 SNR on the
receiver side.

B. Sum Rate Analysis

For CR-NOMA, with the symbol x1,the sum rate capacity
for S1 to D1 can be expressed as [19]

CFDG1
=

K∑
i=1

K∑
j=1

(
K
i

)(
K
j

)(−1)i+j−2
1

ln 2

×
∫ a3

a4

0

q1 + q2 + q3
1 + x

exp(
−iεFD3 x

λ1,uk

− x

(a3ρR− a4ρRx)λ1,dk
− x

(a3ρR− a4ρRx)λ2,dk
)

(13)

q1 =
jλ1,ukλ1,uk

(iε1λ2,ukx+ jλ1,uk)(iε2λr,psx+ λ1,uk)
(14)

q2 =
(a3ρR− a4ρRx)λ1,dk

ρPλ1,psx+ (a3ρR− a4ρRx)λ1,dk
(15)

q3 =
(a3ρR− a4ρRx)λ2,dk

ρPλ2,psx+ (a3ρR− a4ρRx)λ2,dk
(16)

Using the symbol x2, the capacity from S2 to D2 can be
expressed as [19]

CFDG2
= E(log2(1 +H2)) =

1

ln 2

∫ ∞
0

1− FH2(x)

1 + x
dx (17)

Here, H2 = min(γS1−RKx2 , γRK−D2
x2 ).

FH2(x) = Pr(min(γS1−RKx2 , γRK−D2
x2 ) < x)

= 1− (1− FγS1−RK
x2

(x))(1− FγRK−D2
x2

(x))
(18)

The sum rate in the U2X-NOMA networks is a prominent
parameter that is necessary calculating for assessment pro-
cess. Consequently, we have closed-form representation in the
following consequence in terms of the ordinal ergodic rates
of individual U2X Rxs. It is possible to express the attainable
sum rate of the close Rx as follows [21].

Cw =
3

α ln(2)(R3 − r30)

m−1∑
n=0

1

n!

∞∑
k=0

Γ(ϕ2 − 1)Γ(n+ 1 + k)

Γ(ϕ2 + k)

× Cn+k(Rϕ1exp(CR∞)Γ(k − n,CR∞)− rϕ1

0 exp(Cr∞0 )

Γ(−k − n,Cr∞0 ))
(19)

Here, Γ(.) signifies higher unfinished gamma function. C =
mσ2

Puσw2 , ϕ1 = (αn+ 3 + αk) and ϕ2 = n+ 3
2 + 1.

To express the attainable sum rate of the faraway Rx as
follows [21].

Cv = log2(1 +Q1 −Q2)(2 +
α2
v

α2
w

) (20)

Here, Q1 = 3(Dαn+3−Rαn+3)
(D3−R3)(αn+3)

∑m−1
n=0

1
n! (

mα2

Pu
)n and Q2 =

3(Dα(n+1)+3−Rα(n+1)+3)
(D3−R3)(α(n+1)+3)

∑m−1
0

1
n! (

mα2

Pu
)(n+1).

In this case, we consider the time limit communication sum
rate for the NOMA system supported by RIS. The sum rate of
the entire system corresponding to the set bit rate R1, R2 for
various service specifications for CU and FAU users can be
determined as a further output variable, and such sum rate can
be measured by [24]

CCU,FAU = R1(1−OPCU ) +R2(1−OPFAU ) (21)

For HS-UAV NOMA, the services rely under a flat amount
in the time limit transmitting mode, and the wireless faded
streams specify the system throughput. So, the sum rate can
be calculated as [27]

CHS−UAVNOMA =

M∑
i=1

(1− PDm)×Rth,m (22)
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Here, Rth,m signifies Dm’s rate of propagation period and can
be described as Rth,m = 1

2 log2(1 + γth,m) . The constants
1
2means that the communicating method is split into two time
slots. The outage rate of user Dm is implied by γth,m.
The sum rate of SCMA-NOMA can be expressed as [30]

CSCMA−NOMA =

F∑
i=1

N∑
n=1

K∑
k=1

sk,n log2(1 + ΓFUE,ik,n ) (23)

Here, the factor sk,n is a device management with sk,n = 1
indicating that a relation occurs between user dataset sk,n = 0
indicates that the it has not been connected to any data.
The achievable rate of GFDM-NOMA can be represented as
[29]

CGFDM−NOMA = log2(1 +
α.γ

ξ1
) + log2(1 +

(1− α).γ

α, γ + ξ2
)

(24)

IV. SIMULATION RESULTS

Simulations in this portion have been shown to verify the
results generated in Matlab. In the simulations described in
section III, we make sure that all users have the very same
standard rate criteria and total transmission power specifica-
tions. Fig. 7 highlights the differences of outage reliability
between the top sections addressed by the hybrid schemes of
NOMA. It must be noticed that the study of the necessary
outage matches well with the U2X-NOMA schemes at a high
SNR rates. In order to highlight U2X-NOMA, we offer small-
scale channel advantages for near and distant consumers in the
contract. It is an evident from the outcome that the probability
of outage for U2X-NOMA is dramatically lower than other
discussed schemes and also theoretical outage performance.
On the reverse, CR-NOMA places a very low SNR(5dB) in a
better position than all other methods described here.

Fig. 7. Outage Probability performance among six hybrid NOMA schemes

In Fig 8 of the proposed hybrid NOMA schemes, the utility
of the sum-rate is calculated in the next context. In this portion,
due to its benefits of the small scale fading for all users, it
is noticeable that U2X-NOMA perform better than the other
schemes for high SNR.

Fig. 8. Sum Rate Comparison among six hybrid NOMA schemes

V. CONCLUSION

For the hybrid NOMA structures discussed in this paper,
we give a comparative theoretical framework as well as a
measured structure. We use closed-form calculations for the
sum rate and outage probability from the frameworks above.
All derived phrases are checked through calculations. U2X-
NOMA, considering all performance metrics, outperforms the
other hybrid NOMA schemes underlying the configuration of
outage and sum rate. The reason behind U2X-NOMA out
forming the other schemes described here is U2X-NOMA
uses the large scale fading. As a result, it can depict the path
loss between transmitter and receiver side users. For future
research, combination of UAV and STBC(Space time block
coding) in terms of NOMA could be a better solution for next
generation wireless communication.
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Abstract—With the tremendous growth of IoT applica-
tion,providing security to IoT systems has become more criti-
cal.In this paper, a technique is presented to ensure the safety
of Internet of Things (IoT) devices. This technique ensures
hardware and software security of IoT devices. Blockchain
technology is used for software security and hardware logics are
used for hardware security. For enabling a Blockchain, Ethereum
Network is used for secure peer-to-peer transmission. A prototype
model is also used using two IoT nodes to demonstrate the
security logic.

Index Terms—Internet of Things, Blockchain, Security.

I. INTRODUCTION

In recent years the security issue of the IoT ecosystem
has become subject of discussion which often troubles the
end-users.The internet of things has become one common
solution for better and scalable automation technologies. The
deployment of the IoT technologies is now in limited appli-
cations but soon it is going to be included in every day-to-
day activities. With the increase in the application areas of
IoT technology, there is a high chance of misuse of these
technologies. Therefore, there is an urgent need of ensuring
the safety of these devices and make them such that they are
effective to deal with all the threats in the future. Existing
technology will be not enough to protect the devices.
With the increase of involvement of IoT system in human
life there is exponential increase of cyber attacks on the IoT
systems [1].Various IoT specific malware are being formulated
to perform DOS attacks,eavesdropping attacks on the system
[2].Due to it’s open structure and involvement of third part,
access,leaking the information out of the IoT nodes is not very
much difficult.The IoT system is not only attacked at software
level rather it is being compromised at the hardware level
also.Since sometimes these IoT devices are installed remotely
some foreign objects or a leakage path is being formed at the
hardware of the IoT system by authorized persons [3].
In order to have a secure communication between IoT
nodes,we have to provide security at every level of system
i.e from hardware level to the software level.For providing
hardware level security we can use dummy or fake logic to
make the circuit more complex to understand by other and
also we can install self-assessment test to check the proper
working of the hardware before configuring it as IoT node.
Now if we look for software level security(data transmission

level) we can use blockchain technology in order to have
secure peer to peer communication along with cryptographics
method.The Blockchain has gained so much attention from
the world since its launch. Fig 1 shows the basic components
of the blockchain technology. Blockchain has the ability to
optimize the global structure of the technologies connected
with each other through internet [4]. It has mainly two fields
that are going to be affected which are:

• It creates a decentralized system which removes the
interference of the central server and provides peer to
peer interaction.

• It creates a fully transparent and open to all database
which brings transparency

Fig. 1. Basic components of Blockchain

Block has 4 components, first of which is consensus which
provides proof of work (PoW) and it verifies the actions
occurring around the networks, second is ledger which provide
the details of the transaction that occurred between the nodes.
Third is cryptography, it make sure that the data on the network
and the ledger is safely encrypted and only authorized user can
have the access of it and the last one is smart contract which
are termed as the verification and validation of the connecting
nodes [5].
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II. IOT SECURITY CONCERNS

IoT has tremendous amount of application for example
in making smart city, improving health, autonomous vehicle
and many more. But with kind of connection on which the
foundation of IoT is built has many issues so if an unwanted
person(hacker) gets access to the system by exploiting the
issues can compromise the privacy of users and can also harm
them [6].
Thus, while implementing IoT, the security of the systems
should be strengthened. Keeping these systems secure is a
difficult task because the actual sensor is sometimes placed
remotely. Various cluster of the security [7] is shown in
the fig 2. Now the security of these device needs a robust

Fig. 2. IoT Security

solution right from the hardware level to the application layer.
Existing technology is not enough for the security of the vastly
implemented technology.
Here the smart technology called Blockchain will give us a
suitable solution to provide end-to-end security to the IoT
system. Blockchain provides a decentralized system that stores
the database of every transaction made in a network. Rather
than having a traditional central database like that of the
government, it has a ledger distributed over a network of
nodes.
Now blockchain can provide the security for the application
layer or we can say it will provide the way to share data
between nodes securely, so we have to also look for the
threats due to the hardware. Since the IoT specific hardware
are generally third-party build so there is a chance that the
third-party person may tamper with the circuit and provide
a leakage path (Trojan). And also, since it is devices are
remotely installed it is rather easy to install foreign materials
on the IoT circuitry.
So, end to end security is a must for the IoT environment to
provide a seamless experience.

III. OVERVIEW OF BLOCKCHAIN

Blockchain’s decentralized cryptographic model allows
users to trust each other and make peer-to-peer transactions,
eliminating the need for intermediaries. This technology is
not only affecting the way we use internet, but the global
economy is also being revolutionized.
Following are the main parts of the blockchain which helps
in completing the infrastructure:

1) Network Node: All the connected nodes maintain a
database of transactions made on a blockchain network.

The authentication process is also done by mutually
decided the function so it eliminates the involvement of
the third-party validation process. When a transaction
is done, its records are added to the ledger of past
transaction, this process is known as ’mining’. The proof
of work has to be verified by the other nodes present on
the network.

2) Distributed database: The database composed of blocks
of information and each block has following data in it:

• A list of transaction
• TimeStamp
• Information which links it to previous chain of the

blocks
3) Shared Ledger: The ledger is updated when the transac-

tion is made. It is available for all and it is incorruptible
which brings the transparency.

4) Cryptography: The data is secured using crypto mecha-
nism and unauthorized users cannot alter or tamper the
data.

The blockchain network can be visualized as shown in fig.3

Fig. 3. Blockchain Network

The best example of implementation of blockchain is the
Bitcoin and the transaction system in it.
Blockchain is implanted in 3 domains:

1) Public Domain: No-Permissioned area and each and
every node send, read data without requiring any per-
mission. Bitcoin and Ethereum are the examples for it.

2) Consortium Domain: Partial permissioned. Only defined
nodes can take part in process and permission to read,
write data may or may not be made public.

3) Private: Permissioned domain. Only the members whom
the network belongs can write transaction. Reading can
be made public or restricted to few nodes.This kind of
private domain is applied in the industries.

IV. ARCHITECTURE OF IOT BASED ON BLOCKCHAIN

The internet of things can have many nodes which will
be communicating with each other, so we can build an
architecture which would have a distributed connection.
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Multiple models for communication:
1) Fundamental function of blockchain network can be

used.
• Peer to Peer messaging
• Distributed data sharing
• Differential coordination with the device

But there will be issues while implementing the model like
Slow processing due to low end CPU because blockchain
requires more memory and high CPU.
Also, the size of the ledger will increase day by day thus
making the process slow.
In fig. 4 shows the basic architecture of the blockchain net-
work implementation of technology i.e. mining, cryptography,
ledger ,etc. Each IoT node is the member of the network
participating in the transaction. Validation is done through
mining and node can be a computer, cloud. These IoT devices
are the client and theses clients will interact with each other
with APIs. Devices create transaction and these transactions
are sent to the blockchain nodes for storing and processing
data into distributed ledger.
REST-APIs can be used to make communication with the IoT
devices and the blockchain. Each of them will have different
set of APIs.
Various attacks like “man-in-the-middle” attack can be avoided
by establishing the trust between node and IoT devices.
Now while implementing this technology we have to take into
the consideration of the delays caused due to blockchain [8]
.Therefore we have to adjust our system in order to sustain
the data transition delays.

Fig. 4. Distributed Data Sharing

• Various recent research shows that future IoT environ-
ment will have multiple blockchains with having dis-
tinctive features and services.Also, the implementation
of Artificial Intelligence will be there along with the
blockchain. So, this kind of arrangements will be robust
to outcome the vulnerably.

V. ENHANCING THE SECURITY OF IOT

A. Hardware Security

First line of security has to be implemented on the hardware
level. Generally, the threats are known as Hardware trojan i.e.
unwanted circuit which is leaking the data.

Fig. 5. Hardware Trojan

To avoid this kind of malpractice we can use following
methods:

• Installing or fabricating a fake or dummy logic to create
confusion to another person.

• Also adding multiple functioning mode of operation like
normal mode and malfunction node and as the circuit
designer we only know how to configure for normal mode
operation.

• Also, often the attackers exploit the empty spaces on the
PCB, so installing a Built-in-self-test circuit will help us
to determine whether there has been any alteration to
original circuit.

Now above will give us some extent of security to the devices
because these devices are installed remotely.

B. Securing Data transmission

Now the next aspect and most important one is to provide
secure data transmission. In this area there always maximum
attack happens.
Following are the area through which we have to ensure for
security:

1) Secure Transmission (Communication):Here the
blockchain features will come into effect. The IoT
devices will utilize a ledger to store the encryption key
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in order to send encrypted data.
IoT devices sends the encrypted message using the
Public Key of the receiver which is stored in the
blockchain network after asking for it.
Then the legal or authenticate receiver can only decrypt
the message using its Private Key. So, no third person
can have the access of that data.

2) Authentication of the Legal IoT nodes: In this system
the sender will digitally sign the message before sending
to anyone. Then the receiver will obtain the public key
of the sender to verify the signature of the received
message.
The process will be as follows:
a) Sender calculates the hash of the message and en-
crypt it with it’s Private key.:
b) This constitute a digital signature and it is transmit-
ted along with the data.:
c) The receiver will obtain the Public Key of the sender
through ledger and calculate the hash of the message.:

C. Configuring the legitimate IoT node:

Everyday large number of IoT devices are to be added so
there should be ability to differentiate between legitimate and
non-legitimate nodes.
As soon as the new device is switched on, this device register
itself on the root server of that network. Then the exchange of
information takes place and it sends its information to other
devices and also receives the same from others.
Now an attack called “Spoofing” can happen at this stage.
To avoid that we can use Domain name security extension to
provide name resolution of root server.
In Private networks to make sure legitimate Node is connected,
root server must authenticate the device before starting any
bi-directional communication. This can be done in following
ways:

• The credential can be generated by blockchain network
and we can install these at the device setup.

• Some credential can be given to user and after initializing
the process the device can be registered.

Thus, the blockchain features really help in securing and es-
tablishing the IoT environment. The properties of the devices,
configuration details are securely stored on the ledger.The hash
value feature also helps us to validate the received message.
So, having a network of Blockchain connected device i.e. a
decentralized system each and every node will have the copy
of data. Whenever any device node user wants to access it,
all the other nodes must validate it. After the validation then
only a transaction can happen.

VI. IMPLEMENTATION

For implementation of the architecture with respect to above
section, we have used a Raspberry pi and a laptop.We will use
Ethereum’s based system library Web3.py Python library and

we will set a private Ethereum Blockchain network between
Raspberry pi and a laptop.

A. Raspberry Pi configuration

We have to configure the pi in order to run the Blockhain
network.Required operating system is ”linux/Raspbian GNU”
and Python3 must be installed.Also the Pi is connected to
internet and a fixed IP address is assigned to it.A default
account is created in the network using web3 module and
also the IP of the connected node is stored in Pi address
book.A part of code is referred as in fig.6
Also a pair of Public and Private key will be generated for

Fig. 6. Web3(Ethereum)

each node and the public key of each node is shared along
the shared ledger of nodes and private key is being kept safe.

B. Blockchain Smart Contract

Now we will use the laptop 2 node of the network. Now a
smart contract a formed using senders information condition
.The data part in the contract referred in fig. 7 which will be
message to be transmitted is encrypted using the public key
of node 2 and only the node 2 will able to decrypt the data
using its private key.Both the laptop and the pi will use this
smart contract in order to transfer data.

Fig. 7. Important Function of Contract

C. Integration using Python

In order to connect both we will use node id and IP address
of the nodes and we will use ”addPeer” command and mining
will be done at a node.
Once the connection is established,the smart contract is being
called and the message is stored at the node2.The message is
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decrypted using the private key of the node 2. Each block of
message is stored with a time stamp of reception along with
the data.Alternatively the data can be appended into a .json
file for better transparency.

VII. CONCLUSION

In this paper we have discussed the security vulnerability of
IoT communication and growing need for a robust solution.A
prototype of blockchain component is implemented using
raspberry pi.The proposed hardware security methodology
will help us to counter the hardware trojans and blockchain
has been used as a solution to the application/software level
security.In this way a decentralized communication system
is being established without interference of third party for
the validation and the data is transmitted securely between
the nodes.This system demonstrates the important features
of blockchain in terms of provide a secure environment for
communicating between the nodes.
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Abstract—Bangladesh is one of the top five rice-producing 
and consuming countries in the world. Its economy 
dramatically depends on rice-producing. Rice leaf disease is the 
biggest problem in the agriculture sector. This is the main 
reason for the reduction of the quality and quantity of the 
crops. The spread of the disease can be avoided by continuous 
monitoring. However, manual monitoring of diseases will cost 
a large amount of time and labor. So, it is a good idea to have 
an automated system. This paper presents a rice leaf disease 
detection system using a lightweight Artificial Intelligent 
technique. We are applying the edge computing concept here. 
Our edge device is Raspberry Pi. We have processed all our 
data in Raspberry Pi. We consider three rice plant diseases, 
namely Brown Spot, Hispa, and Leaf Blast. They are the most 
common type of rice leaf disease in Bangladesh. We have used 
clear images of healthy and infected rice leaves with white 
background. After applying the necessary preprocessing, we 
have extracted the necessary features from the images. Then 
we have made an image classification model with various 
machine learning algorithms by feeding these features. We 
have learned that the Random Forest algorithm performed the 
best. By using our image classification model, we have achieved 
97.50% accuracy on our edge device. 

Keywords—Edge Intelligence, IoT, Machine Learning, Rice 
Leaf Disease Detection, Image Classification 

I. INTRODUCTION 

As an agricultural country, about 135 million people of 
Bangladesh consider rice as their staple food. In this region, 
rice considers as low cost and most nutrient food. More or 
less, 48% of rural employment is the blessings of it. Besides, 
half of the agricultural GDP comes from the rice sector. The 
Rice sector contributes to one-sixth of the national income of 
Bangladesh. Around 80% of the total irrigated area is under 
this sector [1]. The livelihood of the people in rural areas 
depends mostly on rice cultivation. To ensure stable 
economic growth and maintain desired goals, disease-free 
rice cultivation can play an important role. So, it is evident 
that the proper cultivation of rice is a primary concern for 
Bangladesh. 

Therefore, we have come up with an automated system, 
which will contribute to the development of Bangladesh's 
agriculture sector. Our proposed system will automatically 
detect if a leaf is healthy or infected from the leaf's image. 

Our system is based on the edge computing concept. Edge 
computing places networked computing resources as close as 
possible to where data is created. Edge computing is 
associated with the Internet of Things and the application of 
small computing devices like Raspberry Pi [2]. 

We are using Raspberry Pi as our edge device. We 
process all of our data in Raspberry Pi. Raspberry Pi is a 
credit-card-sized single-board computer. It is very low in 
price. It has some GPIO pins to communicate with external 
components. Its default operating system name is Raspberry 
Pi, which is based on Debian [3]. 

We are detecting three rice leaf diseases, namely Brown 
Spot, Hispa, and Leaf Blast, because these are the most 
common rice leaf disease in Bangladesh [4]. 

 

Fig. 1. Infected Leaves (a) Brown Spot, (b) Hispa, (c) Leaf Blast 

Brown Spot is caused by Cochliobolus miyabeanus 
fungus. It causes a prominent spot on the leaves [5]. A 
species of leaf beetle named Dicladispa armigera is the 
reason for Hispa. It scrapes the upper surface of leaves and 
causes white patches [6]. Magnaporthe oryzae is a fungus 
that causes Leaf Blast disease in rice leaves. It causes grey-
green or white spots with dark green or reddish-brown 
border [7]. 

We have taken images of healthy and infected leaves 
with white backgrounds [8]. After preprocessing the images, 
we have applied machine learning algorithms to make our 
image classification model. We have tried different machine 
learning algorithms, but random forest turns out to be the 
most efficient. 

A. Internet of Things: 

Internet of Things (IoT) refers to devices embedded with 
sensors and technologies that are connected to the internet 
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for exchanging information. It can be a self-driving car, an 
automatic door, a coffee maker, a wearable device, or a 
washing machine connected to the internet for collecting and 
sharing information. Most of the time, this information 
exchanging happens without the interference of humans. In 
some cases, these devices make use of artificial intelligence 
[10]. 

B. Edge Computing: 

Edge computing is a distributed computing system that 
processes data on an edge device instead of a data center. It 
makes real-time data processing effective. This reduces 
problems with latency and connectivity. It ensures that only 
critical data will be sent over the network, and no-critical 
data will be processed on the edge device. This reduces 
latency for time-sensitive devices [11]. Since edge devices 
process data themselves, the latency is almost zero. 

C. Machine Learning: 

Machine learning is a method that enables systems to 
learn automatically from data and improve their accuracy 
over time from experience without being programmed to do 
so. It is a branch of artificial intelligence. In machine 
learning, training data is given to the learning algorithm. 
Then learning algorithm generates a set of rules from the 
pattern and feature of the data. Based on these rules, it makes 
a prediction on new data. The quality of the algorithm 
defines the accuracy of the prediction. [12]. 

D. Random Forest Algorithm: 

Random forest algorithm is a supervised learning 
technique. This is a popular machine learning algorithm for 
classification. However, it can be used for regression 
problems also. It consists of a combination of multiple 
decision trees. It uses the bagging method for training. The 
prediction of random forest is based on the majority of all the 
decision trees. Random forest eliminates the risk of 
overfitting and it takes less time for training [9]. 

E. Motivation: 

Bangladesh is the fourth-largest rice producer. Rice is 
grown on about 10.5 million hectares. Almost all of the 13 
million farm families of Bangladesh grow rice [1]. So, it is 
essential to produce good quality and quantity of rice. But 
the main problem is the disease of rice crops. Detection of 
rice plant disease has always been challenging. It requires 
constant human observations. But it is much more time-
consuming and requires more labor. 

This research presents an automatic rice leaf disease 
detection system. It detects if any of the crops are infected by 
disease or not. This will make the life of farmers easier, 
reduce the cost of labor and save time. Our proposed system 
is cost-friendly also, as we are using Raspberry Pi, a cheap 
microcomputer. 

F. Research Paper Outline: 

Our research paper has six sections. The sections and 
their contents are as follows: 

• Section 1: Introduction.  This section gives the 
overview, objectives, and motivation of our research 
report. 

• Section 2: Literature Review. This section presents a 
concise survey of different image processing and 
machine learning operations applied in rice leaf 
disease detection. 

• Section 3: Methodology. This section gives an 
overview of the working process. 

• Section 4: Implementation. This section presents our 
proposed work for rice leaf disease detection. It 
describes the detailed methodology of our proposed 
work. 

• Section 5: Results and Discussion. This section 
presents the results we have achieved. 

• Section 6: Conclusion. The summary and scope of 
our research report has been discussed here. 

II. LITERATURE REVIEWS 

In [13], the image is treated as a matrix of M rows and N 
columns. Their work extracted color texture using 
chromatography concepts of CIE XYZ color space. They 
have extracted color features using CIE L*a*b* color space. 
They used those features to form a simple metric indicating 
the roundness of the spot. They have achieved 70% accuracy 
with 50 sample images. 

Authors in [14] divided their work into two phases. First, 
they prepare the healthy leaf image using HS histogram, and 
then they prepare diseased leaf image by extracting 
significant colors. After that, they have used image 
segmentation to apply the outlier detection method. 

Q. Yao et al. [15] used Support Vector Machine (SVM) 
for detecting rice diseases. The achieved accuracy is 97.2%. 
After segmenting the diseased spot from the image, shape 
and texture features were extracted from the spot. Bacterial 
leaf blight, rice sheath blight, and rice blast disease were 
classified using SVM. 

Orillo et al. [16] used 55 images for Bacterial leaf Blight, 
37 images for Brown Spot, and 42 images for Rice Blast. 
After reducing noise and contrast adjustment, image 
segmentation was done for feature extracting. Then the back-
propagation neural network is applied for the classification. 

In this [17], 300 images were used for classification. 
After converting the image to HSV color format, K-Means 
clustering is used for image segmentation. Statistical features 
such as Mean Value, Standard Deviation, and GLCM are 
calculated for feeding to artificial neuron network (ANN). 
90% and 86% accuracy achieved on test dataset for the 
infected and healthy images, respectively. 

Research work in [18] used two datasets. One has 48 
images, and another has 23 images. They have used the 
Simple Linear Iterative Clustering (SLIC) algorithm for 
over-segmentation of images. They extracted three features, 
namely color, shape, and texture. They have extracted texture 
from Gray Level Co-occurrence matrix (GLCM). They have 
used Random Forest classifier for classification. 

The authors of this [19] paper used K-means clustering 
for the segmentation of the diseased area of the rice leaves. 
For classification, they used the Support Vector Machine 
(SVM). They achieved 93.33% accuracy on the training data 
set but 73.33% accuracy on the test dataset. 
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The author in [20] used fermi energy-based segmentation 
to extract the infected parts from the images. The shape of 
the infected part was extracted using the DRLSE method. To 
reduce computation time, they have used rough set theory. 

III. METHODOLOGY 

The methodology of the research work can be divided 
into five steps. They are image preprocessing, image 
segmentation, feature extraction, training model, and 
detecting healthy and infected leaves in Raspberry Pi. Block 
diagram of the system is shown in Fig. 2. 

 

Fig. 2. Block Diagram 

The system architecture of our proposed system is shown 
in Fig. 3. 

 
Fig. 3. System Architecture 

IV. IMPLEMENTATION 

We are working with an image dataset [8] from Kaggle. 
The dataset is not well sorted. In the healthy folder, there are 
some infected leaf images, and in the infected folder, there 
are some healthy leaf images. After separating them, we 
discovered a lower number of healthy leaf images than 
infected leaf images. Furthermore, the picture sizes are not 
consistent. 

As we have to make an image classification model which 
can be run on Raspberry Pi, we are not classifying individual 
diseases. We will just find out if the leaf is infected or not. 
That is why we have labeled our dataset in two classes called 

infected and healthy. For the training dataset, we have taken 
310 infected leaf images and 190 healthy leaf images. 
Furthermore, we have taken 50 infected leaf images and 30 
healthy leaf images for the testing dataset. All of the images 
were selected at random. 

A. Components 

1) Raspberry Pi 3 Model B v1.2: We are using 
Raspberry Pi as our edge device. It is packed with Quad-
Core 1.2GHz 64bit CPU. It comes with 1GB of RAM. The 
classification of the leaves is done on Raspberry Pi. 

2) Raspberry Pi Camera Board v1.3: We will use a 
camera module to capture rice leaves images for detecting 
purposes. It is a 5MP resolution camera. The camera module 
can be connected to Raspberry Pi through the CSI Camera 
Port of Raspberry Pi. 

B. Creating Model 

We are creating an image classification model which can 
be run on Raspberry Pi. For that reason, we are not going to 
use complicating filters and image processing methods. Our 
goal is to get higher performance with a lesser computational 
load. 

1) Image Preprocessing: For reducing computation 
time, we have resized the images to 256 × 256 pixels. Then 
we have changed the color format of images from RGB 
color format to HSV color format. Because it is easier to 
separate colors in HSV color format. HSV represents Hue, 
Saturation, and Value part of an image. The output is shown 
in Fig. 4. 

 

 
Fig. 4. (a) Image in RGB Format, (b) Image in HSV Format 

2) Image Segmentation: After that, we have removed 
the background from the images. For that, we have 
performed image segmentation. In segmentation, we have 
first made a mask that will extract green color from the 
images, shown in Fig. 5. 

 
Fig. 5. The output of the green mask 
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Then we have made another mask that will extract 
brown color from the images, shown in Fig. 6. 

 
Fig. 6. The output of the brown mask 

After that, we have combined these two masks, which 
will extract leaf from the images. After applying 
segmentation, the output image becomes like in Fig. 7. 

 
Fig. 7. The output of the final mask 

3) Feature Extraction: We have used three feature 
descriptors to extract features from the images. For 
extracting color features, we have used Color Histogram. 
The color distribution in an image is represented by a 
histogram. Calculating an image's histogram is extremely 
useful because it offers insight into some of its properties, 
such as total range, contrast, and brightness. We have used 
Hu Moments for extracting shape features. A weighted 
average of the image pixel intensities is used to measure the 
image moment. Hu moments are moments that are not 
affected by translation, scaling, or rotation. Texture features 
were extracted using Haralick. A Gray Level Co-occurrence 
Matrix, or GLCM, is used to compute Haralick texture 
features. Haralick Texture is a texture-based approach for 
quantifying images. 

4) Training Model: We have trained our model with six 
machine learning algorithms. All the models are validated 
using the 10-Fold Cross-Validation technique. The 
algorithms are, 

a) Random Forest [RF] 

b) Naïve Bayes [NB]. 

c) Decision Trees [DT]. 

d) Logistic Regression [LR] 

e) K Nearest Neighbors [KNN]. 

f)  Support Vector Machine [SVM]. 
 

A comparison of the machine learning algorithms is 
shown in Fig. 8. We can see that Random Forest has 

performed the best. That is why we have trained the whole 
dataset with the Random Forest algorithm. 

 
Fig. 8. Comparison of machine learning algorithms. 

5) Detecting Healthy and Infected Leaves: Our main 
focus of this research is to implement edge computing 
concept in rice leaf disease detection. That is why after 
training our image classification model, we have exported 
the image classification model. Then we have transferred 
the image classification model to our Raspberry Pi. Then we 
have executed our program. We could detect healthy and 
infected leaves with our system without any hassle. We have 
shown in Fig. 9 and Fig. 10. 

 
Fig. 9. Classified as Healthy 

 
Fig. 10. Classified as Infected 
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V. RESULTS AND DISCUSSION 

A. Model Accuracy 

After performing prediction on our test dataset, we 
achieved an impressive 97.50% accuracy. The classification 
report of our image classification model is given in Table I. 

TABLE I.  CLASSIFICATION REPORT 

 precision recall f1-score support 

healthy 0.94 1.00 0.97 30 
infected 1.00 0.96 0.98 50 

 
micro avg 0.97 0.97 0.97 80 

macro avg 0.97 0.98 0.97 80 
weighted 

avg 
0.98 0.97 0.98 80 

 
The confusion matrix of our image classification model is 

shown in Fig. 11. 

 

Fig. 11. Confusion Matrix 

B. Raspberry Pi Performance 

As a microcomputer, the performance we are getting 
from Raspberry Pi is pretty good. A total of 80 images were 
used to test the performance. We compared the performance 
of Raspberry Pi with a computer having a Hexa-Core 
3.6GHz 64bit CPU and 8GB of RAM. Comparison of 
performance between Raspberry Pi and Computer is shown 
in Table II. 

TABLE II.  PERFORMANCE COMPARISON 

 Average time to classify one image 

Raspberry Pi 0.20 sec 

Computer 0.02 sec 

 

C. Discussion 

This paper has introduced the use of edge computing in 
agriculture. To the best of our knowledge, we are not aware 
of any other work in this field relating to edge computing. 
We are able to successfully identify healthy and infected 
leaves with the help of our system. We have got a good 
amount of accuracy from our image classification model. As 
an edge device, the performance of our system is promising. 
As we are classifying the images in our edge device, it will 
reduce the problems related to latency and connectivity. 

We have randomly taken 30 images. Out of 30 images, 
only 4 images were the image of infected leaves. So, it can 
be said that our system can reduce approximately 86.66% of 
data transmission cost which will improve the latency. 

VI. CONCLUSION AND FUTURE SCOPE 

A. Conclusion 

Rice leaf diseases can cause a significant amount of loss 
to the agriculture sector.  This paper presents a system that 
will detect healthy and infected leaves automatically. 

Many types of research have been done on detecting rice 
leaf diseases. But most of them use server-side data 
processing. The cost of a server is not cheap. That is why we 
have proposed a system that will classify the images on an 
edge device. We are using Raspberry Pi as our edge device, 
which is low in cost and power consumption. Our system can 
classify a leaf within 0.18 sec to 0.25 sec, and the accuracy 
of our image classification model is 97.50%. We are pleased 
with the performance of our system. 

We hope our system will contribute a little to the 
advancement of the agriculture sector. The work has 
significant economic importance for Bangladesh. 

B. Future Scope 

Our current image classification model is built with 
machine learning. In the future, we are thinking of 
implementing deep learning for detecting leaf diseases. 
Currently, we are classifying all diseases as infected. 
Nevertheless, for future work, we plan to classify each 
disease by its name. 
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On the Event Reporting of Intra/Inter-Cluster Sensor 

Networks

 

 

 

 

 

 

 

 

 

 

 

 

Abstract— Many protocols have been proposed to reduce 

energy consumption in wireless sensor networks and 

extend their lifetime. One of the most efficient class of 

these protocols is known as cluster-based routing 

protocols. In this paper, we consider a key issue that 

impacts the performance of this class of protocols. We call 

it Intra/Inter-Cluster Event-Reporting Problem (IICERP). 

We show that IICERP significantly degrades the 

performance of cluster-based routing protocols. 

Accordingly, we propose an efficient solution for IICERP 

(SIICERP). Thorough simulations have been conducted to 

show the performance of different cluster-based protocols 

with and without SIICERP. The simulations showed that 

SIICERP significantly improves the performance of 

cluster-based routing protocols. 

 

Keywords—Cluster-based networks; Routing protocols; 

Wireless sensor networks; SIICERP  
 

I. INTRODUCTION  

Wireless Sensor Networks (WSNs) consist of a large number 

of tiny and smart devices called sensor nodes [1-3]. Sensors 

are randomly deployed in remote areas for monitoring 

purposes [4]. In WSNs, the main task of deployed nodes is 

collecting data from the sensed region and transmitting it to 

the base station (BS) or the sink node through predefined 

channels [5-6]. Energy constraint is considered as the most 

disturbing issue to many researchers in the field of WSNs [7-

8]. Sensor nodes consume a lot of energy due to sensing 

information, processing data, transmitting and aggregating 

data. Indeed, the main source of power in these nodes is the 

battery which is almost impossible to be changed or recharged 

after the nodes deployment in the network [9-10]. Therefore, 

well-designed protocols for data collection in WSN are needed 

to reduce the energy consumption in the network and so 

extending the lifetime of the network [11-13]. Different 

energy-aware data collection schemes (i.e., routing protocols) 

have been proposed for WSNs. These protocols can be 

classified into three main categories; flat-based routing 

protocols [14-16], tree-based routing protocols [17-18], 

cluster-based routing protocols [19-26]. In this paper, we 

mainly considered the cluster-based protocols which have 

proven to be the most energy efficient routing protocols [19-

26]. In this type of protocols, there are some nodes that have a 

unique identification over the others. There are two types of 

nodes: normal nodes and Cluster Head (CH) nodes. The 

network is divided into many groups called clusters. Each 

cluster contains one CH node and a number of normal nodes. 

All of the normal nodes in any cluster transmit their sensed 

data to their CH which is responsible of aggregating the 

overall data and transmitting it to the BS. Clustering may be 

fixed or variable. In fixed clustering protocols, the clusters are 

formed after the deployment of the nodes and they still the 

same until the end of the network lifetime. The role of CH is 

rotated among all nodes in each cluster. In variable clustering 

protocols, the lifetime of the network is divided into multiple 

rounds. New clusters are formed in the beginning of each 

round. There are some protocols that use a third type of nodes 

called Relay Nodes (RNs) which are responsible of receiving 

data from CH nodes and then transmitting it to BS. Cluster-

based routing protocols efficiently save the energy in WSNs.  

All cluster-based routing protocols have a key issue which 

severely drains the batteries of the nodes. We call this problem 

as Intra/Inter-Cluster Event-Reporting Problem (IICERP). 

This problem appears on two levels; intra transmission and 

inter transmission levels. In first one, if an event occurs in a 

certain region in the network, then more than one node from 

the same cluster or different clusters may report on this event 

by sending similar data packets to their CHs. In the second 

one, if an event occurs in a certain region in the network, then 

more than one CH node may report on this event by 

transmitting similar data packets to the BS.  

In this paper, we propose an efficient solution to IICERP 

problem (SIICERP) which improves the performance of 

cluster-based routing protocols. SIICERP aims at reporting on 

an event by no more than one normal node and no more than 

one CH node. SIICERP is compatible with cluster-based 

routing protocols. In order to evaluate the performance of 

SIICERP, we integrate into two cluster-based routing 

protocols. One of them uses fixed clustering scheme and the 

other applies variable clustering scheme. The simulation 

results show that SIICERP significantly saves energy and so 

extends the lifetime of the network. However, the rest of the 

paper is organized as follows. Section II presents some related 

work. Section III presents and explains SIICERP. In section 
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IV, we conduct simulations to evaluate the performance of 

SIICERP. Finally, concluding remarks are drawn in section V. 

II. RELATED WORK 

Many cluster-based routing protocols have been proposed in 

literature [19-26]. However, in our work, to show the effect of 

the proposed solution, we consider only two cluster-based 

protocols proposed in [19] and [20]. We select these protocols 

since one of them is based on variable clustering scheme [19] 

and the other is based on fixed clustering scheme [20]. In [19], 

the authors proposed the first and the most popular cluster-

based routing protocol called Low Energy Adaptive 

Clustering Hierarchy (LEACH). The overall network lifetime 

in this protocol is divided into time slots called rounds. Each 

round contains one short setup phase followed by one long 

steady state phase. In the setup phase, selecting CH nodes and 

forming clusters take place. Selecting CH nodes is done in 

randomness probabilistic form. Each node in the network 

generates random number between 0 and 1. Then by 

comparing this generated number with predefined threshold 

value, this node will be either a CH or normal node. Then, CH 

nodes send advertisement messages for all nodes in the 

network based on carrier sense multiple access (CSMA) 

protocol to inform them that they were elected as CHs. These 

messages contain the locations of elected CH nodes. Normal 

nodes will choose their CHs based on the strength of the 

received message signals. Each node sends join message to the 

nearest CH to inform it that it is a member of its cluster. 

Accordingly, the clusters are formed. In general, the clusters 

contain different numbers of member nodes. In order to 

organize data transmission of member nodes in each cluster, 

CH nodes create time division multiple access (TDMA) 

schedules. Then, they broadcast these schedules for their 

member nodes to tell them when each node must transmit its 

sensed data. Each TDMA schedule is divided into equal time 

slots. The number of time slots equals the number of member 

nodes in the cluster and the duration of each slot is the time 

needed by each node for transmitting its data packet. By this 

step, the setup phase ends and the steady state phase starts. 

The steady state phase is broken into time slots called frames. 

The number of these frames equals the largest number of 

member nodes exist in a cluster. Each member node in any 

cluster transmits its data packet to its CH node in its own 

frame. The CH then aggregates these packets with its own 

sensed data and transmits the aggregated data packet to the 

BS. CHs transmit data towards BS based on CSMA protocol.  

 

In [20], an energy efficient routing protocol named Load 

Balancing Cluster Head (LBCH) was proposed. This protocol 

uses fixed clustering scheme where each cluster contains one 

RN, one CH node, and member nodes. The CH collects data 

packets from member nodes, aggregates them, and transmit 

these packets to the RN. In a multi-hop routing, RNs transmit 

to the BS the collected data in each cluster. The network 

lifetime in this protocol is broken into one short setup phase 

and one long steady state phase. In setup phase, the BS 

broadcasts a hello message for all nodes in the network. Then, 

each node sends its location and energy level to the BS. The 

BS then divides the network area into equal size subfields 

called clusters. The length and the width of each cluster are no 

longer than a predefined threshold distance. After that, the BS 

selects for each cluster one RN and one CH node (i.e., initial 

CHs and RNs). The role of RN requires consuming a lot of 

energy since it receives the overall data packets in the cluster 

and transmits them to the next RN. Hence, to minimize the 

energy consumption of these nodes, selecting RNs is done by 

calculating the magnitudes of nodes in each cluster. The 

magnitude of a node is linearly proportional to the node's 

energy and inversely proportional to its distance to the BS. 

The node that has the largest magnitude in each cluster will be 

selected as RN for that cluster. After selecting RNs, the BS 

defines the routing paths and sends to each RN the next hop 

RN. Choosing a CH for each cluster is done by the BS based 

on the weight of each node. For the following rounds, the role 

of RNs and CHs rotates among all nodes in the cluster which 

ensures load balancing between nodes. The node that was 

selected as RN in the previous rounds will not be selected as 

RN in the current round. Moreover, the node that was selected 

as CH in the previous rounds will not be selected as CH for 

the current round. After that all nodes in the cluster have 

played the role of RN and CH for once and consequently the 

same procedure for choosing RNs and CHs will be repeated. 

After that, the BS creates TDMA schedules for the nodes in 

each cluster in order to organize data transmission between 

nodes and CH. Moreover, to organize data transmission 

between each cluster and the BS, the BS assigns a unique 

CDMA code for each cluster. By this step, the setup phase 

ends and the steady state phase starts. The steady state phase is 

divided into equal frames called rounds. Each round is divided 

into number of time slots that is equal to the largest number of 

sensor nodes exist in a cluster plus an extra time slot that is 

reserved for controlling purposes of the following round. Each 

member node transmits its data packet in its time slot to the 

corresponding CH. The CH aggregates the overall data 

packets and transmit them to the corresponding RN in its 

cluster. In a multi-hop routing manner, RNs transmit the 

collected data from their clusters to the BS. In the extra time 

slot, the BS chooses a new CHs and RNs for the following 

round and broadcasts them for the nodes before the starting of 

the next round. 

III. THE PROPOSED SOLUTION: SIICERP  
 

A) Main Idea  

 

The SIICERP is mainly based on the fact that if there is a 

group of sensor nodes that their sensing regions are 

overlapped, then they will unnecessarily send similar packets 

to report on an event occurs in the intersection region. The 

sensing region of a node is the region around the node where 

if an event occurs within it, the node will sense that event. The 

radius of the sensing region is called the sensing range Rs of a 

node [27]. Figure 1 shows a group of sensor nodes that will 

generate similar data packets while sensing the same event.  
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Figure 1. Group of sensor nodes generate similar data packets to 

report on the same event 
 

Accordingly, SIICERP aims at reporting on any event by only 

one packet generated by one node such that saving energy in 

the network as well as achieving the load balancing in the 

network. To achieve the objective of SIICERP, firstly, it 

requires that if an event occurs in a certain region, then the 

node with the highest energy (among all the nodes from the 

same cluster or different clusters that sense the same event) 

will report on this event by sending a packet to its 

corresponding CH. Secondly, the transmission of this packet 

should be done over at least 2Rs range such that all the 

possible nodes that could sense this event will know that there 

is a node has higher energy than them and it reports this event 

instead of them. This means that a well-designed TDMA 

schedule is needed to satisfy the following requirements that 

are considered in the design of SIICERP: 

 

• The sensor nodes (from the same cluster or different 

clusters) that may sense the same event should be 

assigned different time slots. This is required to allow 

these nodes to hear the transmission of each other and 

hence avoid sending similar packets and so reducing the 

energy consumption. 

• The sensor node that has higher residual energy should be 

assigned the lower time slot index. This is required to 

ensure that the event is reported by the node that has the 

highest residual energy among its neighbors so load 

balancing is satisfied.   

 

B) Design of SIICERP 

 

SIICERP can be integrated into any cluster-based protocol as 

follows: 

 

• In the setup phase of each round, the CHs are chosen 

and the clusters are formed based on the used cluster-

based routing protocol. Each CH informs the BS the 

position and the residual energy of each member of its 

cluster. 

• To prevent interference between transmissions from 

different clusters, the BS generates a unique CDMA 

code for each cluster. All the nodes of one cluster use 

the same code for transmission. 

• The BS runs an efficient TDMA scheduling algorithm 

(discussed in the next section) that determines the 

transmission time for each node in the network.  

• Finally, the BS announces the generated TDMA 

schedule to all nodes in the network using a predefined 

CDMA code. This TDMA schedule must be followed 

by all the nodes during the steady state phase. Based on 

this TDMA schedule, each node will know at which 

time slot (call it sending slot) and on which CDMA 

code it should send packets. Additionally, it will know 

at which time slots (call them listening slots) and on 

which CDMA codes it should listen. Now, if a node 

senses an event and the time of its sending slot becomes 

without receiving any announcement about the same 

event, then the node will report this event. Otherwise, at 

the moment of receiving any announcement about the 

event, the node ignores this event and turns off its 

transceiver electronics to save its energy. 

 

In a nutshell, SIICERP is compatible with cluster-based 

routing protocols since it only requires a modification on the 

TDMA schedule of the routing protocol such that each node 

knows its sending slot and listening slots.    

 

C) TDMA Scheduling Algorithm (TSA) 

 

The TSA is illustrated in the following steps: 

 

Step1:  The BS creates for all nodes in the network an 

initial TDMA schedule based on the residual energy in 

each node whereas the first time slot is assigned for the 

node that has the highest energy level in the network and 

the second time-slot is assigned for the node that has the 

second energy level and so on.  The length of the initial 

TDMA schedule is impractical; it equals to the number of 

the nodes in the network. Therefore, in the next steps, the 

length of the initial TDMA will be reduced by assigning 

one time-slot for different nodes.  

Step2: Initially, each node is assigned a Flag Number 

(FN) equals to the index of its time-slot assigned in Step1. 

Step3: Starting from the node with FN=1, the FNs of all 

its neighbors (within 2Rs range) are changed to 1. 

Similarly, for the neighbors of the node with FN=2, their 

FNs are changed to 2. This process is done for all nodes 

and the FN of a node should not be changed more than 

once in this step. In this step, for example, the first time 

slot is assigned for the node that has originally FN=1 and 

no one of its neighbors (that their FNs changed to 1) can 

use this slot for transmission. 

Step4: Starting from the second time-slot, if the node in 

the second time-slot and the node in the first time-slot are 

not neighbors and not members of the same cluster, then 

the node in the second time-slot is moved to the first time-
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slot and its FN is changed to 1 as well as the FNs of all its 

neighbors are changed to 1 instead of 2. This process is 

repeated for all nodes. To generalize this step, there are 

two cases should be clarified: 
 

• If the node has FN equals to the index of its time-slot, 

this means that its FN was not changed and no 

neighbor in the previous time-slots. Therefore, it 

checks if it is possible to move to one of the previous 

time-slots (starting from the first one); if there is no 

member from the same cluster in the checked time-

slot, then it can be move to it. Otherwise, it cannot be 

moved.  

• If the FN of the node does not equal to the index of its 

time-slot, this means that there is a neighbor in the 

time-slot of index equals to FN (that has higher 

energy). Therefore, the checking process should start 

from the time-slot of index equals to FN+1. 

IV. PERFORMANCE EVALUATION  

In this section, we analyze and evaluate the performance of 

our proposed solution, namely, SIICERP. We evaluate the 

performance of the protocols proposed in [19] and [20] with 

and without SIICERP. Thus, respectively, we use the names 

SIICERP-LEACH and SIICERP-LBCH to refer to the 

LEACH and LBCH protocols with SIICERP. Table I presents 

some common simulation parameters used in [19] and [20].  

 

TABLE I. THE COMMON SIMULATION PARAMETERS 

  
To evaluate and compare the performance of SIICERP-

LEACH and LEACH protocols, we conduct several 

simulation scenarios. Figure 2 shows the result of one 

simulation scenario. In this scenario, the number of simulation 

rounds is 1000 and the location of one event is randomly 

generated per round (i.e., the total number of generated events 

during the simulation time is 1000 events). In this scenario, we 

want to focus on one part of IIER problem, which is sending 

similar packets from normal nodes to their CHs to report same 

events. Therefore, we change the number of all nodes in the 

network and keep the average number of CHs fixed. This is 

done by selecting the proper percentage of CHs (p) for each 

number of nodes; p=0.1 for 100 nodes, p=0.034 for 300 nodes, 

p=0.02 for 500 nodes, and p=0.0143 for 700 nodes. Figure 2 

shows that, in SIICERP-LEACH protocol, the total number of 

sent packets to CHs equals to the total number of events (i.e., 

1000 events). However, the figure shows that the effect of 

IIER problem (i.e., sending more similar packets to report one 

event) on the performance of LEACH protocol severely 

increases with increasing the number of nodes in the network. 

This is because increasing the total number of nodes in the 

network will increase the density of the nodes around each 

event which means more similar packets will be unnecessarily 

sent to CHs to report the same event. 

 

Figure 3 shows the results of another simulation scenario. In 

this scenario, we try to show the effect of the second part of 

IIER problem (i.e., sending similar packets from different CHs 

to the BS in order to inform about the same events). 

Therefore, we fix the number of nodes to be 300 and change 

the average number of CHs (i.e., by changing the percentages 

p of CHs). In this scenario, the number of simulation rounds is 

1000 and the location of one event is randomly generated per 

round. It can be shown from this figure that the performance 

of SIICERP-LEACH is fixed (i.e., total number of sent 

packets to BS equals to the total number of events). On the 

other hand, the performance of LEACH degrades with 

increasing the percentage of CHs. This is because increasing 

the number of CHs means more overlapped clusters and so 

more different CHs report the same event.  To show the effect 

of SIICERP on the overall performance of LBCH protocol, we 

conduct a third simulation scenario. In this scenario, the 

percentage of clusters is 0.05 and the locations of events per 

round are distributed on a grid shape. The results of this 

simulation scenario are shown in Figure 4. From this figure, 

we can see that SIIER effectively improves the performance 

of LBCH protocol. 

V. CONCLUSION 

In this paper, we proposed an efficient solution for a problem 

in cluster-based routing protocols for WSN, namely, 

SIICERP. We called this problem intra/inter-cluster event-

reporting problem. By integrating SIICERP solution into 

cluster-based protocols, only one packet will be sent by one 

node (with the highest energy) to report on an event instead of 

reporting on the event by many packets sent by different 

neighbor nodes.  Accordingly, SIICERP results in saving 

energy and achieving load balancing in WSNs. 
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Abstract—Event reporting in Wireless Sensor Networks (WSNs) 

has always been a major challenge in terms of energy 

consumption. Event reporting requires sensing the event and 

sending a reporting packet from the sensor to the centralized 

base station (BS). However, sensor’s energy is limited and stored 

in a non-rechargeable battery. Therefore, several event-reporting 

(or data collection) protocols have been proposed to improve 

energy consumption in WSNs, and consequently, to extend their 

lifetime. In this paper, we propose an efficient event reporting 

protocol for WSNs which mainly aims at reporting any event by 

no more than one sensor node such that energy saving is satisfied 

in the whole network. To achieve this goal, our proposed protocol 

is mainly based on the following features: it is a cluster-based 

protocol, it is a multi-hop routing protocol, it applies distributed 

data aggregation, and it employs variable clustering and cluster 

head selection. Simulations show that our proposed protocol 

significantly extends the lifetime of WSNs compared to other 

related protocols. 
 

Keywords—Event Reporting; Cluster-based; Data Aggregation; 

Multi-hop Routing; WSNs; ERP-DDA 

I. INTRODUCTION  

To monitor a wide region via a WSN, the sensors are 

randomly distributed over this region [1-2]. The function of 

the sensors is summarized as follows: sensing the surrounding 

environment, converting the sensed information into data 

packets, and sending the data packets over a wireless channel 

to a base station (BS) [3-5]. Even though WSNs have different 

important and useful applications, they have many issues and 

challenges [6-7]. In this paper, we consider the issue of energy 

constraint in WSNs. In sensors, the main source of energy is a 

non-rechargeable battery which almost cannot be changed 

after the deployment of the sensors in the network [8-9]. 

Accordingly, several energy-aware data collection protocols 

(i.e., routing protocols) for WSNs have been proposed in the 

literature [7-12]. The cluster-based protocols have been 

proven to be efficient energy-aware routing protocols for 

WSNs [13-20]. Therefore, in this paper, we mainly consider 

this category of protocols. According to this type of protocols, 

the nodes are grouped into many clusters. For each cluster, 

there is one Cluster Head (CH) and different number of 

normal nodes. The normal nodes in each cluster send their 

data to their corresponding CH. After that, each CH 

aggregates the overall data (i.e., removes redundancy in the 

collected data) and sends it to the BS. The network lifetime is 

divided into time intervals called rounds. The formation of 

clusters may be done in a variable manner as in [13] (i.e., it is 

changed every round) or in a fixed manner as in [14] (i.e., the 

clustering is done after sensors deployment and it is not 

changed during the network lifetime).  

 

After studying different event reporting and data collection 

protocols proposed for WSNs, we have determined some of 

their elegant features that could be employed to propose a new 

energy-aware event reporting protocol for WSNs. These 

features mainly are the cluster-based, the multi-hop, and the 

variable clustering.  In addition to these features, we found 

that most cluster-based routing protocols (fixed or variable 

clustering) have a critical problem that severely degrades their 

performance in terms of energy saving. We call this problem 

as Intra/Inter-Cluster Event-Reporting Problem (IICERP). 

This problem appears on intra transmission and inter 

transmission levels. In the intra transmission level, if an event 

occurs in a certain area in the WSN, then different nearby 

nodes from the same cluster or different clusters will 

unnecessarily send similar packets to their CHs in order to 

report this event. In the inter transmission level, if an event 

occurs in a certain area in the network, then more than one 

nearby CH will unnecessarily send similar packets to inform 

the BS about the event.  

 

To this extent, we present the works that are quite related to 

our proposed protocol. In [18], the Load Balancing Cluster 

Head (LBCH) protocol was proposed. LBCH applies fixed 

clustering technique. Each cluster has one CH node, one Relay 

Node (RN), and many member nodes. The member nodes, in 

each cluster, sense the events and then send reporting packets 

to their corresponding CH. After that, the CH aggregates the 

received packets and resends these packets to the RN. In a 

multi hop manner, RNs send to the BS the received packets. 

According to this protocol, the lifetime is divided into setup 

phase and steady state phase that is divided into time periods 

called rounds. In the setup phase, the BS sends a hello 

message to all nodes in the network. After that, the nodes send 

their locations and energy levels to the BS. Then, the BS 

divides the network area into subfields called clusters. These 

clusters are fixed over the lifetime of the network. After that, 
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the BS, chooses one RN and one CH node for each cluster. 

The selection of the RN and CH is based on two calculated 

values called magnitude and weight, respectively. Thereafter, 

the BS determines for each RN the next hop RN.  For the 

following rounds, the selection process of RNs and CHs is 

repeated in each round to ensure load balancing in the 

network. In [19], the Round-Robin Cluster Header (RRCH) 

protocol was proposed. The RRCH is a fixed clustering 

protocol which achieves load balancing and a high energy 

efficiency in WSNs. In the setup phase, clustering process is 

performed only once. In the steady state phase, there is no 

RNs selection. However, for each round, the selection of CH 

nodes for each cluster is done according to round robin 

method. In [20], the first fixed clustering routing protocol 

based on a well-known protocol Low Energy Adaptive 

Clustering Hierarchy (LEACH) was proposed. The new 

protocol is called LEACH-F. The clusters are constructed 

during the setup phase by applying a centralized cluster 

formation algorithm. In the steady state phase, the CHs 

selection is done in a round robin manner. In [21], the 

dynamic round time-based fixed LEACH scheme (we call it 

Adaptive LEACH-F) was proposed. Its main idea is to reduce 

the problem of the fixed round time in LEACH-F. The round 

time in the Adaptive LEACH is adaptively changed according 

to the current energy of the member nodes (not to their initial 

energy) and the total energy consumption in the cluster for 

that round. This leads certainly to reducing the possibility of 

early death of CHs in addition to extending the network 

lifetime.   
 
In [22], the Adaptive Energy-aware Fixed Clustering Protocol 

(AEA-FCP) was proposed. This protocol is based on adaptive 

fixed clustering. In the setup phase, the network is divided into 

a number of clusters that are fixed during the network lifetime. 

In the steady state phase, the RNs route over a multi-hop path 

the aggregated data from the CHs to the BS. The selection of 

RNs and CHs is performed in each round based on the 

residual energy in the nodes. The CH and RN in a cluster 

switch their roles if their residual energy is less than certain 

percentages of the average residual energy of the cluster when 

they start working as CH and RN nodes. AEA-FCP is 

evaluated under two scenarios; continuous availability of data 

and event-based availability of data. In [23], the Self-incentive 

and Semi Re-clustering (SISR) protocol was proposed. It is a 

fixed clustering protocol. In the setup phase, each node in the 

network elects itself as a candidate CH with probability P and 

then broadcasts an ADVERTISE_MESSAGE with the initial 

radio range Ri. Then, the node gradually increases Ri until it 

receives at least one ADVERTISE_MESSAGE from other 

nodes. Accordingly, the node checks the probability (P) values 

of other nodes. If one of the nodes has higher value of P, it 

considers this node as its CH. Otherwise, the node gives up 

the competition. The selected CHs send an 

INVITE_MESSAGE and wait for a feedback from the normal 

nodes. When the normal node finds its CH, it sends a 

JOIN_REQ_MESSAGE to its CH to inform it about its 

decision. After the construction of clusters, each CH 

determines its CH sequence based on the signal strength of 

JOIN_REQ_MESSAGE from the normal nodes in its cluster. 

In the steady state phase, HEARTBEAT_MESSAGEs are 

broadcasted by the CHs to their member nodes. The member 

nodes that do not respond by HEARTBEAT_ACK_MESSAGE 

are considered as dead nodes. However, alive nodes send their 

HEARTBEAT_ACK_MESSAGEs that include their incentive 

values to be CHs. 
 
In this paper, we propose an Event Reporting Protocol Based 

on Distributed Data Aggregation (ERP-DDA) for WSNs. The 

design of ERP-DDA is based on the good features of related 

protocols. In particular, it is a multi-hop and variable 

clustering protocol as well as it considers and solves the 

problem of IICERP via distributed data aggregation. For 

distributed data aggregation, we propose an algorithm which 

strictly implies that any node senses an event should, first, 

listen to its neighbors which have higher residual energy and 

could sense the same event. Then, if the node hears that one of 

its neighbors reported the same event, it will ignore this event 

and will not send any packet to report the event. Therefore, the 

redundancy in packet reporting is removed in a distributed 

manner (i.e., distributed data aggregation). The process is not 

as in most cluster-based protocols where data aggregation is 

centralized (i.e., it is only done by the CH in each cluster). 

Hence, distributed data aggregation ensures that any event is 

reported by no more than one sensor. This leads to reducing 

the energy consumption and extending the network lifetime. 

Simulation results show that ERP-DDA significantly saves 

energy and so extends the network lifetime compared to other 

related protocols. It is worthwhile to mention that the novelty 

of our work can be summarized as follows: to the best of our 

knowledge, no previous work considered the integration of 

multi-hop feature, variable clustering feature, and specifically 

the problem of IICERP into one protocol. However, the rest of 

the paper is organized as follows. Section II presents and 

explains ERP-DDA. In Section III, we conduct simulations to 

evaluate and compare the performance of ERP-DDA with 

other protocols. Finally, concluding remarks are drawn in 

Section IV. 
 

II. ERP-DDA Protocol 
 
The ERP-DDA mainly aims at reducing the energy consumed 

for reporting events in WSN in order to extend the network 

lifetime. The main features of ERP-DDA that help in 

achieving this goal are summarized as follows: it is a variable 

clustering and multi-hop protocol as well as it considers and 

solves IICERP problem. These features are explained by 

presenting the design of ERP-DDA.  
 
A) ERP-DDA Design 
 
According to ERP-DDA, the network lifetime is divided into 

multiple time intervals called rounds. Each round is divided 

into setup phase and steady state phase. In the setup phase of 

each round, the following steps are executed: 

Step 1: All the alive nodes send to the BS its identification 

number, residual energy, and position (assuming the nodes 

have GPS or they apply a localization algorithm). 
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Step 2: The BS runs the algorithm proposed in LEACH 

protocol [20] for CHs selection. Other algorithms can be 

employed but in our work, we select the one proposed in 

LEACH protocol [20] because it is an energy efficient and 

satisfies load balancing.  

Step 3: The BS runs Dijkstra’s algorithm [24] to find the best 

route (in terms of minimum energy) between each CH and the 

BS through other CHs. 

Step 4: The BS divides the nodes into clusters where each 

node is associated to the nearest CH. To prevent interference 

between transmissions from different clusters, the BS 

generates a unique CDMA code for each cluster. All the nodes 

of one cluster use the same code for transmission. 

Step 5: To solve the problem of sending more than one packet 

in order to report the same event (we call this problem as 

IICERP), the BS runs our proposed algorithm called Listening 

and Sending Scheduling Algorithm (LSSA) that is explained 

in the next subsection. This algorithm generates a Time 

Division Multiple Access (TDMA) schedule that is followed 

by all nodes during the steady state phase. Based on this 

schedule, each node knows at which time slot (we call it 

sending slot) and on which CDMA code it will send its 

packets. Also, it knows at which time slots (we call them 

listening slots) and on which CDMA codes it will listen to 

other nodes. At this point, if a node senses an event and the 

time of its sending slot passes without receiving any 

announcement from its neighbors about the same event, then 

the node will report this event. Otherwise, at the moment of 

receiving any announcement about the event, the node ignores 

this event and turns off its transceiver electronics to save its 

energy. 

Step 6: Finally, the BS announces to all nodes information 

about the result of LSSA, the corresponding CH of each node, 

and the next hop of each CH.    
 

B) Listening and Sending Scheduling Algorithm  
 
The LSSA mainly relies on the fact that if there is a group of 

sensor nodes where their sensing regions are overlapped, then 

they will unnecessarily send similar packets for reporting an 

event occurs in the intersection region. The sensing region of a 

node is the region around the node where if an event occurs 

within it, the node will sense that event. The radius of the 

sensing region is called the sensing range Rs of a node [25]. 

Figure 1 shows a group of sensor nodes that will generate 

similar data packets while sensing the same event.  

Accordingly, LSSA aims at reporting any event by only one 

packet generated by one node in order to save energy and 

achieve load balancing in the network. In other word, LSSA 

aggregates data in a distributed manner. 

 

To achieve the objective of LSSA, firstly, it requires that if an 

event occurs in a certain region, then the node with the highest 

energy (among all the nodes from the same cluster or different 

clusters that sense the same event) will report this event by 

sending a packet to its corresponding CH. Secondly, the 

transmission of this packet should be done over at least 2Rs 

range such that all the possible nodes that could sense this 

event will know that there is a node that has higher energy 

than them reports this event instead of them. This means that a 

well-designed TDMA schedule is needed to satisfy the 

following requirements: 

 

 
Figure 1. Group of sensor nodes generate similar data packets to report the 

same event 
 

• The sensor nodes (from the same cluster or different 

clusters) that may sense the same event should be assigned 

different time slots. This is required to allow these nodes 

to hear the transmission of each other and hence avoid 

sending similar packets, and consequently, reducing the 

energy consumption. 

• The sensor node that has higher residual energy should be 

assigned the lower time slot index. This is required to 

ensure that the event is reported by the node that has the 

highest residual energy among its neighbors so load 

balancing is satisfied.   
 
These requirements are considered in the design of LSSA. 

Interestingly, the LSSA is illustrated in the following steps: 
 

Step1:  The BS creates for all nodes in the network an 

initial TDMA schedule based on the residual energy in 

each node where the first time slot is assigned for the 

node that has the highest energy level in the network and 

the second time-slot is assigned for the node that has the 

second highest energy level and so forth.  The length of 

the initial TDMA schedule is impractical and equals to 

the number of the nodes in the network. Therefore, in the 

next steps, the length of the initial TDMA will be reduced 

by assigning one time-slot for different nodes.  

Step2: Initially, each node is assigned a Flag Number 

(FN) equals to the index of its time-slot assigned in Step1. 

Step3: Starting from the node with FN=1, the FNs of all 

its neighbors (within 2Rs range) are changed to 1. Also, 

for the neighbors of the node with FN=2, their FNs are 

changed to 2. This process is done for all nodes and the 

FN of a node should not be changed more than once in 

this step. In this step, for example, the first time slot is 

assigned for the node that has originally FN=1 and no one 

of its neighbors (that their FNs changed to 1) can use this 

slot for transmission. 

Step4: Starting from the second time-slot, if the node in 

the second time-slot and the node in the first time-slot are 

not neighbors and not members of the same cluster, then 

the node in the second time-slot is moved to the first time-
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slot and its FN is changed to 1 as well as the FNs of all its 

neighbors are changed to 1 instead of 2. This process is 

repeated for all nodes. To generalize this step, there are 

two cases should be clarified: 

• If the node has FN equals to the index of its time-slot, 

then this means that its FN is not changed and no 

neighbor in the previous time-slots exists. Therefore, 

it checks if it is possible to move to one of the 

previous time-slots (starting from the first one). If 

there is no member from the same cluster in the 

checked time-slot, then it can move to it. Otherwise, 

it cannot move. 

• If the FN of the node does not equal to the index of 

its time-slot, then this means that there is a neighbor 

in the time-slot of index equals to FN (that has the 

higher energy). Thus, the checking process should 

start from the time-slot of index equals to FN+1. 

III. Simulation Results and Discussion  
 
In this section, we conduct simulations to evaluate and 

compare the performance of ERP-DDA with different 

protocols presented in Section I. Table I summarizes the 

parameters used in the simulation. The same parameters were 

used in [13], [14], and [18].  

 

TABLE I. THE COMMON SIMULATION PARAMETERS 
 

Parameter  Value 

Data packet size 1024 bits 

Control packet size 176 bits 

Initial energy 2 J 

ETX (Energy for transmitting one bit) 50 nJ/bit 

ERX (Energy for receiving one bit) 50 nJ/bit 

EDA (Energy for data aggregation) 5 nJ/bit 

Transmit amplifier energy in free-space 10 PJ / bit / m² 

Transmit amplifier energy in multi-path 0.0013 PJ / bit / m⁴ 

Simulation Area 100 m x 100 m 

Number of nodes 100 

Distribution of nodes over the simulation 

area 

Random 

Base-station location (50 m, 125 m) 

Sensing range for each sensor 10 m 

Percentage of CHs per round 5% 

 

In our simulations, we consider continuous availability of 

data; the nodes in the network always have data to send. 

Therefore, the nodes will consume more energy to send their 

data packets and so short network lifetime is expected. To 

setup this scenario in simulation, the locations of events per 

round are distributed on a grid shape (i.e., the minimum 

distance between events is one sensing range). As a result, the 

total number of events per round is 50. This distribution of 

events is chosen such that each node, in each round, senses the 

closest event to it and has a packet to report this event. Since 

the nodes are randomly distributed over the network area, then 

it is possible that different nodes sense the same event. The 

performance of ERP-DDA is compared with other protocols 

that assume the same scenario. Figure 2 shows the total 

number of nodes alive per simulation round.  Interestingly, it 

can be seen from Figure 2 that ERP-DDA shows a 

performance superiority over all compared protocols. In the 

case of applying ERP-DDA, the number of nodes alive in the 

network is slowly decreasing with time which results in 

extending the lifetime of the network. This is because ERP-

DDA integrates the good features in different protocols in one 

protocol as well as it has an ability to overcome the 

weaknesses in all compared protocols. ERP-DDA is mainly 

based on four features that significantly reduce the energy 

consumed in reporting events in the network. First, ERP-DDA 

is a cluster-based protocol. This feature results in preventing 

the nodes in the same cluster to send the same data to the BS, 

and accordingly, reducing the consumed energy in the 

network. Moreover, different research works have shown that 

clustering is efficient in WSNs in terms of energy saving [13-

20]. Second, ERP-DDA is a multi-hop routing protocol. 

Multi-hop routing between the CHs and the BS reduces the 

transmission distances, thereby reducing the transmission 

power and achieving load balancing in the network. It has 

been shown in the literature that multi-hop routing protocols 

are more efficient than single-hop protocols in terms of energy 

consumption [16] [26] [27] [28]. Third, ERP-DDA is based on 

variable clustering and variable cluster-head selection in each 

round which result in load balancing in the network, i.e., the 

task of reporting the events will be distributed over different 

nodes in the network. Fourth, as discussed before in Section 

II, ERP-DDA considers and solves IICERP problem such that 

one packet is sent by one node to report one event. Thus, the 

consumed energy in the network is significantly reduced.  
 

IV. Conclusion 
 

In this paper, we proposed an efficient energy-aware data 

collection protocol for improving the lifetime of wireless 

sensor network. This protocol is called Event Reporting 

Protocol based on Distributed Data Aggregation (ERP-DDA). 

This protocol aims at reducing the consumed energy in the 

network by reporting the event that occurs in a certain region 

by only one sensor node that has the highest residual energy in 

that region. Moreover, ERP-DDA applies clustering and 

multi-hop routing schemes in order to reduce the total 

consumed energy in the network. Simulation results showed 

that ERP-DDA protocol, compared with other protocols, 

achieves higher performance in terms of network lifetime. 
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Abstract— In this paper, the design implementation of a 

two-stage operational transconductance amplifier (OTA) using 

a passive frequency compensation technique is presented. It is 

based on the Miller and passive frequency compensation 

techniques. The use of these techniques achieves the high gain-

bandwidth product without an increase in the overall power 

consumption. It produced a -21.17dB of gain margin with a 

phase margin of 77° at a 1.8V power supply voltage. A resistor-

capacitor pair in feed-forward compensation is connected in the 

first stage and a Miller compensation capacitor is introduced in 

the second stage of the circuit. The proposed op-amp design 

results in 1205 MHz of gain-bandwidth product. It is observed 

that the presented circuit performs better as compared to 

existing designed circuits.  

Keywords— stability analysis; frequency 

compensation; Gain-bandwidth product; OTA amplifier 

Miller compensation.  

 

I. INTRODUCTION  

An operational transconductance amplifier (OTA) is the 
basic building block used in analog large-scale integration 
systems. However, the design of such a circuit has numerous 
design challenges to satisfy the performance parameters of 
circuits. These parameters are gain, bandwidth, and power 
consumption. In the past years, various researchers have 
suggested high-performance amplifiers [1]. The parameters 
such as high slew rates (SR), gain-bandwidth product, and 
low static power dissipation are required in a variety of 
applications especially in wireless and battery-powered 
systems [2]. The OTA can be used to fulfill these 
requirements. It can be implemented using a cascode 
topology in which one or two transistors are stack together in 
series. Using such cascode connections the overall output 
resistance and especially gain can be increased. However, it 
has some drawbacks that they suffer from voltage headroom 
constraints [3] which will limit the closed-loop gain. To 
overcome these issues, in multiple cascaded amplifiers, gain 
stages can be realized to attain the high voltage swing as well 
as high gain. Nevertheless, this design methodology is 
susceptible to instability. Each stage will introduce a lower 
frequency pole which causes a reduction in the phase margin 
thus leading to instability [4]. This issue is improved by 

adding a suitable compensation network to guarantee stability 
under the operating frequencies [5]. In closed-loop 
conditions, Miller compensation techniques are commonly 
used to provide stability [1]. The basic principle of the Miller 
compensation technique is splitting the dominant and non-
dominant pole to acquire the desirable phase margin (PM). 
The drawback of this technique is the reduction of a dominant 
pole which causes the reduction of -3dB bandwidth and unity 
gain-bandwidth of the OTA [6]. 

The compensation network can be realized as a nulling 
resistor, current buffer or voltage buffer, or amplifier [7]. The 
best choice for moderate and higher capacitive loads are 
current amplifier and voltage buffer approaches, respectively 
[7, 8]. Moreover, there are some methods which do not use 
miller capacitor to compensated multi-stage amplifiers [9]. 

Classical topologies of two-stage amplifiers were 
introduced in 1967 [10]. Since then, many efforts were 
brought up about the stability issue of the two-stage amplifier 
and a lot of designs with improved performance are reported 
in the literature [11-14]. Moreover, a variety of high-
performance amplifiers have been proposed by several 
researchers. The scaling of the supply voltage would 
eventually lead to a reduction in power consumption. 
Therefore, designers had come up with the idea of cascading, 
however, still limitations exist. Thus, topologies like inverter-
based amplifiers, bulk-driven, and self cascode topologies 
help to solve the power consumption issue. Although the 
stability and gain in the above topologies are not considered, 
it has a variety of applications such as energy harvesting, 
wireless, IoT sensors, biomedical sensors, and so on. These 
applications are widely used in recent technologies and 
modifying different versions of OTA helps to make use of the 
above technologies effectively and efficiently. However, they 
did not consider the power consumption issue in the analysis.  
It is observed from the literature that the existing approaches 
lack stable output. Therefore, it is very much important to 
design a circuit with stable output and low power 
consumption [15]. Therefore, in this paper, a new circuit 
design is proposed. It consists of a mixture of frequency 
compensation [16] and miller compensation techniques.  

The rest of the paper is divided into the following 
sections. An analysis of the existing circuits is conducted and 
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various combinations of the compensation networks are 
drawn and analyzed in Section II. The proposed circuit and 
analysis are presented in Section III. Moreover, the 
conclusions and future scope are drawn in Section IV. 

II. STUDY OF EXISTING CIRCUITS 

A simple circuit diagram of two-stage OTA is presented 
in Fig. 1. In this, transistors M1 and M2 are the NMOS 
transistors and M3 and M4 are PMOS transistors that form a 
current mirror circuit in the first stage of the amplifier. The 
second stage is a common source amplifier and is made up of 
NMOS and PMOS transistors, M5 and M6, respectively.  

In Fig. 1, Ce is the capacitance at the mirror node, CL is 
the load capacitance, and Vb is the bias voltage. The value of 
capacitor CC and CL should be very small [16]. By increasing 
CL, the dominant pole, as well as unity gain frequency, can be 
shifted toward the origin [18]. Hence, phase margin (PM) can 
be increased, which improves stability [19-20]. The 
compensation network RC and CC generate a left-hand plane 
(LHP) zero, which can be represented as 

1

1

C C

Z
R C

=                                     (1) 

This zero helps to increase the gain-bandwidth product of the 
amplifier. Second LHP zero represented as 

3
2

m

E

g
Z

C
=                                      (2) 

where 3mg  is the transconductance of M3 transistor. Second 

stage has RHP zero represented as  

6
3

6

m

gd

g
Z

C
=                                     (3) 

where 6mg  is the transconductance of M6 transistor. Above 

two zeros, Z2 and Z3 can be ignored as it is seen at high 
frequency. 
 

 
Fig. 1. Two-stage OTA circuit with compensation network. 

 

The voltage gain 
V

A  can be represented as 
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V is voltage across the 
L

C  capacitor and 1in diff
V V=  

(1 Volts peak), 1mg  is the transconductance of M1 transistor; 

R1 is the resistance at the output of the first stage, RL is the 
equivalent resistance at the output node in parallel with the 

load. Moreover, α is a constant given as 
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    From the transfer function, dominant pole P1 at the output 
of the first stage, 

( )
1

1

C C

P
C Rα

=
+

                              (6)            

    The second pole at the load can be canceled by the zero 

with
L L C C

R C R C= , unless and until phase margin is more 

than 45° [17]. A two-stage OTA circuit without 
compensation and with feed-forward compensation is shown 
in Fig. 2.  
 

 
Fig. 2.  Two-stage Non-compensated OTA circuit 

 
Adding a capacitor in parallel to the resistor as a 

compensation network (CN), can further increase the gain-
bandwidth product of the implemented circuit as shown in 
Fig. 3(a). Nodal equations for the circuit shown in Fig.3 are 
given as  

1 2 1 2
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Fig. 3. Two-stage compensated OTA circuit 

 

In Analog VLSI design researchers are continuously 
trying to reduce the area by using new MOS technology. In 
this paper, the compensation network components are 
replaced by MOS technology. 

The performance of the OTA further can be improved by 
adding depletion type of MOSFET in parallel with a resistor 
as shown in Fig. 4.  

 
 

Fig. 4. CN with capacitor and resistor in series and parallel to resistor R1 

 

The transfer function in the s-domain for circuits can be 
calculated as  
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                                                                                   (12) 

A depletion type transistor M7 which is diode-connected 
will act as a resistor connected in series with a capacitor C4 
and this whole connection is in parallel with the resistor R1.  

However, its stability analysis can be improved by 
replacing the parallel capacitor and resistor with depletion-
mode transistors and Miller compensation network. Based on 
this concept a new design is proposed. The proposed design 
consists of depletion type of MOSFET connected with 
capacitor either in series or parallel combination. 

III. MODIFIED OTA CIRCUIT 

The proposed design and implementation of two-stage 
OTA with passive frequency compensation in a 200um 
CMOS process technology, which draws a total current of 
0.95mA from a 1.8V supply. The compensation network can 
be modified in which a depletion mode transistor, M7 which 
is a diode-connected transistor that acts as a resistor. It is 
connected in parallel with a capacitor. Moreover, Fig.5 shows 
the performance of OTA can be improved by replacing the 
capacitor with a depletion mode transistor, M8 by shorting 
source and drain terminals. The transfer function can be 
calculated as  

1 9 2 1 2( )
m in m in C m

g V sC V sC g V G V− = + + +        (13)      

6 2 11m L out out
g V sC V G V− = +                       (14) 

6 1 1 11

11 1 9

( )
( )

(1 )[1 ( )]

m m m

L C m

g g sC R R
T s

sC R R sC g

+
=

+ + +
           (15) 

 

Fig. 5. Compensation network with capacitor and resistor in parallel, both 
of which is replaced by depletion-mode transistors 
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However, the proposed circuit can obtain a stable output 
and high gain. The design consists of a mixture of a feed-
forward path technique along with the miller compensation 
technique. The circuit diagram of the proposed modified two-
stage OTA is seen in Fig. 6. 

Fig. 6. Proposed two-stage OTA circuit 

 

In this, M1 and M2 are the NMOS transistors and M4 and 
M3 (current mirror circuit) are the PMOS transistors in the 
first stage of the amplifier. These four transistors form the 
differential amplifier. CE is the capacitance of the Mirror 
node. A depletion mode transistor, M7 is connected instead of 
the resistor in the compensation network. A capacitor CC is 
connected in parallel with M7. The Miller compensation 
technique is added to the second stage of the circuit. A bias 
voltage, Vb1 is applied at the gate of M5 transistor, and 
capacitors C1 and Cmc are the miller compensation capacitors 
along with CL is the load capacitor. 

The transfer function of the proposed circuit as shown in 
Fig. 6, is calculated as  

7
1 1

1 1 11

7

1
1

( )
1 ( ) 1

1
         

C

m

m p

mc p L

m C

sC

g
T s g R

s C C R sC R

g sC

 
+  

 =   + + +  
 
 

 −
× 

+ 

         (16) 

 
Simulation results of all the circuits discussed will be 

further discussed in the upcoming section. 

EXPERIMENTATIONS AND RESULTS  

 
A. Compensated Circuit and Non-Compensated Circuit 

Fig.7(a) and Fig.7(b) show frequency response of a two-
stage uncompensated OTA and a two-stage compensated 
OTA on simulating Fig.2. and Fig.1 on MULTI-SIM. 

 

 
(a) 

 

 
(b) 

Fig.7. (a) Frequency response without compensation network, (b) 
Frequency response with RC, CC in series. 

The frequency response without the use of a 
compensation network and with compensation network is 
shown in Fig.7.(a), and Fig.7.(b), respectively. The circuit 
simulated in Multi-Sim software and gain-bandwidth 
product, gain margin, and phase margin has been obtained. 
The gain-bandwidth product is 33275MHz. However, the 

stability of the amplifier is very less. The phase margin is 99º 

which is comparatively large. This will push the circuit into 
instability. Therefore, to improve the phase margin a 
compensation network should be introduced in the circuit. A 
compensation network shown in Fig.1, helps to overcome 
this issue. However, the gain-bandwidth product was reduced 
to 25360MHz. Thus, even though the gain-bandwidth product 
has decreased but the stability has improved as compared to 
the circuit without the compensation network. Further, the 
performance of the circuit can be improved by modifying the 
circuit shown in Fig.1.  

B. Compensated Circuit with Capacitor and Resistor in 

Parallel 

Furthermore, on simulating Fig.3, the below frequency 
response is observed. 

 

 
Fig. 8. Frequency response of CN with RC and CC in parallel. 

 
Fig.8. shows the frequency response of CN with a resistor 

and capacitor connected in parallel. The components RC and 
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CC in parallel can further increase the gain margin to 39.3dB 

and phase margin 39º   as shown in Fig. 8. However, the gain-
bandwidth product was reduced. Thus, we move forward to 
another analysis to overcome this issue. 

C. Resistor In Parallel With Capacitor And MOSFET In 

Series Which Are Connected In Series: 

Furthermore, on simulating Fig.4, the below frequency 
response is observed. 

Fig. 9. Frequency response of CN with R1 parallel with MOS and 
capacitor C4 

 
Using the depletion type NMOS and capacitor in series as 

shown in Fig. 4, provides a phase margin of 1420. However, 
the GBW is very less and close to 581MHz. Thus, we move 
forward to another analysis to overcome this issue. 

D. Capacitor and Resistor in Parallel, Replaced by 

Depletion Mode Transistors 

 
Furthermore, on simulating Fig.5, the below frequency 
response is observed. 

Fig. 10. Frequency response of CN with Resistor and Capacitor in 

parallel, both replaced by depletion mode transistors. 
 
Fig.5 shows the proposed circuit and Fig.10 shows the 

frequency response of the proposed circuit that directs to its 
stability analysis. However, the gain-bandwidth product is 
large and nearly equal to 1181.18 GHz which is higher than 
the other circuits. However, the gain margin is -82.6dB and 

the phase margin is nearly 131º. 

 
E. The Proposed Circuit  

 

The gain-bandwidth product, phase margin, and gain 
margin as compared to the previous circuit can be improved 

by replacing the proposed design. In this capacitor 
1

C and 

mc
C are connected as an extra circuitry to the OTA circuit as 

shown in Fig. 6. 

 

Fig.7. Frequency response of a proposed circuit 

 

The proposed method includes a combination of the 
miller compensation technique along with the passive 
frequency compensation technique, which helps to increased 
stability and gain. This is achieved by introducing a new pole 
which increased the stability of the system. The Gain-
Bandwidth (GBW) product of the amplifier is found to be 
1205MHz. It is observed from the graph that the Phase 
Margin of the amplifier is 77o, which has been improved. 
Moreover, the gain margin is nearly -21.17dB which is good 
enough as compared to existing methods.  

The various combinations with compensation networks 
connected to the first stage and their performance are 
summarized in Table 1. It is observed from Table 1 that the 
proposed design results in a higher gain-bandwidth product, 
gain margin as well phase margin. Although, the gain margin 
of the proposed approach is less but overlooked by the higher 
phase margin and thus the stability.  

TABLE I.  PERFORMANCE OF THE EXISTING MODELS AND PROPOSED 

DESIGN MODEL 

 

Circuit Model 
Parameters 

Gain-Bandwidth 
Product (MHz) 

Gain Margin  
(dB) 

Phase 
Margin (deg) 

Fig. 1 25360 -36.7 35 

Fig. 2 33275 -30 90 

Fig. 3 22560 -39.3 39 

Fig. 4 581 -12.7 142 

Fig. 6 1181180 -82.6 131 

Fig. 7 1205 -21.7 77 

 

IV. CONCLUSION AND FUTURE WORK 

A new OTA amplifier with a compensation network is 
proposed to achieve a higher gain-bandwidth product as well 
as a stable output. The introduction of a compensation 
network helped to overcome the stability issue. The proposed 
circuit achieves a high gain-bandwidth product of 1205 MHz 
without an increase in the overall power consumption. It 
produced a -21.17dB of gain margin with a phase margin of 
77°. The simulation results show that the proposed design is 
effective in improving the stability and gain-bandwidth 
product. As stability and gain are attained by using a 
combination of miller compensation technique and passive 
frequency compensation technique, it can be used in wireless 
and battery-powered systems. Moreover, it can be 
implemented in a variety of applications such as IoT sensors, 
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biomedical applications, and so on. The results obtained from 
the proposed design can further be used to study and find out 
the sizes of the optimal transistors (length and width) in order 
to obtain operational amplifier performances for analog and 
mixed CMOS-based circuit applications using multi-
objective genetic algorithms. 
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Abstract—It is well known that the mathematical 

modeling and manual computations of the transistor design 

parameters are sometimes impractical and remains a challenge 

for researchers. In submicron technologies, the basic 

component of a three-stage operational amplifier such as 

MOSFET is modeled by various complex nonlinear equations.  

The modeling equations include parameters such as channel 

length (L), channel width (W), node voltages, and branch 

currents. However, the design and analysis of such complex 

nonlinear equations are depending on the expertise of the 

designer. In this paper, a Neural network is used to design and 

implement a three-stage operational amplifier. The channel 

length (L) and width (W) which are most suitable for circuit 

characteristics are calculated using neural network training.  

The Cadence tool is used to simulate the various circuit 

diagrams. The Neural Network model is developed and trained 

using MATLAB 2019b software platform.  The effectiveness of 

the proposed neural network model is tested using the various 

circuits.  

Keywords— MOSFET; Artificial neural network; 

Gain-bandwidth product; OTA amplifier Miller 

compensation.  

I. INTRODUCTION  

In recent years, MOSFET design has become an integral 
part of almost all electronic devices. Therefore, an efficient 
and implementable design still remains a challenging area for 
the researchers. It is known that the MOSFET consists of 
Gate-Source, Drain-Source, and Bulk-Source potentials as 
inputs and current flow through the drain. We know that the 
MOSFET is a voltage-controlled device and it is because of 
the fact that the conduction is started by some minimum gate 
voltage. So, depending upon the input voltages provided such 

as 
GS

V and 
DS

V  to MOSFET, the channel parameters results 

into a controlled drain current 
D

I . The channel length ( )L

and width ( )W parameters provides a non-linear output 

current relationship with respect to the constant input and 
output voltages. However, the evaluation of such parameters 

( ) and L W is very difficult since the MOSFETS are 

generally modeled using complex and non-linear equations 
along with the independent and dependent parameters. 
Therefore, to overcome these issues neural network-based 
approach can be used. 

In past years, many researchers carried out numerous 
research work on the MOSFET modeling and design based 

on the neural network models. Kothapalli in 1995 [1] 
proposed an approach based on the neural network to design 
an operational transconductance amplifier (OTA). Moreover, 
a similar approach is presented by Langeheine et al. [2] and 
it is used for the transistor array design using a genetic 
algorithm. This model is developed only for the purpose of a 
single transistor and with constant drain-source voltage 
which cannot be used the general-purpose approach in analog 
integrated circuit design. Further, similar work has been 
carried out using the same process parameters and genetic 
algorithms in [3].  

From literature, it is observed that the neural network 
model has been extensively used for MOSFET design as well 
as the various electronic circuits such as current mirror [4], 
differential amplifier [5], inverter, and logic gates [6]. In 
2007, Avec et al. [7] has proposed a model which is a general 
design approach for analog integrated circuits. This model 
consists of Multi-Layer Perceptron (MLP) neural network 
with three inputs, two hidden layers, and two outputs. In this, 
training and testing data are prepared using the simulation of 
MOSFETs using Cadence software. 

The channel length ( )L  and width ( )W are important 

parameters for the modeling of MOSFET and Integrated 
circuits. It has been observed that the theoretical calculation 
of dimensions of MOSFET becomes impractical and 
complicated due to the other varying and nonlinear 
parameters. The ratio of channel length and width is called 
aspect ratio and it can be predicted by using a supervised 
neural network. Neural networks are mostly one which takes 
input data and train themselves to build a model and then 
predict the output for a new set of similar data. The artificial 
neural networks are made up of layers of a neuron. These 
neurons are the core processing units of the network. The 
input layer receives the input and the output layer predicts the 
final output. The hidden layer performs most of the 
computations required for the process. In a multi-layer 
perceptron (MLP) neural network, the modeling of the 
transistor can be done by providing input voltages and output 
current [8-10].  

In this paper, an artificial neural network model is 
proposed to design the basic building blocks of the three-
stage operational amplifier. The manual calculations of 
various design parameters of MOSFET are calculated using 
the Cadence software. These parameters are considered to 
train the proposed neural network model. In the first stage, 
basic MOSFETs circuits are simulated and their current-
voltage characteristics are studied. Later, the current mirror, 
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differential amplifier, two-stage, and three-stage operational 
amplifier were also simulated and characteristics have been 
studied in detail. The rest of the paper is organized as follows. 
The proposed approach is explained in Section II. 
Experimentations and results are shown in Section III and 
finally, conclusions are drawn in Section IV. 

II. PROPOSED NEURAL NETWORK MODEL 

A neural network is generally termed as a system that 
consists of many neurons. It produces the best possible output 
though there is a change in the input. Generally, it consists of 
source nodes which include an input layer, one or more 
hidden layers, and an output layer. In general, in neural 
network architecture, the set of sensory nodes called as input 
neurons constitute the input layer, one more computational 
hidden layer, and summed output layer. The output of the 
neural network is decided by the activation function and 
threshold [11]. It has been observed from the literature that 
the sigmoidal function can perform better as compared to the 
binary and step function. The basic neural network with three 

inputs and one out is shown in Fig. 1. In Fig. 1, 1 2x ,x and 3x

are the input to the neurons and 1 2 3 and w ,w , w  are the 

weights to the respective inputs. The activation function is 
used to calculate the output of the neural network using the 
threshold value.  

 

 

 

 

 

 

                               Fig.1. Basic block diagram neuron model. 

 

In this work, the NMOS1 MOSFET model is used for the 
design and analysis. The input parameters such as gate-to-

source ( )GSV , drain-to-source ( )DSV and output drain-current 

( )DI are considered as a input to the neural by which the 

design parameters channel length ( )L and width ( )W are 

estimated. The proposed neural network architecture is 
shown in Fig. 2.  

 

Fig. 2. Proposed Neural network model for circuit design and analysis. 

 

Training and testing data are obtained by various 
simulations of MOSFET (n-channel and p-channel) in a 
Cadence software environment. The activation of the hidden 
neuron is the function of weighted inputs and bias. It can be 
calculated as 

1 2 3i GS ds d j
x wV w V w I θ= + + +                                       (1) 

III. CIRCUIT IMPLEMENTATION  

The circuit in Fig. 3 shows the design developed for the 
proposed neural network using Cadence software. The 
voltage values at different nodes and current are shown in 
Table II. The value of voltages and currents decides the 

design parameters length ( )L and width ( )W of the 

transistors.  The channel length and width are calculated 
using the simulation of the circuit using Cadence and 
predicted using the proposed neural network.   

 

Fig. 3. A current mirror circuits. 

TABLE 1. SIMULATED AND PREDICTED VALUES OF WIDTH AND LENGTH FOR 

NMOS 1  

S. 
No. 

VGS 

(V) 
VDS 

(V) 
ID 

(µA) 

Simulated Predicted 

W L W L 

1 0.35 0.70 0.019 0.12 0.045 0.119 0.052 

2 0.51 0.80 4.30 0.12 0.045 0.118 0.049 

3 0.81 1.01 20.88 0.24 0.18 0.238 0.182 

4 0.98 1.10 36.96 0.24 0.18 0.238 0.133 

5 1.14 1.20 73.33 0.92 0.60 1.034 0.419 

6 1.3 1.31 165.5 3.60 1.8 3.60 1.799 

 

Table II shows the simulation and predicted results for 
NMOS 2 used in current mirror circuits shown in Fig. 3. 
Moreover, Table III shows the simulated voltages, current, 
and design parameters for PMOS 1. 

X1 
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TABLE II. SIMULATED AND PREDICTED VALUES OF WIDTH AND LENGTH FOR 

NMOS 2  

S. 
No. 

VGS 

(V) 
VDS 

(V) 
ID 

(µA) 

Simulated Predicted 

W L W L 

1 0.35 0.70 0.018 0.12 0.045 0.126 0.043 

2 0.51 0.80 0.47 0.12 0.045 0.122 0.044 

3 0.67 0.9 8.42 0.24 0.18 0.242 0.178 

4 0.81 1.01 20.56 0.24 0.18 0.511 0.454 

5 0.98 1.10 47.84 0.72 0.60 0.721 0.595 

6 1.14 1.20 73.23 0.72 0.60 0.722 0.600 

7 1.3 1.31 165.3 3.60 1.80 1.688 1.380 

 

TABLE III. SIMULATED AND PREDICTED VALUES OF WIDTH AND LENGTH 

FOR NMOS 2  

S. 
No. 

VGS 

(V) 
VDS 

(V) 
ID 

(µA) 

Simulated Predicted 

W L W L 

1 0.35 0.70 0.018 0.36 0.045 0.360   0.046 

2 0.51 0.80 0.477 0.36 0.045 0.389   0.054    

3 0.67 0.9 1.640 0.72 0.18 0.773     0.156 

4 0.81 1.01 8.421 0.72 0.18 2.271    0.438 

5 0.98 1.10 47.35 2.16 0.60 2.162   0.598 

6 1.14 1.20 72.39 2.16 0.60 2.132    0.602 

7 1.3 1.31 163.5 8.00 1.80 8.024 1.786 

             

It is observed from Table I, Table II, and Table III that the 

channel length ( )L and width ( )W parameters are fitted well 

with the simulated values.  

 

 

Further, using the current mirror circuit, a differential 
amplifier circuit has been designed as shown in Fig. 4. The 
node voltages, currents, and design parameters of all 
MOSFETS are calculated using circuit simulation in Cadence 
software. In this design, two PMOS and three NMOS are 
used. All the MOSFETs are simulated and design parameters 
are predicted using the proposed neural network. The analysis 
of all MOSFETs are connected in differential amplifier is 
summarized in Table IV and Table V.  It is observed that the 
simulated and predicted design parameters such as channel 

length ( )L and width ( )W are approximately similar which 

indicates the effectuality of the proposed neural network 
model.    

The three-stage operational amplifier can be designed and 
implemented using the current mirror, differential amplifier, 
and two-stage operational amplifier. It is shown in Fig. 5.   

   

(a)

 

 
 

Fig. 4. Differential amplifier (a) Circuit diagram (b) simulated response of MOSFETS  

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 466



 
 

TABLE IV. SIMULATED AND PREDICTED VALUES OF WIDTH AND LENGTH FOR PMOSFETS USED IN DIFFERENTIAL AMPLIFIER 
 

VDS 

(V) 
VGS 

(V) 

PMOS N1 PMOS N2 

ID 

(pA) 

Simulated Predicted  ID 

(µA) 

Simulated Predicted  

W L W L W L W L 

0.20 0.16 0.001 0.36 0.04 0.237     0.019    0.004 0.36 0.04 0.400     0.038   

0.35 0.31 0.002 0.36 0.04 0.356 0.041     0.048 0.36 0.04 0.677     0.109     

0.51 0.46 0.83 0.72 0.18 0.708    0.183    3.601 0.72 0.18 0.788    0.253    

0.67 0.61 0.94 0.72 0.18 0.716    0.181    11.32 0.72 0.18 1.193    0.306    

0.82 0.77 9.93 2.16 0.60 2.525    0.642    25.53 2.16 0.60 2.874    0.402    

0.98 0.92 11.7 2.16 0.60 2.160    0.599    34.66 2.16 0.60 1.988    0.977    

1.14 1.07 43.3 8.00 1.80 8.000    1.799    76.32 8.00 1.80 7.797 1.785    

1.30 1.22 61.1 8.00 1.80 8.000    1.800 88.80 8.00 1.80 7.703 1.763 

 
TABLE V. SIMULATED AND PREDICTED VALUES OF WIDTH AND LENGTH FOR NMOSFETS USED IN DIFFERENTIAL AMPLIFIER 

 

VDS 

(V) 
VGS 

(V) 

Simulated  
W and L 

NMOS 1 NMOS 2 NMOS 3 

ID 

(µA) 

Predicted ID 

(µA) 

Predicted ID 

(pA) 

Predicted 

W L W L W L W L 

0.20 0.16 0.36 0.04 0.04 0.361      0.071    0.004 0.326    0.032    1.18 0.3600    0.0400    

0.35 0.31 0.36 0.04 0.48 0.612     0.036    0.480 0.351    0.039    1.67 0.2535    0.0468    

0.51 0.46 0.72 0.18 3.67 0.753     0.086    3.67 0.736 0.182 2.98 0.7200    0.1800    

0.67 0.61 0.72 0.18 11.3 2.107     0.176    11.3 0.697    0.164 2.98 1.1366    
   

0.2458    

0.82 0.77 2.16 0.60 25.4 2.171 0.561    25.41 2.065    0.571    7.27 2.1600    0.6000    

0.98 0.92 2.16 0.60 34.6 2.789    0.579    34.66 2.083    0.581    7.87 2.1600    0.6000    

1.14 1.07 8.00 1.80 76.3 7.886     1.701    76.32 6.854    1.661    23.08 8.0000    1.8000    

1.30 1.22 8.00 1.80 88.8 8.001 1.812 88.80 7.934 1.782 24.18 8.0000    1.8000 

 
 

TABLE VI. SIMULATED AND PREDICTED VALUES OF WIDTH AND LENGTH FOR NMOSFETS USED IN DIFFERENTIAL AMPLIFIER 
 

Simulated  PMOS 1 PMOS 2 PMOS 3 PMOS 4 PMOS 5 PMOS 6 

W L W L W L W L W L W L W L 

0.36 0.045 0.296 0.040 0.36 0.045 0.295 0.042 0.361 0.044 0.36 0.045 0.35 0.043 

8.00 1.80 7.900 1.70 8.00 1.80 7.901 1.72 8.003 1.730 7.99 1.82 8.10 1.82 

 
 

TABLE VII. SIMULATED AND PREDICTED VALUES OF WIDTH AND LENGTH FOR NMOSFETS USED IN DIFFERENTIAL AMPLIFIER 
 

Simulated ID 

(µA) 

NMOS 1 ID 

(µA) 

NMOS 2 ID 

(µA) 

NMOS 3 ID 

(µA) 

NMOS 4 

W L W L W L W L W L 

0.12 0.045 0.331 0.12 0.044 0.368 0.12 0.045 0.008 0.122 0.046 0.115 0.112 0.045 

3.60 1.80 0.712 3.61 1.822 0.383 3.60 1.82 0.009 3.58 1.79 0.551 3.588 1.810 

Simulated ID 

(µA) 

NMOS 5 ID 

(µA) 

NMOS 6 ID 

(µA) 

NMOS7 ID 

(µA) 

NMOS 8 

W L W L W L W L W L 

0.12 0.045 0.045 0.13 0.042 0.381 0.11 0.044 0.68 0.13 0.045 0.122 0.121 0.045 

3.60 1.80 0.181 3.60 1.78 0.463 3.60 1.80 0.38 3.61 1.82 0.57 3.603 1.807 
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Fig. 5. Design and implementation of three-stage Operational Amplifier 

 
 

 
 

Fig. 6. The simulated output of three-stage Operational Amplifier 
 
 

The three-stage operational amplifier is simulated using the 
CADENCE software and the circuit schematic is shown in 
Fig.5. In this circuit, six PMOS and eight NMOS are used. 
The analysis of all the MOSFETs has been carried out and 
design parameters such as channel length and the channel 
width are predicted using the neural network. However, the 

limited readings are summarized in Table VI and Table VII, 
since the test generates huge data which can not be recorded 
in the form of a table in the paper.  Moreover, Fig. 6 shows 
the characteristics of the three-stage operational amplifier 
circuit. 
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IV. CONCLUSION 

The basic building blocks of the operational amplifier are 
designed and simulated using the Cadence software. The 
aspect ratio of each MOSFET is calculated using the 
simulation. Moreover, the channel length and width are 
designed using the artificial neural network. The various 
experimentations are carried out using the current mirror, 
differential amplifier, and three-stage operational amplifier 
circuits. It is observed from the results that the presented 
neural network model can predict the design parameters such 
as channel length and width accurately and it is closed to 
simulated results. Thus, the proposed approach can be used 
to design analog and digital VLSI circuits.     
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Abstract—This work presents the design of a 
constant, programmable and extremely high (Tera 
ohm) MOS pseudo-resistor over a wide dynamic range 
of ± 0.6 V based on MOS transistors operating in the 
weak inversion region. The major challenge faced by 
the circuit designers in designing high resistance 
pseudo-resistor is the linearity problem and it is 
resolved in this work. The proposed pseudo-resistor is 
utilized as a feedback resistor in the second stage of the 
two-stages bio-medical amplifiers in the portable bio-
detection system. By controlling the resistance of this 
pseudo-resistor, the lower cut-off frequency of the 
amplifier is automatically adjusted and thus allowing 
the detection of the small frequency range. Simulations 
in LT-spice using 130 nm CMOS technology under ± 0.6 
V supply voltage are performed to validate the 
realization of the extremely high resistance and its 
application. 

Keywords — level-shifter, pseudo-resistor, bio-medical 
amplifier, bio-detection system, BMI. 

 
 

I. INTRODUCTION  

The Pseudo-resistors are enormously essential 
devices in any bio-medical system. The relevant 
signals extracted in the biomedical applications having 
the frequency range of 0.1 Hz – 10 kHz, while the 
amplitude is ranging between 20μV – 10mV [1]–[4] 
Therefore, the need for the pseudo-resistors is vital to 
realize extremely high resistance values that can be 
reached to kilo-ohms resistance as in [5] and few giga-
ohm resistance as in [6], [7],  and few Tera-ohm 
resistance as in [8]–[11]. Besides, it will ensure a 
smaller chip area despite the usage of the high 
resistance value, with minimal designing cost and 
lower power consumption [7]. These resistors are 
preferred to be utilized over the conventional ones in 
many important circuit blocks such as the trans-
impedance amplifiers, data converters, operational 
transconductance amplifiers, and multipliers as an 
integral part of the biomedical application, 
temperature sensing application and low current 
sensing application, etc. [12].  

 

Recently, the neurobiologist and neuroscience 
researchers have devoted much of their research and 
studies to the field of bio-medical interfacing systems 
[13], [14]. The industrial revolution, the remarkable 

development in the Integrated Circuits, and the great 
achievements of the scientists up to date have been 
directed the attention towards the bio-medical 
interfacing systems field. The neural recording 
implants are the core element in the BMIs which 
consist of three main blocks, bio-medical amplifiers, 
ADCs and compressors [15], [16].  

 
The main motivation behind this work is to provide 

an almost constant high resistance (reach to Tera ohm) 
pseudo-resistor, applicable for a wide dynamic range 
of ± 0.6 V. Thus, the performance of the application in 
the bio-medical analog circuits won’t be vitiated and 
distorted. based on the proposed pseudo-resistor as a 
feedback element in the second stage amplifier. In this 
work, the proposed pseudo-resistor circuit will be 
investigated and designed in section II. The design of 
the bio-medical amplifier as an application of the 
proposed pseudo-resistor is thoroughly discussed, 
analyzed and simulated in section III. A conclusion is 
presented in section IV. 

II. PROPOSED PSEUDO-RESISTOR 

The proposed pseudo-resistor presented in Fig. 1. 
is designed using two series (NMOS- Ma2) and 
(PMOS- Mb2) transistors, each connected with a level 
shifter (PMOS- Mc2) and (NMOS- Md2), respectively, 
which affords the capability to dynamically adjusting 
the gate to source voltages of the two transistors. This 
adjustment will maintain a constant VGS on the 
pseudo-resistor over large output voltage swings. 
Meanwhile, by controlling the bias currents in the 
level shifters, the resistance value can be controlled. 
However, utilizing two different types of transistors 
(NMOS and PMOS) will be useful in implementing a 
large and constant R over the wide dynamic range, by 
ensuring at least one transistor has the proper operation 
and adjusted VGS. Utilizing one NMOS transistor 
(Ma2) with a level shifter will guarantee that V4,1 = VGSa2  

 
 
 
 
 

 
 

Fig. 1. The structure of the proposed pseudo-resistor 
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= VSGc2, which will maintain a proper and constant 
VGSa2 value, meanwhile ensure that Ma2 operating in 
the subthreshold region, thus a constant, linear and 
large resistance value over the positive voltage swing 
will be emulated. Knowing that, The 𝐼𝐷𝑆 expression 
for the NMOS transistor is given in (1), where 𝐼𝐷𝑛 =
 2𝑛 𝜇𝑛𝐶𝑜𝑥𝑈𝑇

2 𝑊/𝐿, and  𝑈𝑇, 𝑉𝑇𝑜, 𝑛, 𝜇𝑛, 𝐶𝑜𝑥, W and L 
are defining the thermal voltage, MOS threshold 
voltage, subthreshold slope factor, mobility of 
electrons, gate oxide capacitance per unit, channel 
width, and length of the MOS transistor respectively. 
Hence, its equivalent resistance is given in (2), where 
𝐼𝑏𝑖𝑎𝑠 is the biasing current source in the level shifter 
Mc2. 
 

𝐼𝐷𝑆 =  𝐼𝐷𝑛  (𝑒
− 

𝑉𝑆𝐵
𝑈𝑇 − 𝑒

− 
𝑉𝐷𝐵
𝑈𝑇 ) 𝑒

 
𝑉𝐺𝐵− 𝑉𝑇𝑜 

𝑛 𝑈𝑇       (1) 

 
 

𝑅2,1 =  1
𝜕𝐼2,1

𝜕𝑉2,1
⁄ =

 𝑈𝑇

𝐼𝑏𝑖𝑎𝑠
.

𝐼𝐷𝑝𝑐2

𝐼𝐷𝑛𝑎2
.

1−𝑒
−

𝑉𝑆𝐷𝑐2
𝑈𝑇

𝑒
−

𝑉2,1
𝑈𝑇

         (2) 

 On the contrary, utilizing one PMOS transistor 
(Mb2) with a level shifter will maintain a fixed value 
of V2,5 = VSGb2 which will guarantee that Mb2 is 
operating in the subthreshold region, accordingly 
preserve a constant, linear and large resistance value 
over the negative voltage swing. The equivalent R of 
this pseudo-resistor is given in (3), where 𝐼𝑏𝑖𝑎𝑠 is the 
biasing current source in the level shifter Md2. 

 
 

𝑅3,2 =
 𝑈𝑇

𝐼𝑏𝑖𝑎𝑠
.

𝐼𝐷𝑛𝑑2

𝐼𝐷𝑝𝑏2
(

1−𝑒

−𝑉𝐷𝑆𝑑2
𝑈𝑇

𝑒

𝑉3,2
𝑈𝑇

)              (3) 

 
 

 By connecting the two cells mentioned in a series 
connection, as declared in Fig. 1 the stated drawbacks 
of using only one cell will be avoided, and thus 
validate that the cells emulating a constant, linear and 
high resistance value (1.08 TΩ) over the entire positive 
and negative voltage swing as demonstrated in Fig. 2. 
The size of the transistors Ma2 and Mb2 is (W= 
0.26 𝜇𝑚, L= 65 𝜇𝑚) and Mc2 and Md2 is (W= 200 𝜇𝑚, 
L= 1.5 𝜇𝑚).  

 
 
                

 
 
 
 
 

 
 
 

Fig. 2. The R3,1 vs. V3,1 curve of the proposed pseudo-resistor using both 
the LT-Spice and MATLAB simulators. 

It’s demonstrated also from Fig. 2 that R3,1 curve 
plotted using LT-Spice is almost identical to the one 
plotted using MATLAB. Besides, this fact can be 
justified by the theoretical analysis, where the derived 
expression of R3,1 under both conditions of V3 < V1 and 
V1 > V3 is expressed by the same equation, presented 
in (4). However, a small drop in the R reached 1.01 
TΩ is observed near V3,1= 0V; due to the gap between 
the realized resistance by NMOS and PMOS pseudo-
resistors.  

 

𝑅3,1 =
 𝑈𝑇

𝐼𝑏𝑖𝑎𝑠
[

𝐼𝐷𝑝𝑐2

𝐼𝐷𝑛𝑎2
(

1−𝑒

−𝑉𝑆𝐷𝑐2
𝑈𝑇

𝑒

−𝑉2,1
𝑈𝑇

) +  
𝐼𝐷𝑛𝑑2

𝐼𝐷𝑝𝑏2
(

1−𝑒

−𝑉𝐷𝑆𝑑2
𝑈𝑇

𝑒

𝑉3,2
𝑈𝑇

) ] (4) 

 

III. BIO-MEDICAL AMPLIFIER DESIGN 
 

As an application of the proposed pseudo-resistor, 
an op-amp-based bio-medical two-stage amplifier has 
been designed by employing the proposed pseudo-
resistor as a feedback resistor in the second stage of 
the amplifier while using another non-linear pseudo-
resistor as a feedback resistor in the 1st stage of the 
amplifier. 
 

A. First Stage Amplifier Design and Simulation 
 

This stage presented in Fig. 3 involves input 
capacitors utilized to block the DC offset voltages 
which are produced as a result of the electrochemical 
interaction at the electrode-tissue interface. This 
voltage considered a huge problem since it can alter 
and affect the mode of operation of the transistors and 
saturate the amplifier. The issue is arising since these 
offset voltages which range between (1 mV – 50 mV) 
have higher voltages values compared to the brain’s 
signals, thus it is compulsory to get rid of these offset 
voltages [15].  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. The structure of the first stage bio-medical amplifier 
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This stage is also comprising of feedback 

capacitors along with a feedback resistor R1 design 
using two series NMOS transistors at an equal aspect 
ratio of (1 μm /100 μm) to produce the pole frequency 
at 0.1 Hz. This pseudo-resistor is based on the 
symmetrical biasing for the body and VG of the two 
NMOS transistors operating in the subthreshold 
region. This architecture of pseudo-resistor, is able to 
emulate an extremely high resistance value, reached to 
tens of Tera ohm but on the contrary, its value is not 
constant therefore it is not suitable to be used for the 
last stage of the amplifier due to the high output 
voltage swing and due to the linearity problem. 
Nevertheless, using this cell of pseudo-resistor is 
appropriate to emulate high resistivity in the first stage 
of the amplifier to achieve a very low cutoff frequency. 

The gain of this stage is 31.8 dB which is the ratio 
between the input capacitor C1 to the feedback 
capacitor C2. Where the active block designed using a 
fully differential folded cascaded op-amp with Av of 
74.28 dB and ɸₘ of 86.5° [17]. The design structure of 
this op-amp is presented in Fig. 4.  

The simulation in LT-spice has been conducted for 
verification purposes using 130 nm model, BSIM032, 
level = 4, ± 0.6 V supply. TABLE I. showed the design 
specifications and components values of the 1st stage 
amplifier and its active block. The magnitude and 
phase responses of this stage are presented in Fig. 5 (a) 
& (b) respectively. 
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. The structure of the fully differential folded cascode Op-amp with 
the CMFB circuit 

 

 
 

 

 

 

 

 

 

 

 

 

 

         (a) 

 

 

 

 

 

 

 

 

 

 

 

 

   (b)  
 

Fig. 5. The response of the first stage bio-medical amplifier: (a) The 
magnitude response and (b) The phase response 

 

TABLE I.  THE DESIGN AND COMPONENTS VALUES OF THE FIRST 
STAGE BIO-MEDICAL AMPLIFIER  

 Components Value 

First stage 
amplifier 

C1 11.7 𝑝𝐹 
C2 0.3 𝑝𝐹 
Design parameters Value 

 Gain  31.9 (dB) 

 Cutoff frequency 𝜔𝑜  0.629 (rad/sec) 

 Transistor Aspect ratios (𝝁𝒎) 

Folded-
cascode 
Op-amp 

Op-amp W/L (𝛍𝐦) 
M1, M2 50/1 

M3-M10 2/30 

M11 5/1 

CMFB W/L (𝛍𝐦) 
M12, M13 10/1 

M14-M17 71/1 

 Design parameters Value 

 Supply Voltage (V) ± 0.6 

 Gain (dB) 76.4 

 Gain bandwidth (Hz) 44.8 k 

 Phase margin (°) 86.6 

 Power (Watt) 4.86  𝜇 

 Slew rate (V/𝜇𝑆) 11.02 k  

 Offset Voltage (V) 11.02 k 

 
 

B. Second Stage Amplifier Design and Simulation 
 

The structure of this stage shown in Fig. 6 
comprises coupling input capacitors C3, feedback 
capacitor C4 and feedback resistor R2 which designed 
using the proposed pseudo-resistor, since it required to 
design a pseudo-resistor that can emulate a high 
resistance value reached to T ohm resistance, provided 
that its linearity is high. Employing the proposed 
pseudo-resistor in this stage is the best solution to 
preserve an almost constant resistance value over a 
wide dynamic range of ±0.6 V, which leads to high 
linearity and almost constant pole frequency in the bio- 
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Fig. 6. The structure of the second stage bio-medical amplifier 

medical amplifier design. The gain of this stage is 
22.9 dB set by the ratio of the input capacitor C3 to the 
feedback capacitor C4. The active block was designed 
using a single-ended two-stage operational amplifier 
with a gain of 110.9 dB and 138.84° phase margin. 
The design structure of this op-amp is provided in Fig. 
7. [17], [18].  

 

 

 

 

 

 
 

 

 

Fig. 7. The structure of the single-ended two-stages Op-amp 
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      (b) 
 

Fig. 8. The response of the second stage bio-medical amplifier: (a) The 
magnitude response and (b) The phase response  

TABLE II. provides the design specifications and 
components value of the 2nd stage bio-medical 
amplifier and its active block. The magnitude and 
phase of this stage are demonstrated in Fig. 8 (a) & (b) 
respectively. 
 

TABLE II.  THE DESIGN AND COMPONENTS VALUES OF THE SECOND 
STAGE BIO-MEDICAL AMPLIFIER 

 Components Value 

Second 
stage 
amplifier 

C3 1.4  𝑝𝐹 
C4 0.1 𝑝𝐹 
Design parameters Value 

Gain  22.9 (dB)  

Cutoff frequency 𝜔𝑜  0.628 (rad/sec) 

 Transistor Aspect ratios (𝝁𝒎) 

Two-stage 
op-amp 

M1, M2 2/5 

M3, M4 1/10 

M5 1.6/3 

 M6 2/3.8 

 M7 4/3 

 M9 5/1 

 M8 1.6/3 

 M10 0.39/50.05 

 M11 5/1 

 Design parameters Value 

 Supply Voltage (V) ± 0.6 
 Gain (dB) 110.9 
 Gain bandwidth (Hz) 54.9 k 
 Phase margin (°) 138.84 
 Power (Watt) 101.44 𝑛 
 Slew rate (V/𝜇s) 857 
 Offset Voltage (V) 0.65 𝜇 

 

 

C. Overall Amplifier Design and Simulation 
 

The structure of the two-stages bio-medical 
amplifier is presented in Fig. 9. It’s worth noting that 
besides the linearity advantage provided by the usage 
of the proposed pseudo-resistor, it also facilitates 
controllability to the lower cutoff frequency of the 
amplifier. Accordingly, by decreasing the biasing 
current in the level shifter, the lower cutoff frequency 
will reduce thus, the bio-medical amplifier will be able  
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Fig. 9. The structure of the two-stages bio-medical amplifier 

to detect the small frequency range. The magnitude 
and phase responses of the two-stages bio-medical 
amplifier are demonstrated in Fig. 10 (a) & (b) 
respectively. The response of the overall op-amp-
based bio-medical amplifier is simulated over three 
different biasing currents; 1nA, 1.5nA, and 2nA as 
demonstrated in Fig. 11, where the corresponding 
lower cutoff frequencies are; 1.8 Hz, 2.3 Hz, and 2.8 
Hz respectively. The simulated result of the input-
referred noise spectral density of the two-stages bio-
medical amplifier is shown in Fig. 12. The design 
parameters of the overall bio-medical amplifier are 
summarized in TABLE III. 
 

 
 
 
 
 
 
 
 

 

           
 
 

 (a) 
 

 
 
 
 
 
 
 

 
 
 

 
    (b) 

Fig. 10. The response of the two-stages bio-medical amplifier: (a) The 
magnitude response and (b) The phase response  

 
 
 
 
 
 
 
 
 
 
 

Fig. 11. The response of the two-stages bio-medical amplifier over three 
different biasing current values; 1nA, 1.5nA and 2nA 

 

 

 

 

 

 

 

Fig. 12. The IRN spectral density of the two-stage bio-medical amplifier 

TABLE III.  THE DESIGN COMPONENTS AND PARAMETERS OF THE 
TWO-STAGE BIO-MEDICAL AMPLIFIER 

Design parameters Value 
Gain  54.9 dB  

Supply voltage ±0.6 V 

Bandwidth  678.2  Hz 

IRN (above 10 Hz) 312.8 nV/√Hz 

IRN @0.1 Hz 41.66 𝜇V/√𝐻𝑧 

Power consumption  4.69 μWatt 

THD @100 Hz, 1mVpk-pk 0.327% (-49.7 dB) 

IM3 @50 and 60 Hz, 1mVpk-pk 46.49 dB 

IIP3 22.94 dBm 

Gain  54.9 dB  
Transistors of pseudo-resistors Value 
M1 – M4 1 μm /100 μm 

M5 – M8 0.26 μm /65 μm 

MS1 – MS4 200 μm /1.5 μm 
 
 

IV. CONCLUSION 

A novel CMOS pseudo-resistor using NMOS and 
PMOS transistors with level shifters is proposed. This cell 
affords an extremely high and almost constant resistance 
over a wide dynamic range of ±0.6 V, which leads to high 
linearity and almost constant pole frequency when it’s used 

in a bio-medical filter design application. The performance 
of the resistance is tested and applied in a two-stage bio-
medical amplifier and simulation tests are provided and 
confirm the high linearity performance and the fine-tuning 
of the lower cut-off frequency. 
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Abstract— A single Active Namenode (ANN) of Hadoop 
Distributed File System (HDFS) become a bottleneck when we 
require high-throughput read operations such as large-scale data 
analysis. Recently, various kinds of namenode schemes are 
proposed including asynchronous check pointing schemes to 
address the ANN bottleneck issue. Even if asynchronous schemes 
offers high throughput reading operations, they suffers in stale 
read problem where the latest data return is not guaranteed. In 
this paper, we propose a novel metadata replication scheme with 
synchronous OpCodes writing to achieve namenode multiplexing, 
where we can avoid the stale read problem. To reduce 
synchronization overhead, our proposed scheme conducts reduced 
replication only for metadata updates such as a write request, 
using quasi byte-level metadata operation codes. We conducted 
the empirical experiment to verify the effectiveness of our 
proposed schemes. The results show that our method reduces by 
50.95% in the average required number of NNs when the number 
of NNs for read-only operation is 100.  

Keywords—HDFS, Metadata Replication, Staleness Elimination, 
Strong Consistency 

I. INTRODUCTION 
As the size of big data continues to grow, many distributed 

file systems have been used to store them. The Hadoop 
Distributed File System (HDFS) [1] became a popular choice for 
storage because of its high throughput and scalability. Thus, 
several hundred petabyte-scale data mining and analysis is 
feasible with HDFS. In data mining, a method to find specific 
patterns in the data, a mining application queries data to the 
HDFS. A transaction of those queries usually consist of high 
ratio of read operations [2] approximately 95% [3-4] of all 
requests. However, these high read operation ratio causes 
performance degradations in many cases. For example, Zhang 
et al. [3] reported a case of significant performance degradation 
from their experiments, where 500,000 queries to HDFS were 
produced and 90% of queries took more than 100 seconds. They 
analyze the experiments results and conclude that the limited 
read throughput was caused by the HDFS with A single Active 
Namenode (ANN), which is metadata. 

Since the introduction of HDFS to the big data domain, there 
has been many studies that address the limitation of a single 
ANN especially for read requests. Shvachko et al. proposed the 
Observer Namenode (ObNN) in their study [5], which was 

designed only to process read requests. It is differentiated from 
ANN that processes both read and write requests. However, in 
order to use these ObNNs, Journal Nodes (JNs) and Quorum 
Journal Manager (QJM) are required as well as Standby 
Namenodes (SbNNs) to improve fault-tolerance of ANN. Thus, 
as the number of NN is required more and more, we can 
recognize the HDFS system complexity and cost is higher and 
higher. Therefore, HDFS needs asynchronous to improve 
performance. However, asynchronous approach can be occurred 
stale reads. Stale read problem where the latest data return is not 
guaranteed happens with high performance asynchronous 
techniques, and it may be occurring repeatedly that will yield 
serious performance degradation. 

Stale read amplifies synchronizing overheads of the 
metadata changes. Stale read yields delay in read operations 
since to obtain the latest data, additional synchronization 
workload is required and it can be repeated. Additionally, stale 
read increases read latency and make it difficult to achieve real-
time responsiveness. Furthermore, because it affects to other 
metadata processing operations [4], delay is amplified further. 
As a result, as the number of node that serves metadata grows, 
the throughput of metadata read operations is decreased. There 
are other problems of stale read. Even if a read request arrives 
after a write request is completed, the time at which the data are 
available is non-deterministic, which can affect the accuracy of 
data analysis [8]. Also, because data from stale read violates 
security requirements, vulnerabilities in data leak are detected [9] 
or restricted [10] to avoid general reads. Thus, stale reads are a 
critical problem to be resolved in a large-scale data analysis not 
only because it affects overall performances but also yields 
security vulnerabilities. 

For better improvement in read throughput, the metadata 
multiplexing is better choice in many cases. The metadata is a 
descriptive information of data (e.g., file name, path, size, and 
created time). Among the all access, the number of accessing to 
metadata are majority. In the study [6], the metadata access 
occupies 50%–80% [6] of all accesses of the file system. 
Therefore, it significantly affects the overall performance.  

To achieve metadata multiplexing, the replication technique 
is critical. Replication technique is well known for improving 
performance, availability and reliability. However, even if 
metadata occupies relatively very small (i.e., 0.1%–1% in [6]) 
the overhead resulting from synchronizing copies of metadata 
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whenever writing operation happens is a serious performance 
bottleneck. We may alleviate the synchronizing overhead of the 
metadata changes with a consistency protocol. However, still 
there will be stale reads problem to be resolved. The consistency 
protocol is used to maintain the metadata changes between 
copies of the metadata. Strong consistency [7] of protocols 
ensures that all metadata changes are applied uses a 
‘synchronous’ synchronization technique. Therefore, there is no 
metadata mismatch but high overhead has to be endured. On the 
other hand, both weak consistency and eventual consistency [7] 
of protocol do not guarantee that all metadata changes are 
applied. In addition, these two consistency policies use 
‘asynchronous’ synchronization techniques. Thus, the stale 
reads may occur (i.e., not the latest data is returned for the read 
request) even with relatively low overhead.  

In this paper, we propose a novel read-only metadata 
multiplexing method to improve read throughput with reduced 
read latency as well as low metadata synchronizing overhead for 
changes. To achieve the reduced overhead, we introduce byte-
level metadata and replicates only minimum metadata, i.e. we 
reduce size and the number of replications. We could achieve 
this by not replicating entire metadata. We also apply strong 
consistency policy to avoid stale reads. 

To evaluate the effectiveness of our proposed method, we 
implement read-only namenode multiplexing on Hadoop. First, 
we implement the write operation codes (opcodes) of the 
metadata for replication in byte-level. Also, we replicate 
metadata only when they are changed (e.g., write requests occur) 
to reduce the number of replications. Second, for strong 
consistency, we use the eager primary-copy model [11]. Based 
on these two design/implementation, we achieve the increase of 
the number of ANN and the replication of metadata from the 
ANN to the ANN's replicas using the primary-copy model. The 
proposed ANN process both read and write requests. On the 
other hand, the replicas can process read-only requests.  

We identify the main contributions of this paper are as 
follows: 

1. Read-only metadata multiplexing method to maintain 
read throughput 

2. Metadata replication method of byte-level opcodes for 
reduced synchronization 

3. Synchronization technique of in-memory and on-disk 
metadata for read-after-write in a replica node 

The remainder of this paper is organized as follows. Section 
II describe the related work. Then we describe the proposed 
scheme in Section III. The evaluation results are presented and 
analyzed in Section IV, and we conclude in Section V.  

II. RELATED WORK 

A. Asynchronous checkpointing 
Mohan et al. [14] investigated various checkpointing 

approaches such as asynchronous checkpointing in High 
Performance Computing. Among those approaches, 
synchronous checkpointing occurred large checkpoint stalls. 
The GPU is used for learning, and the CPU is used for 

checkpointing. In the past, GPU-based learning had to be 
stopped for checkpointing, but in the proposed technique, the 
CPU is minimized by pipelining through two-phase 
checkpointing called snapshot and persist so that the CPU 
performs as background regardless of learning. However, it may 
not be effective in CPU-based learning. Because checkpointing 
must also be performed while learning, the CPU load can be 
increased and learning may be delayed. Also, HDFS is not 
suitable because CPU is used, and such asynchronous 
checkpointing is known to cause stale. Because checkpointing is 
k-iteration, it must be performed periodically and repeatedly. 
However, it is necessary to ensure that it is performed only when 
metadata changes occur so that it cannot be always performed 
repeatedly. 

In ObNN, Journal nodes (JNs) periodically back up the 
metadata of ANNs using a checkpoint; this is one of the reverse 
error recovery techniques involving a state-based backup 
method. However, the ObNN waits for the ANN’s metadata to 
be transmitted to process a read request, and if a read request 
arrives before synchronization due to metadata inconsistency, 
then a stale read occurs. To mitigate this problem, the ObNN 
verifies the JNs for updated metadata before processing a read 
request. To process read requests that require the latest 
information, such as the quota usage API for the directory, the 
synchronization process is repeated until the latest metadata are 
obtained. ANN’s metadata is asynchronously replicated and 
synchronized in several stages from the QJM’s JNs to SbNN to 
the ObNN. The QJM periodically requests each JN to replicate 
the ANN’s metadata to replicate and synchronize the metadata. 
When more than half of the odd-numbered JNs complete 
synchronization with the latest metadata, this cause write delay. 
Then the metadata are copied to the SbNN. When SbNNs 
download the metadata, they transmit the metadata to the ObNN. 
Thus, replicating asynchronously an entire single metadata over 
several nodes causes significant synchronization overhead. 

B. Metadata distribution and replication for fault-tolerance  
Niazi et al. [4] proposed a multiple namenode with single 

leader NN (e.g., ANN). They divided equally the entire metadata 
of single ANN into a distributed database. However, this causes 
relatively high network communication and synchronization 
overhead because this should be searched via network to get the 
metadata information. To alleviate the overhead, they placed the 
client side cache. This cause stale cache and the overhead that 
periodically needs to be updated. Moreover, the node number of 
distributed database that they used was 48 and recently it has 
increased to 64. This means that scalability is limited. Wang et 
al. [16] proposed multiple SbNNs that failover the ANN to 
remove single point of failure of the ANN. These all SbNNs 
cannot process read requests. SbNN of existing HDFS also still 
cannot process read requests. 

C. Write delay of strong consistency 
In CephFS [12], metadata was synchronized using strong 

consistency, such as primary-copy model. Therefore, metadata 
inconsistency due to writing did not occur, but high network 
traffic occurred between nodes due to metadata discovery and 
synchronization. Furthermore, owing to communication 
overhead, the low-latency requirement cannot be satisfied. In a 
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study by Jiayuan et al. [13], to lower the consistency level from 
strong to weak, the primary node that committed data 
asynchronously replicated metadata to the remaining replication 
nodes using a ring. This reduced the write latency but amplified 
stale reads. Thus, write overhead needs to be reduced or 
minimized.  

D. Stale reads 
In CephFS, stale reads occurred owing to the size of the 

metadata cache; therefore, reads were repeated to obtain the 
latest data. To solve this problem, reading was repeated or 
metadata were reread when the lease expired such that the latest 
data were updated using read lease [15]. Ho et al. [8] proposed 
a stale synchronous parallel model that allows stale data in bulk 
synchronous parallel systems such as Hadoop as a parameter 
server system for distributed machine learning. However, 
regarding learning accuracy, even if specific data are not used 
for learning, accuracy loss occurs, and using invalid data affects 
accuracy. Therefore, if the data are old or stale, the 
corresponding parameter and variable values are not used 
through limiting the maximum age of the stale value. Snavely et 
al. [9] stated that stale data may violate security attributes, 
particularly confidentiality-based requirements, may contain 
sensitive information, and should not be read in general. 
Accordingly, the vulnerability of real programs, in which 
sensitive data were leaked due to stale reads, was detected. Aiyer 
et al. [10] used the quorum system, a malicious scheduler that 

maliciously delayed messages between the server and client 
guaranteed an upper bound to limit the insolvency of data read, 
but stale reads still occurred. 

III. PROPOSED SCHEME FOR NAMENODE REPLICATION 
In this section, we propose a metadata replication with 

synchronous opcodes writing for namenode multiplexing. For 
better performance of read throughput, our proposed scheme has 
a primary metadata and multiple replica metadata. In this paper, 
we call it an eager primary-copy model. The primary metadata 
processes both read and write requests. Any of both the primary 
and the replicas can process read-only requests from clients. 
This requires all of the metadata to be identical. To reduce 
synchronization overhead, we synchronize metadata operation 
codes (described in Table I) only when the metadata are changed 
(e.g., write requests occur).  

For low metadata synchronizing overhead for changes, we 
replicate the write operation codes (opcodes) of the metadata in 
byte-level. A write opcode is an operation unit with transaction 
of storing metadata changes according to write requests. We 
synchronize the write opcodes are stored between the in-
memory (e.g., RAM) and on-disk metadata (e.g., HDD or SSD). 
This enables read requests from clients to process immediately 
after processing a write request. Thus, this read-after-write can 
reduce read latency. Furthermore, the proposed scheme apply 
strong consistency policy to avoid stale reads. The remainder of 
this section exhibits the design and implementation of the 
proposed scheme. 

A. Read-only Namenode multiplexing scheme  
We introduce our proposed scheme to increase the number 

of ANNs which can process read requests. These primary and 
replicas are called the proposed ANNs in this paper. To increase 
the number of the ANN, we first prepare several nodes and then 
place identical ANNs on each node. As shown in Fig. 1, in the 
proposed scheme, each ANN should be able to process read 
requests from clients. To do that, all of the proposed ANNs 
should synchronize to keep identical metadata. However, the 
stale reads can be occurred when we use an asynchronous 
synchronization. To eliminate the stale reads, we use a 
synchronous synchronization approach (as shown in Fig. 2). In 
addition, synchronizing the metadata between the proposed 
ANNs causes the synchronization overhead. To reduce the 
overhead, we replicates byte-level metadata operations codes 
(i.e., opcodes as shown in Table I). We also replicates the 
opcodes from the primary to the replicas. This enable the 

TABLE I  
QUASI BYTE-LEVEL METADATA OPERATIONS 

Identifier Description Size 
OP_START_LOG_SEGMENT Initialize edit log 12 
OP_ADD Calculate number of blocks 160a 
OP_ALLOCATE_BLOCK_ID Allocate block ID 20 
OP_SET_GENSTAMP_V2 Generate timestamp 20 
OP_ADD_BLOCK Add block to DN 44 
OP_UPDATE_BLOCKS Update existing data blocks 58a 
OP_RENAME_OLD Rename file or directory 69 
OP_MKDIR Make directory 61 
OP_DELETE Delete file or directory 39 
OP_CLOSE Close the operation 101a 

a. The byte size can be increased depending on the lengths of the file name and path.  

 
(W: write, Mw: commit to in-memory metadata, Dw: commit to on-disk 

metadata, S: synchronous synchronization, A: acknowledge) 
 

Fig. 2. Synchronous synchronization to avoid stale reads in our proposed 
scheme 
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proposed ANNs (i.e., primary and replicas in Fig. 1) and to be 
identical. Growing the number of the replicas enables better 
improvement for read throughput as in ObNN of existing HDFS. 
Thus, Fig. 1 shows the proposed scheme provides replicas to 
process read operations to achieve higher read throughput as the 
number of namenodes continues to grow as in ObNN of HDFS. 

B. Write opcodes to reduce the synchronization overhead 
The write opcodes are used to replicate only when changes 

are made to the metadata. We replicates only write opcodes that 
mutate the metadata among metadata opcodes for replicating the 
metadata in byte-level. This enable size of replications to be 
reduced. Also, we replicate metadata only when they are 
changed (e.g., write requests occur) to reduce the number of 
replications. Table I lists of the write opcodes and brief 

descriptions related to quasi byte-level changes in the metadata. 
They can be added according to the length of the file name; 
however, their size is in fact the size of bytes recorded in the 
metadata. The write opcodes do not have single-digit as size. 
Therefore, in this paper, we call it quasi byte-level opcodes. Fig. 
3 shows the flow chart of the write opcodes according to write 
request. Algorithm 1 briefly shows an algorithm that replicates 
the write opcodes to synchronize metadata from the primary to 
the replicas.  

IV. EVALUATION 
To evaluate the effectiveness of our proposed method 

implemented on HDFS, we evaluate the synchronization 
overhead for the write opcodes by measuring the write 
performance of the multiplexed namenodes. To do that, we 
implemented read-only namenode (i.e., ANN replicas) 
multiplexing on HDFS. To implement our proposed scheme, we 
made the ANN replica node by modifying ANN to have 
functions of ObNNs and SbNNs. We also made ANN primary 
by modifying ANN to have functions JNs and QJM. To do that, 
we write 7,000 lines approximately and modify more than thirty 
files in Hadoop source codes. In this section, we describe the 
evaluation settings and analyze the results obtained from HDFS. 

A. Evaluation Settings 
We compare the synchronization overhead, as the number of 

nodes grow in our proposed scheme compared with the existing 
HDFS. To do that, we measure write time, write throughput, and 
average operations per second (ops). Specifically, in case of 
write time, to compare our proposed scheme with a single ANN 
of the existing HDFS, we compare the time it take to process 
write requests according to the file size. In addition, to compare 
write throughput and average ops, we measure them using 

TABLE II  
EVALUATION ENVIRONMENTS 

Host CPU, RAM Intel Xeon E3-1270 v6 @ 3.80GHz x 8, 32GB 
Host OS Fedora 32 
Guest CPU, RAM 1 vCore, 2GB RAM 
Guest OS CentOS 7.4 
Java OpenJDK 1.8.0_222 
Hadoop 3.2.1 

 

 

Fig. 4. Required number of namenode 
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Algorithm 1 Write opcodes replication with strong 
consistency 
Inputs: ReqOPCODE : set of metadata opcodes, WriteOPCODE : set 
of write opcodes, NumOPCODE : number of ReqOPCODE, IdTX : 
identifier of transaction, IdOPCODE : identifier of ReqOPCODE, 
IdNODE : identifier of the primary and the replicas metadata, 
NumNODE : number of IdNODE, BoolApNN : boolean whether our 
proposed scheme (i.e., ApNN) is activated 
Output: AckSYNC : result of syncronous synchronization 

1: if (ReqOPCODE ∈WriteOPCODE) then 
2: Set index of IdNODE  to 1 as the primary 
3: for index i ∈{1, 2, …, NumOPCODE} do 
4: Get IdOPCODE at i of ReqOPCODE 
5:   // append IdOPCODE to metadata in the primary 
6: Append with IdOPCODE with IdTX 
7: if (NumNODE > 1 and BoolApNN) then 
8:   // append IdOPCODE to metadata in the replicas 
9: for index j ∈{2, …, NumNODE} do 

10: Get IdNODE at j of the replicas 
11: AckSYNC ← Append with IdOPCODE with IdTX 
12: if (AckSYNC) then 
13:    // in-memory metadata for appended IdOPCODE 
14: Sync memory metadata with AckSYNC 
15: Else 
16: Retry to get AckSYNC 
17: end if 
18: end for 
19: end if 
20: end for 
21: end if 
22: Return AckSYNC from the replicas to the primary 

 

 

Fig. 3. Flow chart of the write opcodes according to write request 
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benchmark tools in Hadoop. Naive-NN is an existing HDFS 
with a single ANN. “Proposed-NN” is our proposed ANN and 
comprises 1 to 10 nodes. “1 Proposed-NN” is the primary 
namenode, and “2 through 10 Proposed-NN” is the replica 
namenode. The evaluation environment is presented in Table II. 
The existing HDFS method and the proposed method were 
applied separately to form a virtual machine, and each machine 
had one virtual core, 2 GB of memory, and 30 GB of disk space. 
An SSD was used in the host server for storage. 

B. Evaluation Results 
Fig. 4 shows the required number of namenode when the 

number of node for read operations (i.e., ObNNs) grows from 
one to ten. Equations (1) and (2) are a way to obtain the required 
number of node in existing HDFS and our proposed scheme, 
respectively. ANN and ANN primary is always 1. JNs is 2k+1 
because of quorum and assume k to 1. Our proposed scheme 
does not need JNs and QJM because we do not use asynchronous 
synchronization. ANN replicas are almost equivalent to ObNNs 
and SbNNs because our proposed scheme has function of 
SbNN’s ANN failover and ObNN’s read operation processing 
capabilities. 

𝐍𝐮𝐦𝐛𝐞𝐫	𝐨𝐟	𝐧𝐨𝐝𝐞 = 𝐀𝐍𝐍+ 𝐉𝐍𝐬 + 𝐎𝐛𝐍𝐍𝐬 + 𝐒𝐛𝐍𝐍𝐬      (1) 
 

𝐍𝐮𝐦𝐛𝐞𝐫	𝐨𝐟	𝐧𝐨𝐝𝐞 = 𝐀𝐍𝐍	𝐩𝐫𝐢𝐦𝐚𝐫𝐲 + 𝐀𝐍𝐍	𝐫𝐞𝐩𝐥𝐢𝐜𝐚𝐬      (2) 

 

Therefore, we can obtain the difference between Equations 
(1) and (2). For instance, when the number of node for read 
operation is 1 to 10, our scheme needs only 2 to 11 nodes but 
existing HDFS should have 6 to 24 when JNs are three (as 
described in equation (1)). This means that our scheme can 
reduce the required number of node by 58.3%. This can be 
calculated by the following equations. 

                              (𝟐𝐤 + 𝟏) + 𝐀𝐍𝐍	𝐫𝐞𝐩𝐥𝐢𝐜𝐚𝐬                    (3) 
 

 As shown in Fig. 5, the write time for each file size was 
measured to compare the synchronization overhead due to the 
increase in the number of nodes in the proposed scheme 
compared with the existing HDFS. The result shows that Naive-
NN, the existing HDFS, had a write time of 26.164 s for a file 
size of 4096 MB (32 blocks), and the proposed scheme indicated 
an average of 29.198 s, differing by 3.034 s. The time required 
to complete a file upload to HDFS was measured using “-put” 
among the HDFS commands of Hadoop. The size of one block 
was 128 MB, the size of the file was the same as that of the block, 
and the number of DNs was set to one. Fig. 5 shows there was 
low overhead in given condition. We will analyze actual write 
time overhead in Table III. 

We compared write time between our proposed scheme and 
existing ObNN. ObNN configuration applied as follows: ANN, 
SbNN, ObNN, DN is set to 1. JN is set to 3. When 1,000 files 
are written to existing HDFS, write and read time are 541,654 
ms, 1,769 ms, respectively. In our proposed scheme with ANN 
primary and 1 replica, write and read time are 530,010 ms, 1,790 
ms. To measure this, because we assigned one of unique number 
between 1 to 1,000 per text file, each file’s size has from 1 to 3 
bytes. Then we verified whether final summation is 500,500 (i.e., 
summation from 1 to 1,000) or not.  

TABLE III  
AVERAGE WRITE OPERATION TIME 

File size Naive NN Our scheme Ratio 
128MB (1 block) 3.786 3.324 113.8% 
256MB (2 blocks) 3.412 3.954 86.3% 
512MB (4 blocks) 4.502 5.267 85.5% 
1024MB (8 blocks) 8.775 8.624 101.7% 
2048MB (16 blocks) 12.988 16.178 80.3% 
3072MB (24 blocks) 20.449 21.543 94.9% 
4096MB (32 blocks) 26.164 29.198 89.6% 

 

 
Write operation time for file with various blocks 

 
Fig. 5. Synchronization overhead 
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Table III shows part of the result of Fig. 5. We can obtain 28 
NNs through summation from 1 to 7 NNs. This results show that 
the write time per node in our proposed scheme took between 
80%-113.8%. The average write operation time is 93.17% 
compared to the naive-NN. Thus, we verified that the overhead 
for write time is 6.83%. 

As shown in Fig. 6(a), the write throughput was measured to 
compare the synchronization overhead due to the increase in the 
number of nodes in the existing HDFS and the proposed scheme. 
The results show that the throughput of naive-NN, i.e., the 
existing HDFS, was 70.75 MB/s, and the average throughput of 
the proposed scheme was 73.30 MB/s, which differed by 2.55 
MB/s. It was measured using TestDFSIO, a benchmark tool of 
Hadoop, and the file size was set to 8 GB corresponding to 64 
blocks, the buffer size to 10MB, the number of DNs to five, and 

the replication factor to five. Figs 5 and 6(a) show that the result 
values are slightly lower or higher than those of naive-NN. This 
means that the time required to add a block in the DN was slower 
or faster depending on the DN’s disk input/output performance, 
which differed slightly temporarily.  

 In Figs 6(b) and (c), the synchronization burden due to the 
increase in the number of nodes in the proposed scheme is 
compared with the existing HDFS. We used NNloadGenerator, 
a benchmark tool of Hadoop that generates workloads for a set 
time period and measures the average number of operations per 
second. The number of files was set to 1,000, the number of 
threads to 1,000, and the file size to 384,000 in Fig. 6(b), from 
256,000 to 768,000 in Fig. 6(c), respectively. The file size is a 
basis value when creating a file for performance measurements 
and is used to create an arbitrary size (i.e., 10 times) rather than 
the actual size of the file. Both the number of DNs and the 
replication factor were set to five. Additionally, the ratio of 
reading and writing was set to 95% and 5%, respectively. 

Fig. 6(b) shows that the existing HDFS naive-NN yielded 
522.9 ops/s, whereas the proposed scheme yielded the average 
of 448.8 ops/s, indicating a difference of 74.1 ops/s. As shown 
in Fig. 6(d), naive-NN, an existing HDFS, decreased the average 
processing performance per second significantly as the file size 
increased. However, in the proposed scheme, even if the file size 
increased, the average processing performance per second 
remained constant compared with naive-NN. When the file size 
was 760,000, the computational performances of naive-NN and 
the proposed scheme were 86.1 and 396.3 ops/s, respectively. In 
addition, the lower limit of the file size of naive-NN was 86.1 
ops/s, whereas that of the 10 Proposed-NN was 343.6 ops/s. 
Naive-NN does not intervene with synchronization but, in our 
proposed scheme, ANN intervenes with synchronization. Thus, 
Naive-NN can perform faster than ours when the file size is 
small. But, when the file size is bigger, naive-NN can look like 
performance degrade because naive-NN should wait for DNs to 
complete the job.  

V. CONCLUSION 
In this study, we proposed a metadata replication scheme 

with synchronous opcodes writing for namenode multiplexing. 
As the node number of metadata grows, the synchronization 
overhead can be high. To reduce the overhead, we replicated 
byte-level write opcodes. We synchronized in-memory and on-
disk metadata so that all of the replicas can process read requests 
immediately for read-after-write in our proposed scheme. We 
applied our proposed scheme on HDFS and evaluated. As a 
result, our method reduces by 50.95% in the average required 
number of NNs when the number of NNs for read-only 
operation is 100. As the number of NNs is increased from one 
to seven, we also verified that the average write operation time 
for each file size (e.g., 128MB to 4096MB) was 6.83% higher 
than the existing HDFS with the given condition.  
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Abstract— In the modern era, safety is one of the most 

concerning issues for people because of the increased rate of 

harassment, rape, hijacking, etc. For the sake of people’s 

security, a device has been proposed in this paper. This device 

will help to prevent rape, hijacking, unwanted harassment, etc. 

The proposed system can be applied to make it smarter, safer, 

and automated. Flex Force pressure sensor, VR3 module will be 

used for activating the device automatically as well as artificial 

intelligence (AI) will be used to assume the attacker’s wary 

behavior. In an unexpected situation, when the device will get 

activate it will send the location of that place to a pre-defined 

number through a message. This system will ensure the well-

being of people of all gender and ages. 

Keywords— YOLOv3 algorithm with TensorFlow framework, 

VR3 Module, Flex Force pressure sensor, GSM, GPS, Human 

security 

I. INTRODUCTION  

Around the world today, human safety has become a vital 
issue. Not only women, every human being is affected by 
physical/sexual abuse, hijacking, harassment, and a fear of 
violence. An organization working to protect women’s rights 
known as Bangladesh Mahila Parishad revealed a statistic that 
approximately 2083 women and girl child were subjected to 
sexual violence from the first of 2019 to June 30, 2019, and 
out of that 731 were raped. From 2014 through 2018, a total 
of 5,274 women, and children faced different kinds of 
violence including 3,980 rapes [1]. It is assessed that around 
35% of women everywhere in the world have encountered 
some sort of lewd behavior in the course of their life. Ladies 
who are between 18 -24 years of age are multiple times bound 
to be casualties of assault or rape. In Bangladesh assault rate 
9.82% out of 11682 incidents [2]. Not only sexual assault or 
rape human trafficking, but kidnapping also has become a 
burden for people. Sometimes police can retrieve people from 
kidnappers sometimes they couldn’t. As per figures detailed 
by the "Daily Star" newspaper, between February 2012 and 
June 2018, 4,152 instances of kidnappings because of human 
trafficking were recorded, yet just 25 individuals were 
indicted [3]. So, considering the safety of the people a model 
designed which will help to make sure the safety of people. 
These types of safety devices will lessen the crime rate. 
Moreover, it helps people to stay safe when needed and 
enables them to live more independently with greater 

confidence, peace of mind, and dignity when they are outside 
of the house .  

II. LITERATURE REVIEW 

 Human security is one of the most significant issues as 
crime increments. There is some wellbeing device to lessen 
the crime. Here, some related distributed works are going to 
be discussed. 

A security solution for women [4] developed by authors 
consists of a smart band and smartphone and both are 
connected with Bluetooth Low Energy (BLE). The Smart 
band consists of three sensors which are a temperature sensor, 
motion sensor, and pulse rate sensor. The app is installed in a 
smart phone to monitor the data directed by the smart band 
and to send the location of the victim using the GPS and the 
GSM system of smart phone. A smart watch [5] is designed 
by authors through which a woman can seek help by pressing 
the button of the smart watch. The smart watch module 
consists of three sub-module which are the Sensing, Control, 
and Transmission module. These three modules together help 
to activate the device and send the location of the victim, also 
the device is capable of giving severe shock to the culprit and 
generating an alarm. The paper [6] clarifies a gadget, which 
will work in three different ways, for example, voice, switch, 
and shock. At the point when the gadget got triggered by the 
sensor, it will begin working and then it will send location to 
police and message to the enlisted number through a GSM 
module and the same will be accomplished by a voice order. 
In ref. [7] the authors proposed a design which is implemented 
in the form of a smart ring, smart band, smart belt, etc. for 
ladies' wellbeing based on the Internet of Things (IoT). It is 
comprised of Raspberry Pi Zero, Raspberry Pi camera, buzzer, 
and button to activate the services. It is actuated by the victim 
by tapping the button. After clicking, the current location via 
GPS of the victim’s and the camera catches the picture of the 
culprit which is then sent to police or pre-defined contact 
numbers using the victim's cell phone. This technique further 
uses the Uniform Resource Locator (URL) of the image and 
alert message to inform the family and police personnel. In the 
work [8] authors proposed a design which is a combination of 
several types of equipment such as IoT module, GPS & GSM, 
Neuro stimulator, Vibration sensor, Buzzer. In the device, 
GPS & GSM is used to detect & send the location of the 
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victim, and the buzzer is used to generate an alarm to aware 
nearby people, whereas the IoT module is used to track the 
location continuously and update it on the webpage. For own 
safety using a Neuro Stimulator victim would be able to give 
a shock to the attacker. Moreover, a Vibration sensor is used 
to send the victim’s last location if somehow the device gets 
damaged. In ref. [9] the authors proposed a design capable of 
self-defense, recording evidence, and tracing the location of a 
victim. In a critical situation, when the button is pressed nerve 
stimulator and buzzer is activated for self-defense and the 
camera is activated for recording evidence simultaneously 
also victim can send the current location of the victim and 
contact with a pre-define number through an Application. A 
wearable device [10] for women's safety and security designed 
by authors is comprised of an Arduino controller, temperature 
LM35 sensor, flex sensor, pulse rate sensor, GSM, and GPS. 
All those sensors help to activate the device. The hidden 
camera was installed in the victim’s dress, when the device 
gets activated, the camera transmits the live scenario to the 
registered contacts so that they can be able to see what’s 
happening there. And in the meantime, it will track and send 
the location of the victim to registered phone number using the 
GPS and GSM module. The principal objective of the work 
[11] is to make a wearable IOT gadget for the security and 
protection of human. This is executed by the measurement of 
physiological signs in simultaneousness with body motions. 
The signs are dissected and the internal heat level is estimated 
by galvanic skin obstruction. This work manages internal heat 
levels and stresses and skin obstruction and the connection 
between them. The gadget investigates skin opposition and 
internal heat level to break down the circumstance of the 
individual. A lot of research has been done and also running 
in the improvement of a human security system to decrease 
our social issues. Though all the device is made for human 
safety the majority of them are not perfect for human safety. 
Hence, a human safety system is proposed where some extra 
features are added to bring the perfection of the safety device. 

III. PROPOSED MODEL AND SIMULATION 

 

 
Fig.1. Block diagram of the design. 

This paper is based on both Arduino and raspberry-pi. For 
the real-time recognition and detection process the YOLOv3 
algorithm is used hence, raspberry-pi is used as 
microprocessor. For VR3, FlexiForce pressure sensor, GPS, 
GSM, Arduino is used as microcontroller. And to connect 
Arduino and Raspberry pi serial communication is used 
between them. 

 

 

 

   
Fig.2. Flow chart of the design. 

     The device can be activated through the FlexiForce 
pressure sensor or VR3 module or from camera input. If 
victims face any critical situation, the device can be activated 
by saying pre-defined words using the VR3 module. 
Moreover, if somehow the FlexiForce pressure sensor get 
unexpected pressure then the device will also be activated. A 
camera is used to record real-time image and if the image 
match with pre-trained data set then also the device will be 
activated. So, when the device will activate, in the meantime 
it will send the location of the victim to the nearest police 
station and family members with the help of GPS & GSM. 

Simulation of GSM and GPS Module: 

    Fig.3 shows the connection of both GPS and GSM together. 
GPS is used for tracing the victim’s exact location. When the 
device will get activate the GPS will track that location. GSM 
is used for sending the location of victims through SMS to a 
pre-defined number. 

            
Fig.3. Combined simulation of GSM and GPS 

           

Fig.4. Coordinates of GPS 
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Simulation of FlexiForce Pressure sensor: 

    The simulation of the FlexiForce Pressure sensor is shown 
in fig.5. This sensor ranges from 0 to 25lbs of pressure. When 
the sensor will sense pressure more than the threshold value 
the sensor will be turned on. Where the threshold value has 
been set to 0.4lb (around 200gram).   

     
Fig.5. Simulation of Flexi Force pressure sensor. 

Simulation of Object Detection: 

    The YOLOv3 algorithm is used in object detection using 
the TensorFlow framework. Harmful weapons such as 
Handguns, knives, and weapons are trained in Google Colab 
which is shown in fig 6. Around 2400 images were trained 
with 300 epochs. 

  
Fig.6. Trained Images of weapons and handguns 

IV. IMPLEMENTATION OF THE DESIGN 

Implementation of the design means the execution of 
design plans applying compatible processes to reach the 
utmost goal. It brings an idea to a real-life prototype. The 
device is made of several types of components such as Voice 
Recognition Module, Flexi Force pressure sensor, GPS, and 
GSM where Arduino is used as a microcontroller. The 
YOLOv3 algorithm is used for detecting the abnormal 
behavior where Raspberry Pi is used as a main processor. The 
device can be activated through VR3 module or FlexiForce 
pressure sensor or by analyzing dubious behavior from camera 
input. 

A.  VR3 Module 

In this module, any sound could be trained as a command 
and users need to train the module first before let it 
recognizing any voice command. From fig.7, a mic is shown 
that is used to capture the voice and the voice process in the 
module. If the captured voice match with the pre-trained voice 
then the device will be activated. Several test has been carried 
out to check the accuracy of voice command from different 
distance. It has been found that the module worked accurately 
when the sound source is within 0-3 meter from VR3 module. 

       
Fig.7. Voice Recognition Module 

B. FlexiForce pressure sensor 

The FlexiForce Pressure sensor acts as a force-sensing 
resistor. When there is no force in the sensor then its resistance 
is very high. When a force is applied to the sensor, the 
resistance proportionally decreases. If the sensor senses   force 
more than threshold value which has been set to 0.4lb (around 
200gram), it will send a signal to Arduino to activate the 
device. 

   

 Fig.8. FlexiForce Pressure sensor   

C. GPS 

     It is used for tracing the victim’s exact location. A buck 
converter is used to convert the voltage into 5 voltage. An 
antenna is added for capturing the signal accurately. Here, 
"Haversine formula" is used to calculate the shortest distance 
between two points on a sphere using their latitudes and 
longitudes measured along the surface. This will find the 
nearest police station, additionally tracks live location.  
 
Haversine formula: 
 a = sin² (Δφ/2) + cos φ1 ⋅ cos φ2 ⋅ sin² (Δλ/2) 
         c = 2 ⋅ atan2 (√a, √ (1−a)) 
 d = R ⋅ c 
Where, φ is latitude, λ is longitude, R is earth’s radius (mean 
radius = 6,371km); 
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Fig.9. GPS Module 

D. GSM 

When the device is activated by getting the emergency 
signal, it sends the location information via SMS to predefined 
relatives or friend's phone numbers and nearest police station. 

 

Fig.10. GSM Module 

E. Object detection  

   The camera shown in fig.11 is used for the real-time 
recognition process. If the camera detects any weapons it will 
send a signal to the Raspberry pi then the device will be 
activated. 

   
Fig11.Object detection system 

F. Implementation of the complete system 

    A wearable multi-sensory device for human safety is 
shown in fig.12, where the device can be activated using 
either Flexi-force pressure sensor or VR3 module or by 
detecting suspicious behavior of the attacker. As soon as the 
device will be activated it will send the location of the victim 
to the predefined number, as well as it will capture the image 
of the attacker to find out the attacker later. 
 

 

Fig.12. Implementation of Wearable multi-sensory device for human safety. 

 

V. RESULT AND ANALYSIS 

Before the implementation of the device, simulation of the 
component was done. In case of the VR3 module and 
FlexiForce pressure sensor, the result was quite perfect but for 
weapon detection through AI, the result wasn’t 100% perfect 
because enough images were not trained. Moreover, sending 
the victim’s location to the predefined number through GPS 
& GSM was done successfully.    

 

A. VR3 Module 

     At first, the module is trained with a specific voice 
command as shown in fig.13 then with that word the VR3 
module is checked whether the module worked or not. 

 

 
Fig.13.Taking Voice command of VR3 module. 

  As shown in fig.14 when the Module got the voice command 
same as the trained one then the device got activated which is 
understood by the red LED cause when the module isn’t 
activated the LED is off but when the device gets activated the 
LED is on.  
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Fig.14. Result of Voice Recognition Module. 

 

B. Flexi Force Pressure Sensor 

    The working of the FlexiForce pressure sensor depends on 
the pressure sensing on the sensor. From fig. 15, it is shown 
that pressure is 0 that means it doesn’t sense any pressure. 
Which means device isn’t activated. 

 
Fig.15. Value of Flexi Force pressure sensor 

 

As shown in fig.16, there has some pressure more than 
threshold value that means after sensing pressure the device 
gets activated. And fig. 17, shows the turned-on state of 
FlexiForce Pressure sensor. 

 
Fig.16. Value of FlexiForce pressure sensor 

 

Fig.17. Result of FlexiForce Pressure Sensor 

C. GPS 

 Fig.18. Vatara police station by utilizing GPS module 

    From fig.18, the GPS module is initiated and it is showing 
the Vatara police station. That means when the device got 
activated at that moment the victim was near Vatara Thana. 
And Vatara Police station will get a message of the victim’s 
location so that they can easily find out the victims and the 
attacker from that location. 

D. GSM 

       When the system will activate it will send the victim’s 
location to a pre-defined number through the GSM module. 
Fig.19 shows that, a message including the location of a place 
received by a person. 

 

       
Fig.19. Message sent through GSM 
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E. Result of object detection method  

       From fig.20 shows that a person showing different kinds 
of weapons and the system detects the weapon along with the 
name of the weapon. As soon as it detects a weapon it will 
send a command and the device will be activated. For the 
detection process thousands of weapons images such as Hand 
Gun, Knife was trained. 

  

 

Fig.20. Weapon detection and recognition 

     At the moment of system activation, it will capture the 
image of the attacker. Here, fig.21 shows the captured image 
of the attacker at the time of device activation which is stored 
in the webserver. 

 

Fig.21. Stored image in Webserver 

    Fig.22 shows different confidence values in several 
detection periods. For handgun detection event the frame’s 
confidence value is achieved more than 50%. 

 
Fig.22: Values of Confidence ratio over total detection period 

         Fig.23. shows different confidence values in several 
detection periods in a graph. For knife detection event the 
frame’s confidence value is achieved more than 60%. 

 
Fig.23: Values of Confidence ratio over total detection period 

    Fig.24. shows loss vs. epoch graph. In the event of weapon 
detection highest loss at epoch 10 is achieved 0.53. When the 
frames are ended at 300 epochs the loss came near 0.41. 

 
Fig.24: Loss Vs. epoch ratio for weapon detection event 

           

VI.  CONCLUTION AND FUTURE WORK 

 
    Statistics say that rape, kidnapping, hijacking, 

harassment, molesting, etc. is increasing day by day but very 
little progress has been made to find a noteworthy solution to 
the problem. Hence, a prototype is designed to make people 
safer in such situation and the purposes of the design have 
been achieved. Because using this smart device people can 
secure them, protect them, can take help in emergencies. 
Moreover, this device will capture the photo of the attacker 
which will help the authority to find the attacker easily. There 
is some scope for further improvement of this device. In the 
future, a 360-degree viewing camera can be used instead of a 
one-sided camera so that it can analyze all sides of the 
surrounding. If a huge dataset of the weapon can be trained 
then the efficiency of the weapon detection will be increased. 
Moreover, in future besides weapons, the suspicious behavior 
of a person can be analyzed to detect the culprit. 
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Abstract—Nowadays, containers have been widely adopted
not only for clouds but also for individual users. On the one
hand, containers provide much more light-weight virtualized
infrastructure, but on the other hand, it is unavoidable to handle
security issues since the isolation of containers is relatively weak,
compared to the legacy VMs. Under the container architecture,
adversaries are able to exploit kernel vulnerabilities to escalate
privilege to gain root privilege, and leak system, privacy critical
information. Although previous solutions provide strong security
protection, unfortunately, none of them do provide a way to
apply policies. Therefore, in this paper, we present an eBPF-based
capability enforcement system, MiniCon, that automatically
generates and enforces a minimal capability set by using Seccomp
Filter. It monitors capability requests from containers, merges
those requests to create a minimal capability set, and enforces
capability policies through Seccomp Filter.

Index Terms—Cloud, Virtualization, Capability, Container

I. INTRODUCTION

Recently, cloud has been emerging technology because of
its flexibility and ease of management. Service providers (or
tenants) are now shifting their service environment from their
local servers to cloud to benefit by flexibility and management
of cloud. Thanks to the on-demand resource allocation policy
of the cloud, service providers now can request exact amount
of hardware resources they required, and also they are able
to request reallocation of resources in any time they need.
Moreover, hardware resources are already physically installed
at data centers, the only thing service providers have to do
is just to follow simple configuration steps so as to set up
their environment. Therefore, service providers can effectively
reduce huge amount of cost for managing and purchasing
resources.

However, to allocate resources to different users, resources
should be properly isolated as like they are in separate hard-
ware. This is important because it may cause security issues
if users are available to access others tenants’ resources. To
address this issue, virtualization techniques have been adopted
to isolate resources.

Virtualization can be implemented by two different ar-
chitecture. Virtual Machine (VM) is the traditional way to
virtualize entire software stack including kernel, which has
been employed as the most popular approach over the last
decade. Under the VM environment, each user has their

individual kernel, and their applications are executed on top
of the isolated kernel stack. Hypervisor, a middle layer for
virtualization which locates under a VM kernel layer, restricts
unauthorized actions such as resource access from other VMs,
and it is responsible for orchestrating resource allocation
among VMs. With VM, resources can be strongly isolated
because hypervisor fundamentally limits resource view under
kernel. However, performance degradation cannot be ignored
due to the duplicated kernels.

To address the performance issues of VM, containers have
been proposed. In contrast to VM, each container shares the
kernel, so the user space is the only one isolated among
container instances. This greatly reduces overhead for kernel-
related operations, such as system calls. Due to its performance
advantages, many IT vendors adopt container as a virtual-
ization for their cloud [1]–[4]. Despite those benefits, some
critical security issues inhere within containers. Unlike VMs,
containers share a kernel stack, which is probably vulnerable,
and can be a penetration channel to attacks. For example,
adversaries are able to invoke system calls to trigger kernel
vulnerabilities which affects not only host but also other
containers.

Indeed, many vulnerabilities that stem from the (insecure)
container architecture have been disclosed: CVE-2016-0728
showed that adversaries can cause memory leak by abusing
system call with designed arguments [5]. CVE-2016-5195
showed that adversaries can also intentionally bring about race
condition by simultaneously invoke write system call [6].
Moreover, privilege escalation can be done by waitid system
call [7]. Besides, globally accessible information have to
also be concerned. Luo et al. [8] proposed a covert chan-
nel attack using global information which is not limited by
Linux security functions, total memory usage, and kernel
logs. ContainerLeaks [9], likewise, showed system-wide host
information can be leaked by using globally accessible files.
Meanwhile, internal attacks from a compromised container to
other benign containers have been reported. For instance, PWN
Docker Redis Attack compromise vulnerable server which
accept Docker API and it compromise other containers in same
network [10]. Therefore, despite of its performance efficiency,
it is important to handle security issues on containers.
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For this, several methods were recently introduced to ad-
dress the security concerns about container. SCONE [11]
utilizes Intel SGX to secure information inside of container.
It can securely prevent information leakage from outside
even from host, but it contains significant performance is-
sue. SPEAKER [12] separates running phase of container
to minimize available capability by using dynamic analysis.
Unfortunately, it does not take account of the limitation of
dynamic analysis which cannot cover entire logic of container.
Cimplifier [13], however, choose debloating method which
separate single large container to a number of container.
Although separating container reduces attack surface such as
vulnerability of container, these containers still threatened by
vulnerability. Security Namespace [14] suggests to use Linux
Security Module (LSM) with fine-grained policy. Most of
container products, such as Docker [15] and Kubernetes [16]
are compatible with LSM, it does not automatically provide
policy guideline. Confine [17] reduces system call using static
analysis. By using static analysis, this work can produce policy
which covers a entire set of system calls in applications.
However, some system calls might be never invoked while
the static analysis can consider it to be called. In case of un-
optimized application, Confine might provide a super set of
system calls. On the other hand, LSMs such as SELinux,
AppArmor, Seccomp [18]–[20] are used to apply security
policy to containers, still they do not provide ideal policies
to prevent containers from kernel vulnerabilities.

To tackle these challenges, in this paper, we propose a secu-
rity enforcement framework, MiniCon, that confines minimal
container capabilities for building a secure container environ-
ment. To find out minimal capability set of given container,
we first implement eBPF [21] capability probe which collects
set of capabilities required by containers. We then build an
environment generator that creates realistic environment of
running container. Finally, we create Seccomp [20] policy
based on a minimal capability set to enforce it.

II. BACKGROUND

A. Container

To satisfy requirements of cloud systems, containers aim
to isolate system resources such as CPU usage, and network
interfaces from other users. Not only for physical hardware
resources, containers enable to isolate logical resources such as
UID, PID, and even file systems. Isolating UID, for example,
users in different containers do not have visibility to each
others. By doing this, container environments abstract user’s
view such that a user is the only one who uses this machine.

Containers provide isolation of these resources by im-
plementing a thin layer which uses Linux namespaces and
cgroups. Thin layer resides in host user space as a daemon
process and they create, initialize, stop, and delete according
to administrators command. Once administrators create and
initiate container, Linux namespaces inside of thin layer re-
strict a view of file system including devices and system file
to isolate logical resources. Simultaneously, it applies available
capacity of hardware resource by applying cgroups policy.

Fig. 1. The conceptual architecture of containers compared to VMs.

Therefore, containers are basically user spaces isolated by
Linux namespaces which is allowed to use limited amount of
hardware resource enforced by cgroups Policy. Fig. 1 shows
conceptual architecture of container by comparing it to Virtual
Machine.

B. Linux Capabilities

Linux kernel supports security sensitive, but compulsory
operations such as system calls. Although these operations
should be able to be invoked by users, triggering them must
be controlled very strictly. For this purpose, Linux kernel
introduces capabilities which define fine granularity as a key
of root permissions. For example, containers which executed
without CAP CHOWN, are not able to change the UIDs and
GIDs of files. There are 38 capabilities Linux kernel 4.18, and
15 are set in containers by default as described in Table I [22].

C. Motivating Examples

As a default, containers only allowed 15 capabilities, but
adversaries are still able to abuse system calls to accomplish
their goal. For example, CVE-2016-0728 [5] is a vulnera-
bility which can cause memory leakage. In this example,
adversaries invoke keyctl system call which only requires
CAP SETUID and CAP SYS ADMIN. From the result of
the memory leakage vulnerability, adversaries can escalate
privileges and achieve root permission even they have never
been granted. Another example about CVE-2016-5195 [6]
is a vulnerability of race condition. In the case that ad-
versaries already have privilege to CAP SYS ADMIN and
CAP SYS PTRACE, they can routinely invoke madvise or
ptrace to provoke race condition. Then adversaries can write
their arbitrary code on the memory where a race condition
occurred even if memory area is read-only.

III. MINICON DESIGN

A. Overview

As mentioned in Section II-C, assigning capabilities without
any verification may critically affect security of container, even
though these capabilities are granted by default. Thus, it is
important to find out unused capabilities and drop these capa-
bilities. In this paper, we suggest minimal capability enforce-
ment by using eBPF [21] and Seccomp [20] to mitigate chance
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TABLE I
CAPABILITIES SUPPORTED BY LINUX KERNEL 4.18

Cap. No. Capability Set by default
0 CAP CHOWN Y
1 CAP DAC OVERRIDE Y
2 CAP DAC READ SEARCH
3 CAP FOWNER Y
4 CAP FSETID Y
5 CAP KILL Y
6 CAP SETGID Y
7 CAP SETUID Y
8 CAP SETPCAP Y
9 CAP LINUX IMMUTABLE
10 CAP NET BIND SERVICE Y
11 CAP NET BROADCAST
12 CAP NET ADMIN
13 CAP NET RAW Y
14 CAP IPC LOCK
15 CAP IPC OWNER
16 CAP SYS MODULE
17 CAP SYS RAWIO
18 CAP SYS CHROOT Y
19 CAP SYS PTRACE
20 CAP SYS PACCT
21 CAP SYS ADMIN
22 CAP SYS BOOT
23 CAP SYS NICE
24 CAP SYS RESOURCE
25 CAP SYS TIME
26 CAP SYS TTY CONFIG
27 CAP MKNOD Y
28 CAP LEASE
29 CAP AUDIT WRITE Y
30 CAP AUDIT CONTROL
31 CAP SETFCAP Y
32 CAP MAC OVERRIDE
33 CAP MAC ADMIN
34 CAP SYSLOG
35 CAP WAKE ALARM Y
36 CAP BLOCK SUSPEND
37 CAP AUDIT READ

of exploit by eliminating unnecessary capabilities. Fig. 2
shows the overall architecture of the work. The architecture
mainly categorized to three steps: presenting realistic container
execution environment, identifying capabilities required by
container, applying security policy.

B. Presenting Container Execution Environment

Container can be executed by various command, config-
uration network environments. Various environments trigger
container to be executed with different program logic path.
Network environment, for example, server-client model appli-
cation continuously invokes epoll and wait system calls
in idle state. When it receives network packets from client,
an application moves its state to handler to perform function
related to incoming request. This is obviously essential, other-
wise policies produced by system may disable functionality of
application. To cover enough program logic path, we created
execution environments by three methods.

Via Container Execution Command. Container execution
commands such as docker run provide various arguments.
Although these arguments supports users to build their unique

Fig. 2. MiniCon architecture overview

and optimized environment, most of them are rarely used.
The main reason of it is that these arguments are constructed
for user convenience which do not largely affect environment.
From this reason, we found that most of execution command
guided from container image manual pages only contain a few
frequently used options. Therefore, to find out these options
out of arguments, we crawled execution command pattern
from image hub of container vendor. As a result, we found
that networking, volume mounting, attaching and detaching
standard in/output, allocating TTY were mostly used option.

Via Application Execution Command. Applications reside
in containers takes various arguments same as execution of
container. We collect command manual by providing option
--help to application execution command and formalize it to
apply proper arguments to options. For instance, it is possible
to describe existence of options by formalizing it to boolean
value. Some options takes only integer or string or even a
few defined string as a value of option, otherwise it returns
error. By formalizing these arguments, we were able to run
same containerized application with various environment. This
can be similarly applied configuration, since configuration of
applications are mostly given by dictionary format such as
json.

Via Benchmark Tools. To generate realistic network in-
teraction of container, we utilize benchmark tools for known
applications. For example, we use ab, an apache benchmark
tool, for httpd container to create network packets. Since
benchmark tools are developed to verify functionality of
target application, benchmark tools are appropriate to generate
realistic network interaction.

C. Capability Probing

From the number of cases to execute container, we extract
capability requirements for each cases and intersect them. This
is because we do not know exact argument and configuration
that user run, thus we have to produce a capability set
which contains every capability possibly required by contain-
ers. To identify capability requirements, extended berkeley
packet filter (eBPF) is used for fast and reliable monitoring.
Our implementation was done by BPF Compiler Collection
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(BCC) [23] which is toolkit for creating kernel tracing while
using of eBPF. Since capability checking is done by kernel
function int cap_capable(...), we implement probing
function for int cap_capable(...) to identify which
process request and what capability was requested. By re-
ferring argument int cap, we were able to get capability
number. For the final step, we filter out unrelated logs such as
comparing process tree.

D. Policy Enforcer

From the minimal capability set given by Section III-C, Sec-
comp [20] policies were created. Our policy generation code
separates capabilities to required set which is minimal capabil-
ity set and unnecessary set, then it convert to Seccomp policy
format. We apply policy by using option such as –security-
opt=”seccomp=path/to/file”. There can be randomness issue
which cause failure of collecting few required capabilities, it is
important to keep checking whether containers fail. If there is
no failure regarding operation permission (EPERM) error, we
finally conclude that MiniCon finds out a minimal capability
set to run containers. Otherwise, we add capabilities which
causes EPERM error and repeat capability checking procedure.

IV. PRELIMINARY EVALUATION

For the sake of showing our analysis result, we used 15
container images from Docker Hub [24].

Generally Required Capabilities: We classified capabili-
ties into three categories by their functionality. Table II shows
the capabilities that were used in namespace category are used
to create isolated namespaces by host. When isolating names-
paces, CAP SETUID and CAP SETGID were requested.

Another capability which always required for most con-
tainers was the file access. This is because applications in
containers generally access shared files from a host. For
example, some applications require configuration files, and
they are mostly located in shared mounted volumes. In this
case, containers are required to have CAP FOWNER to read
file inside of container.

On the other hand, we found that networking related capa-
bilities are also generally used by containers. The reason is
that majority of the applications are aimed to developed to act
as a server. To do so, they have to be assigned well known
port which is port less than 1024. In this case, containers
are required to have CAP NET BIND SERVICE. Moreover,
these containerized applications have to send non-TCP/UDP
packets such as ARP and ICMP, and they are required to have
CAP NET RAW capability.

Required Linux Capabilities Fig. 3 shows number of
required capabilities for each container images. In this result,
we are able to find most of containers are likely to use similar
capabilities, and they rarely use other capabilities given by
default.

V. CONCLUSION AND FUTURE WORK

Containers have been adopted not only to a number of major
cloud vendors, but also for developers. Design of containers
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dramatically increases performance compared to virtual ma-
chines, still security issues remain unsolved. Adversaries are
able to abuse system calls to bypass isolation, and may grant
root privilege or leak critical information. To handle it, we
introduce eBPF base capability enforcement system by using
Seccomp Filter. With this system, operators are able to give a
minimal capability set which prevents unintentional operation
of containers, even adversaries who tries to exploit host and
other containers by abusing unnecessary capabilities.

Our preliminary result shows that majority of containers
does not required entire default set of capabilities. In other
words, default capabilities provides excessive privileges which
may chance of exploit. With our work, it is possible to identify
a proper capability set to be assigned for containers.

Our first target of future work is increasing coverage.
Although we made an effort to cover as many case as we
can, still unfounded capability can be remained. To handle this
issue, we will extend our work by applying static analysis.
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Abstract—Breast cancer is one of the main reasons that 
lead to mortality, particularly in females. One of the 
factors that help in breast cancer detection is the existence 
of breast phantom with high similarity to the real breast 
associated with the utilized modality. Currently, the 
existing breast phantoms are limited in terms of anatomy 
and breast ionization reactions properties. Thus, the aim 
of this paper is to design a heterogenous patient-based 
breast phantom that mimics the real breast tissues 
properties concerning ionizing imaging modalities. The 
phantom includes skin tissue, fibroglandular tissue, 
adipose tissue, pectoral muscles, and insertion of 
malignant lesion. The process started with real breast MR 
images from King Fahd Specialist Hospital with BI-
RADS I tissue segmentation for molds creation. 3D Slicer 
software was used for segmentation, and the Meshmixer 
was used to refine the segmented tissue. The molds are 
printed using PRUSA 3D printers.  The tissue-mimicking 
materials were tailored in terms of their elemental 
composition weight fractions and three ionization 
properties. These are the mass attenuation coefficient 
(MAC), electron density (ne) and effective atomic number 
(Zeff). These characteristics were compared with the 
corresponding properties of the real breast ICRU 
reported elemental compositions. The achieved results 
showed an excellent agreement between the MAC of the 
tissue-mimicking materials and the ICRU-based breast 
tissues. The percentage of error in ne and Zeff amounts to 
only 2.93% and 5.76%, respectively. That means the 
phantom can optimize the function of breast ionizing 
imaging modalities and lead to higher breast cancer 
detection sensitivity. 
 

Keywords—breast, phantom, ionization, electron density, mass 
attenuation coefficient, effective atomic number, tissue-mimicking 
material.  

I. INTRODUCTION  
Breast cancer is the second most occurring cancer in 

females and considered as the second reason of mortality [1]. 
Based on the national breast cancer foundation, an estimation 
of 276 thousands new cases were diagnosed with  breast 
cancer in 2020 and more than 42 thousands women are 
expected to die in the United States (US) [2]. However, early-
stage cancer detection would increase treatment possibilities 

and the survival rate [3]. Breast phantoms are significant 
devices that help in early breast cancer detection. They must 
mimic the properties of the breast tissues with tissue-
equivalent materials having similar response of the breast 
when it is screened by each imaging modality. 
Anthropomorphic breast phantoms are utilized to produce 
images that simulate aspects of clinical breast screening. They 
are beneficial in characterization and optimization of breast 
imaging modalities. In the development of imaging screening 
technologies, technical assessment for modality optimization 
through phantoms is essential before the modality can be 
utilized for clinical use. Nowadays, the existing medical 
imaging phantoms have a lot of limitations including 
unrealistic uniform background structure that does not mimic 
real organs and tissues. They are mostly designed with 
homogenous solutions for the whole aimed organ with no 
simulation of tumors, masses, or other lesions. 

Phantoms are devices that are being used in the field 
of medical imaging physics and health science [4]. They are 
considered as artificial models that represent the human body 
to evaluate, examine and tune the performance of several 
imaging modalities. Phantoms are designed to help 
in assessing the optimal radiation that is subjected to the 
patient especially in new emerging imaging techniques and 
for quality assurance (QA) purposes. Such advanced 
phantoms that are patient-based developed can further benefit 
in hands-on operator training and image-guided 
interventional procedures. Based on the purpose that the 
phantom is developed for, the composition and the design 
process would be established.  

A. Mammography Breast Phantoms 
In 2015, a group at Duke University developed a breast 

phantom by matching virtual breast phantoms for 
mammography projections. The virtual phantoms were made 
into physical phantoms using additive manufacturing multi-
material 3D printing. One design with printed with single 
additive materials then filled with oil. Second design with 
double additive printed materials for whole breast. The first 
phantom design offer a better result in term of breast contrast 
compared to the first design, but the second presented an 
undesirable air bubbles [5]. 

Another physical 3D anthropomorphic breast phantom 
was developed at the University of Pennsylvania for image 
quality assessment of 2D and 3D breast x-ray imaging 
systems. The fabricated phantom consists of 45% dense tissue and 
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already 5cm deformed in thickness for mammography scan. 
Digital mammographic images with W/Rh at 30 kVp and 104 
mAs showed a less than 1% coefficient of variation of the 
relative attenuation between the two simulated tissues with 
acceptable appearance with presence of air bubbles [6].  

Moreover, another method for fabricating breast 
phantoms was developed by a research group at the 
Committee for the defense of human right (CDHR). The aim 
was to model breast x-ray attenuation properties. The 
phantom was designed only to match full-field digital 
mammography (FFDM) and digital breast tomosynthesis 
(DBT). After projections at 35kVp it was found that both 
glandular and adipose tissues were acceptable with limitation 
of masses and lesions insertion to the phantom [7]. 

 

B. Computed Tomography Breast Phantoms 
A study was published with an aim to construct breast 

phantom made from polyethylene by segmenting the patient's 
breast image into adipose and fibro-glandular tissues. To 
mimic the different tissues, thermoplastic mold was placed as 
the outer layer of the skin, fibro-glandular tissue represents 
by filling the air gaps by water, while polyethylene and 
paraffin wax were used to mimic the adipose tissue. 
Moreover, calcium carbonate particles were used to represent 
the macrocalcification. The designed phantom model 
uncompressible breast with an ability to do measurements 
[8]. 

C. Multimodality Breast Phantoms 
In 2016, a paper published with an aim to develop a 

multipurpose gel-based breast phantom consisting of a 
simulated tumor to function with ultrasound, CT, and MRI. 
The TMMs was ballistic gelatin powder and MetamusilTM for 
breast background. Barium sulfate, copper sulfate, water and 
ballistic gelatin were used for the simulated tumor. The 
resulted Hounsfield units (HU) of the simulated breast 
background was 24 HU which was far from the reference 
value of –100 HU for adipose and 40 HU for fibro-glandular. 
On MRI, the tumor showed a signal-difference to noise ratio 
of 3.7. The results indicate a further development should be 
done [9]. 

In 2019, a study was conducted to design a 3D-printed 
breast phantom for multimodal imaging with TMMs based 
on a 3D printing. The developed phantom was based on 
polyvinyl chloride (PVC) including a structure of different 
lesions, adipose, and fibro-glandular tissues. CT and MRI 
were used to determine the tissue mimicking properties 
considering the HU and MRI relaxation times. The results 
showed that the temperature difference between the PVC 
softener mixture and the breast mold could present bubbles 
that affects the image quality and cannot be eliminated. Also, 
lack in heterogeneity present in the tissues reduces the 
similarity to the real breast tissues [10]. 

Recently in 2020, a group at Sapienza University 
published a phantom for multimodality use. The TMMs were 
based on different properties such as dielectric properties, 
acoustic properties, and attenuation coefficient. The phantom 
used TMMs to simulate the skin, fat tissue, glandular tissue, 
tumor, and muscle. The phantom resulted a good match 
between the reference and the physical measured values with 
±10% for the majority of the TMMs. However, the phantom 

solid parts were compression irreversible because of the fat 
layer composition. Also, further investigation should be done 
in order to have more contrast between the tumor and 
surrounding tissues [11]. 

This paper aims to design and develop a heterogenous 
patient-based breast phantom that mimics the real breast 
tissues heterogeneous. The anatomy and tissues properties of 
the breast when screened with ionizing imaging modalities are 
considered. Three main tissue characteristics are investigated 
and analyzed to validate the performance of the proposed 
design. These are the mass attenuation coefficient, electron 
density and effective atomic number. 

 

II. MATERIALS AND METHODS 

A. Patient data acquistion  
Institutional Review Board (IRB) approval was obtained 

from King Fahd Specialist Hospital (KFSH) in Saudi Arabia, 
Dammam (RAD0319),  in order to use patient data. A Digital 
Imaging and Communications in Medicine (DICOM) 
magnetic resonance imaging (MRI) breast images with 
dynamic contrast-enhancement is used. The criteria of patient 
data selection were built upon the BI-RADS which was 
established by American College of Radiology (ACR). The 
score of the chosen image was I (normal breast) with dense 
fibro-glandular tissues to be inserted with a malignant lesion. 

B. Image segmentation and molds creation 

 For breast tissue segmentation, the acquired MR breast 
images were imported into segmentation software. This is to 
have a realistic separated geometry for the external shape, 
skin, fibro-glandular tissue and tumor. The patient DICOM 
images were imported into 3D slicer software with 128 slices 
for internal tissues segmentation to segment out the skin and 
fibro-glandular tissue from the surrounding adipose. The 
purpose was to ensure a complete elimination of all the 
surrounding structures. Each slice was segmented in 
different orientations to improve segmentation reliability 
using the threshold function, which was adjusted manually. 
Afterwards, the segmented fibro-glandular tissue was 
converted into 3D model and saved as Standard Triangle 
Language (STL) file for further processing. Negative and 
positive molds were created from the segmented skin layer to 
create a single flask for the skin and adipose tissue. 
Segmented fibro-glandular was modified to create a base for 
handling purposes. Segmented fibro-glandular was modified 
to create a base for handling purposes. Also, a tumor mold of 
2 cm diameter was created. The molds of the external breast 
shape, skin, and fibro-glandular were printed using 
acrylonitrile butadiene styrene (ABS) plastic to have a high 
realistic distribution of the interior structure, specifically for 
the fibro-glandular mold [12]. 

C. Tissue-mimicking materials (TMMs) 
      The proposed components for the TMMs in Table 1 was 
based on choosing specific materials [11], [13]-[18] that have 
been modified and validated using the ionizing characteristic 
parameters. This is to provide realism to mimics the 
representation of the real breast tissues with an improved 
anthropomorphic nature as well as meeting the response of the 
breast ionization reactions. Deionized water and safflower 
were introduced to all TMMs to simulate the water and oil 
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concentrations in the tissues, respectively. Additionally, 
Sodium chloride, Aluminum oxide and Potassium chloride 
were used as scattering particles when the tissue is introduced 
to the X-rays and to affect the attenuation with a linear 
dependence as a function of frequency.  

TABLE 1: FORMULA FOR THE SKIN, ADIPOSE, FIBRO-GLANDULAR, 
CARCINOMA AND PECTORAL MUSCLES TISSUES.  

Layer Component Weight (g) 

Skin 

NaCl 15 

Deionized water 620 

X-100 surfactant 30 

PVA 50 

Agar 5 

Benzalkonium chloride 4 

Sugar 300 

Adipose 

Tissue 

NaCl 2 

Deionized water 110 

X-100 surfactant 100 

Safflower oil 315 

Beeswax 400 

Agar 7 

SiC 4.9 

KCl 6.5 

Fibro-

glandular 

Tissue 

SiC 4 

Deionized water 663.8 

X-100 surfactant 40 

Safflower oil 170 

Glycerol 130 

Agar 27 

Aluminum oxide 15 

KCl 5 

Benzalkonium chloride 5 

 

Carcinoma 

 

 

NaCl 7 

Agar 35 

Sugar 220 

Deionized water 700 

Benzalkonium chloride 3.5 

KCl 1.9 

Pectoral 

muscles 

Tissue 

Agar 20 

Sugar 360 

Deionized water 900 

Benzalkonium chloride 4.14 

X-100 surfactant 20 

White egg 50 

Safflower oil 40 

 

D. Tissue-mimicking materials characterization  
The tissue-mimicking materials would be characterized 

for modalities utilize ionizing radiation such as  computed 
tomography and mammography. The TMMs of the proposed 

phantoms are characterized analytically by using three 
important parameters which are mass attenuation coefficient, 
electron density (ne) and effective atomic number (Zeff). Mass 
attenuation coefficient describes how simply it can be 
penetrated by a beam of light, sound, particles, or other energy 
or matter [19]. While the electron density measures the 
electron probability of being exist in a unit volume of an 
element [20], and for the Zeff it is an element atomic number 
in which photon interact similar to a given composite material. 
It would be found numerically by using National Institute of 
Standards and Technology (NIST) XCOM. The energies will 
be specified according to the range used in each imaging 
modality after having the weight fractions for each tissue 
compounds.  

From the mass density (𝜌!) and atomic composition ("
#
), 

the electron density of a material can be calculated according 
to the formula: 

                                𝑛$ = 𝜌!. 𝑁%. &
"
#
'       (1)                     

                      where :    "
#
= ∑ 𝑎&. &

"!
#&
'&         (2) 

NA is Avogadro’s number and ai is the fraction by weight 
of the ith element of atomic number Zi and atomic weight Ai 
ranging from 0 to 8 depending on the elemental composition. 

Zeff can be obtained from:  

			𝑍$'' = (∑ 𝑎(𝑍().+,-..	012234	
5678694902	(9)

)
"

#.%&																		(3) 

Where an represent the fractional contribution of each 
element to the total number of electrons in mixture. 

Based on the International Commission on Radiation 
Units (ICRU), reference values elemental compositions 
weight fractions of the real tissues would be compared and 
validated with the above calculations.  

III. RESULTS AND DISCUSSION  

A. Image segmentation  
For the patient DICOM images segmentation to extract the 

region of interest (ROI) through detection of boundaries, 
breast outer shape and fibro-glandular tissue was separated 
from other surrounding tissues using 3D Slicer software to 
have a realistic separated geometry for the external shape, skin 
and fibro-glandular tissue. The resulted 3D fibro-glandular 
volume model comparable to the axial and coronal images 
slices with high anatomical precision shown in Figure 1 from 
different perspectives. The segmented model presented a need 
for further smoothing and processing to be able for 3D 
printing without defects.  

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: 3D segmented model comparable to the MRI image slices from 
different perspectives. 3D Slicer is used. 
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B. 3D mold fabrication 
      Free-floating and deformities were removed, and model 
hollows were edited during this process. The skin was 
converted into a negative mold to represent the outer shape of 
the phantom. In this outer shape mold, a 3 mm thickness was 
added at the rounded corners to create the skin tissue 
thickness. The fibro-glandular STL file was edited to have an 
applicable adipose to fibro-glandular interface surface for 
printing. Figure 2 presents all processed molds.   
 

 
Figure 2: 3D phantom molds design. 

 
     The 3D models of the phantom were printed in Namthaja 
3D printing manufacturing solutions, Saudi Arabia, 
Dammam. The printed external shape, skin, fibro-glandular, 
tumor molds are shown in Figure 3. 
 

C. TMMs characterization  
      The weight fractions of the proposed TMMs elements 
were calculated for each breast tissue of skin, fibro-glandular, 
adipose, pectoral muscle, and malignant carcinoma. Table 2 
presents the resulted weight fractions of TMMs comparable 
to the real breast tissue elemental compositions weight 
fractions found from ICRU reports. The values where close 
to the real especially when focusing on the main tissue 
elements which are C, H and O for all tissues. Table 3 was 
develop based on Equations (1) and (2) which present the 
specific tissue electron density and effective atomic number. 
Low errors were observed with maximum of 5.76% for 
fibroglandular Zeff and minimum of 0.00415% for pectoral 

muscle ne. That means the proposed materials and quantities 
can produce similar real breast tissue interactions when 
exposed to ionizing radiations with energies in the range 10-
150 KeV. 
 

 
 

Figure 3: Breast phantom molds: (A) Outer skin, (B) skin, (C) fibro-
glandular and (D) carcinoma mold. 

 
      Additionally, the mass attenuation coefficients in cm2/g 
of the proposed phantom tissues were found and plotted 
against the real breast tissues mass attenuation coefficients in 
the energy range of 10 KeV to 150 KeV, as clinically used in 
mammography and CT machines. 
 
      Figures 4, 5, 6, 7 and 8 show the mass attenuation 
coefficient against the applied photonic energy for the skin, 
adipose tissue, fibroglandular tissue, malignant carcinoma, 
and pectoral muscles tissues, respectively for both real ICRU 
elemental compositions and the phantom calculated 
elemental compositions. All the introduced tissue-mimicking 
materials of the proposed phantom revealed a good 
agreement in all the energy range of energy with insignificant 
differences in the range of small applied photonic energy. The 
mass attenuation coefficient for the skin and adipose tissue 
real and calculated results showed a great overlapped graph 
for all points with high similarity. 

TABLE 2: BREAST PHANTOM ELEMENTAL  COMPISITIONS WEIGHT FRACTIONS. 

 Na Cl C H O Mg K N S P Si Al 

Skin 
Phantom 0.004821

033 
0.00769

2516 
0.27532

3873 
0.09848

7258 
0.61357316

5 - - 0.0001
02156 - - - - 

ICRU 0.001 0.003 0.204 0.1 0.645 - 0.001 0.042 0.002 0.001 - - 

Adipose 
Phantom 0.000832

225 
0.00455

2743 
0.68982

5033 
0.12133

871 0.17621494 - 0.00360
5935 - - - 0.0036

30414 - 

ICRU 
 0.001 0.001 0.598 0.114 0.278 - - 0.007 0.001 - - - 

Fibro- 
glandular 

phantom - 0.00261
9926 

0.21882
0618 

0.10585
8707 

0.65992968
9 - 0.00247

7372 
0.0001
47657 - - 0.0026

46044 
0.0074
99987 

ICRU 0.001 0.001 0.332 0.106 0.527 - - 0.03 0.002 0.001 - - 

Pectoral 
Muscles 

Phantom - 0.00023
4935 0.16631 0.09680

4967 0.73072 - - 0.0059
29387 - - - - 

ICRU 0.0008 - 0.123 0.10199
7 0.720993 0.002 0.0002 0.035 0.005 0.002 - - 

Carcinom
a 

Phantom 0.002849
483 

0.00561
5315 

0.11658
4436 

0.09875
3539 

0.77608401
6 - 0.00103

1131 
0.0001
13212 - - - - 

ICRU - - 0.18762
6775 

0.10141
9878 

0.66835699
8 - - 0.0425

96349 - - - - 
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TABLE 3: SKIN, FIBROGLANDULAR, ADIPOSE, PECTORAL MUSCLES AND 
CARCINOMA ELECTRON DENSITY AND ZEFF. 
 

Tissue  Electron 
density 

Error 
% Zeff Error 

% 

Skin 
Phantom 3.59776E+23 

0.163 
7.22 

0.558 
ICRU 3.60362E+23 7.2630298 

Fibro-
glandular 

Tissue 

Phantom 3.39E+23 
0.0315 

7.33E+00 
5.76 

ICRU 3.17967E+23 6.93E+00 

Adipose 
Tissue 

Phantom 3.19937E+23 
0.619 

6.391046106 
0.956 

ICRU 3.17967E+23 6.330516684 

Pectoral 
muscles 

phantom 3.43E+23 
0.00415 

8.29E-01 
0.195 

ICRU 3.44E+23 8.184042E-1 

Carcinoma 
Phantom 3.57E+23 

2.93 
7.46E+00 

4.46 
ICRU 3.31E+23 7.11E+00 

 
 

IV. CONCLUSION  
 The purpose of this study was to develop a patient-based 
heterogenous breast phantom that mimics various breast 
tissues when screened using ionizing imaging modalities. 
The chosen phantom TMMs were validated using three 
main radiation characteristics which are the mass 
attenuation coefficient, electron density, and effective 
atomic number. The process of developing the phantom 
started with IRB that was requested and approved from 
KFSH, for data acquisition. Then it was followed by 
segmentation using 3D Slicer and refinement process using 
Solid work software. The designed molds are then printed 
using PRUSA 3D printers. For each tissue mimicking 
process, a combination of different materials with different 
weights were used. The weight fractions of the elements 
used in these materials are calculated numerically and 
compared with the real values from the ICRU reports. The 
mass attenuation coefficient, electron density and the 
effective atomic number for each TMMs are each the 
results showed a good agreement between them.  
 

 
Figure 4: Real and calculated skin elemental compositions photon energy 

vs. mass attenuation coefficient graph. 
 
 

 
Figure 5: Real and calculated Adipose elemental compositions photon 

energy vs. mass attenuation coefficient graph. 
 
 

 
Figure 6: Real and calculated fibroglandular elemental compositions 

photon energy vs. mass attenuation coefficient graph. 
 
 

 
Figure 7: Real and calculated carcinoma elemental compositions photon 

energy vs. mass attenuation coefficient graph. 
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Figure 8: Real and calculated pectoral muscle elemental compositions 

photon energy vs. mass attenuation coefficient graph. 
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Abstract—Wicked problems are a specific class of complex
problems that emerge from complex adaptive systems (CAS)
and stakeholder disagreements on the definition and charac-
ter of these problems and their possible resolution. Attempts
at resolving wicked problems through integration and use of
formal methods such as ontologies, Bayesian networks (BN), and
complex systems dynamic (CSD) models have been attempted
recently but wicked problems continue to defy resolution. This
paper argues that this is the result of a lack of ontologically
precise causal Bayesian models that adequately represent the
hierarchical, dynamic, emergent characteristics and multiple
perceptions of CAS and their emergent wicked problems. This
paper’s contribution is the incorporation of complexity systems
theory concepts, namely: perspective, granularity and context,
as explicit ontological constructs in a high precision ontolog-
ical causal BN model, the Granular Contextual Perspectives
(GCP) causal Bayesian Network model, using Hidden Markov
Model (HMM) formalism to address this shortcoming. Using
an illustrative example this conceptual paper shows that the
(GCP) causal Bayesian Network model performs better than
baseline Bayesian Network models at the visual representation,
compact and retractable inference, and machine learning of
CAS and their emergent wicked problems. The model is useful
at supporting the exploration of possible effects of proposed
alternative interventions or prototypical design strategies for
resolving a given wicked problem.

Index Terms—Hidden Markov Models, Causal Hierarchical
Dynamic Bayesian Networks , Ontology engineering, Wicked
problems, Complex Adaptive Systems, Design Science strategies

I. INTRODUCTION

Wicked problems, which have been described as specific
class of ill-defined complex problems that emerge from com-
plex adaptive systems (CAS) and stakeholder disagreements
on the definition and character of these problems have, and
continue to be difficult to resolve [1]–[4].

Wicked problems include ill-defined problems like pan-
demics, climate change effects, traffic jams, rapidly changing
business environments, and financial market crashes. While
these problems have not always been recognised or defined
explicitly as wicked problems, attempts at resolving this class
of complex problems has been receiving a lot of attention
recently [2], [3], [5]–[7].

Resolving wicked problems has proved to be elusive primar-
ily because of their complex and dynamic nature, the difficulty
faced in defining them and disagreements on how to resolve
them, especially where multiple stakeholders with divergent
perspectives of a given problem are involved. The lack of
recognition of these complex problems as “wicked”, is in
itself part of the problem as inappropriate tools suitable for
resolving “tame”, well defined static problems as puzzles are
then applied incorrectly to resolve these non linear wicked
problems [8].

Complex Systems Dynamic (CSD) models [9], Ontologies
[10], [11], Hierarchical Bayesian Networks (HBN) [12], Hid-
den Markov Model (HMM) [13] and combinations of these
have increasingly been used to try and solve wicked problems.
The promise of these various efforts lies in the integration of
the advantages provided for by each of these approaches into
an integrated modeling framework.

While some effort at such integration has indeed been
attempted in the recent past, [14]–[17], challenges still re-
main. This paper argues that this is the result of a lack of
ontologically precise causal Bayesian Network (BN) models
that adequately represent the hierarchical, dynamic, emergent
characteristics, and multiple perceptions of CAS and their
emergent wicked problems. This paper proposes a novel
ontologically precise casual Bayesian model to address this
shortcoming.

The paper’s contribution is the incorporation of complexity
systems theory concepts, namely: perspective; granularity; and
context, as explicit BN model ontological constructs to develop
a high precision ontological causal BN model, the Granu-
lar Contextual Perspectives Bayesian (GCP) causal Bayesian
model. The model uses Hidden Markov Model (HMM) for-
malism to: i) enhance the visualisation of the character of
CAS and their emergent wicked problems; ii) extend the scope
of Bayesian inference to answer wicked problems’ specific
queries; iii) refine Bayesian machine learning of the structure
and parameters of given wicked problems.

The rest of the paper is structured as follows. Section II
gives an account of related work. Section III provides a broad
overview of the character of wicked problems. In section
IV the key complexity theory kernel concepts (granularity,
context, and perspectives) incorporated in the GCP causal978-1-6654-4067-7/21/$31.00 ©2021 IEEE
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Bayesian model as modeling constructs are introduced and
defined. In section V, using the COVID19 pandemic as an
illustrative example, a further exploration of the character of
wicked problems is carried out through the lens of the systems
theory kernel concepts identified as useful in modeling the
character of wicked problems.

Section VI provides the formal definition of the GCP
causal BN model and details of the model architecture. In
section VII the superiority of the (GCP) causal BN model to
baseline Bayesian models in addressing wicked problems is
demonstrated using the COVID19 pandemic as an illustrative
example. In section VIII a discussion of the implications
of the (GCP) causal BN model and its utility claims on
modeling wicked problems is carried out. Section IX provides
a conclusion and the way forward with respect to empirical
experimentation using the GCP causal BN model.

II. RELATED WORK

The character of wicked problems as viewed through a
systems paradigm lens appears in [1], [7], [18], [19]. Work
on modeling CAS using CSD models from which wicked
problems emerge is detailed in [9]. Systems thinking and
design thinking disciplines having contributed to a better
understanding of the systemic character of wicked problems
and ways to address such problems [19]–[22].

[23] define an ontology as “a formal, explicit specification
of a shared conceptualization”. The application of ontology
engineering to model the structure of complex phenomena to
generate formal human and machine readable artifacts called
domain ontologies is found in [11], [24]–[26]. The utility of
ontologies as representing the structure of domain knowledge
is well documented in [24], [26]–[28]. The application of on-
tological theory based on logical and philosophical principles
to enhance clarity and precision in abstracting complex reality
has been proposed in [11], [24], [26].

Bayesian networks, as graphical probabilistic models have
been developed to compactly represent and reason over linked
complex phenomena using computation techniques [29], [30].
Various attempts to integrate dynamic systems models, on-
tology engineering methods and Bayesian networks to model
CAS are detailed in [16], [31], [32].

While these various disciplines have contributed to a better
understanding of complexity and how to handle complex-
ity through visualization and computation, attention to their
integration for the purpose of addressing wicked problems
emerging from CAS and multiple stakeholder perspectives of
such problems has been fragmented and inadequate.

As highlighted in [33] Causal Bayesian Models CBMs need
sound knowledge of causal big data generating processes to
effectively support useful prediction, inference, and structure,
parameter learning applications. CSD models provide insights
into CAS dynamic and delayed feedback processes, their
causes and effects. CBMs and their formalism in particular, as
articulated in [34] hold much promise as the basis for integrat-
ing CAS’ ontological constructs and processes to adequately

represent and provide the computational mechanism to reason
about, and resolve wicked problems.

Recent accounts in literature point to the inadequacy of
ontological constructs in existing conceptual models to support
the conceptual modeling of CAS to resolve wicked problems
[35], [36]. Incorporation of highly precise ontological struc-
tures as Causal Bayesian Models (CBM) constructs repre-
senting CAS and emergent wicked problems’ knowledge are
thus necessary for such purposes. The GCP causal BN model
provides a novel way to addresses these inadequacies.

III. THE CHARACTER OF WICKED PROBLEMS

The term “wicked problem” attributed to Churchman [37],
was popularised by [38], and has been used to describe ill-
defined, very difficult problems to solve [39]. A summary
of the original ten characteristics of wicked problems as
outlined in [38] are summarised in [40] as follows: i) non-
solubility, i.e., inability to break the problem into parts; ii)
non-definitiveness in problem resolution i.e., that there is “no
single or definite computational formulation or a set of valid
solutions or right answers, but only answers that are better
or worse from different angles” [41]; iii) indeterminacy, i.e.,
conflicting perspectives of the problem and possible solutions
emanating from different experiences, knowledge, goals; iv) ir-
reversible consequentiality, i.e., trial and error strategies do not
work [40]. Wicked problems include pandemics, inequality,
poverty, traffic jams, rapidly changing business environments,
and financial market crashes. Recent literature refers to super
wicked problems which not only exhibit the characteristics
of wicked problems but an added dimension of urgency in
resolving them because time to resolve their irreversible effects
is running out [42]. Global climate change effects fit into this
category [6].

Wicked problems have been closely linked to CAS that are
characterised by: non-linearity; positive and negative feedback
loops between multiple interacting entities and across multiple
dimensions [43]. These characteristics need to be grasped to
fully appreciate the complexity of the interacting variables and
the pathological emergent structures and behavioural patterns
which are refereed to as wicked problems [3], [5], [43], [44].

Wicked problems can thus be viewed as a class of patho-
logical effects that emerge from complex interactions between
agents in bounded, albeit open, natural or artificial CAS man-
ifest at varying granular levels of observation or engagement,
whose definition for a given context / sub-context is contested
by stakeholders with multi-dimensional perspectives of the
problem [43]. Emergence is central to the characterisation of
wicked problems. [45] provide a useful formal framework for
defining emergence:

Let {Si}i∈I be a family of general systems or
“agents”. Let Obs1 be “observation” mechanisms
and Int1 be interactions between agents.
The observation mechanisms measure the properties
of the agents to be used in the interactions. The
interactions then generate a new kind of structure
S2 = R

(
S1
i ,Obs1, Int1

)
which is the result of
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the interactions. This could be a stable pattern or
a dynamically interacting system. We call S2 an
emergent structure which may be subject to new
observational mechanisms Obs2 [45].

A wicked problem is thus where S2 is a pathological emer-
gent structure with related behavioural patterns arising from
the numerous dynamic interactions of related entities within
natural or artificially defined bounded CAS, and observed at
Obs2.

Wicked problems manifest at two levels. The first level,
which in this paper shall be referred to as level I, is about
the ontological aspects of the problem, that is, what the
problem is, what relationships characterize the problem, and
where and how it manifests. The second level, level II, is
about the epistemological aspects of wicked problems, that
is, how and at which granular level wicked problems are
perceived, explored, known, and understood, at say Obs2,
and how candidate solutions are conceptualised. At level II
multiple divergent stakeholder contextual perspectives from
varying granular levels of observation or abstraction of a level
I wicked problem are explored.

[46] identify dynamic complexity, finitude, and normativity
as the summary key factors that cause wicked problems. Com-
plexity, they define as a feature that arises from interactions
between system variables and feedback loops which make
natural and engineered systems unpredictable. Finitude refers
to cognitive ability limitations, experience and knowledge.
Normativity is about different norms and values held dear by
different stakeholders, the major source of conflict that makes
consensus difficult to reach [46]. Complexity factors belong
to level I, while finitude and normativity belong to level II.

The numerous interactions among variables, (the causes),
and the unpredictable patterns of change, (the effects), make
it difficult to make effective interventions to resolve wicked
problems. Interventions can easily become the source of other
problems. As a result these problems are notoriously difficult
to abstract, represent in conceptual models and solve using
existing computational models in information systems.

Systems theory and systems thinking as a practice have
been applied to identify prototypical pathological patterns that
emerge from such interactions and unintended consequences
that arise from the inappropriate of use of deterministic [20],
[47], [48].

IV. GRANULARITY, CONTEXT, AND PERSPECTIVE

For any given context or sub-context complex phenomena
is abstracted cognitively and described at different levels of
granularity and from a specific perspective. [35] captured this
phenomena thus:

“There is only one Herbert (the frog) that we and the
molecular biologist apprehend, but, depending upon
our interests and our focus, we may each apprehend
him from different granular perspectives” [35].

Granularity is a concept relating to the cognitive, spatial,
or temporal level of abstraction of a phenomena from an

observer’s point of view [36], [49], [50]. It is also used to
define the coarseness of an observation or an investigation
[51].

The important factor about granularity with respect to com-
plex phenomena is that the observer’s interest and hence level
of abstraction is a key determinant in what is defined, ‘seen’
and investigated [26]. [52] argues that to study and understand
complex phenomena fully “we need to be able to keep an eye
both the tree and the forest”, that is, atomic elements, micro
sub-systems that emerge from their interactions, and the macro
system that result from the linkages between sub-systems.

Context in modeling systems is important. Natural and
artificial systems are said to have a translucent boundary
which defines what is inside of a system and what is outside,
determined by the focus of interest [53]. [34] demonstrates
the importance of context in deciding what is considered
endogenous and exogenous to the system under review, and
the impact this has on the modeling process.

Perspective refers to enduring beliefs by a person or a group
of people with similar mental models of the world, a product
of our knowledge, past experience, uncertainty, incomplete
information and societal norms. Perspectives influence the
definition, and proposed solution spaces for wicked problems
and are a source of bounded rationality, that is, restricted
understanding and explanation of the state of the world we
live in and its problems [54].

Different perspectives of a given problem are the source
of disagreements between stakeholders about the definition of
a given common problem. The divergence in belief systems
is typically driven by one or more of the following: lo-
cal context; various scientific philosophical standpoints about
complex phenomena; the related methods of studying them;
experiences; culture; divergent stakeholder interests and biases
[3], [6], [40].

Veridical partitioning is the essence of representation of
some aspect of reality in a model for a given purpose [35].
[35] advocate embracing realist perspectivalism, a view that
knowledge can be obtained by means of veridical granular
partition integration. The GCP casual BN model is about ex-
ploring veridical partitions and promoting veridical integration
as a way of promoting ontological commitment to a common
view of a given wicked problem and its solution. It is thus
important, given this objective, to explicitly represent multiple
perspectives in ontologies and BNs to support the sharing of
knowledge and gain wider understanding of a given wicked
problem.

V. THE COVID19 PANDEMIC AS A WICKED
PROBLEM

In this section the Coronavirus Disease 2019 (COVID19)
pandemic is used as an illustrative prototypical wicked prob-
lem example to further explore the character of wicked prob-
lems applying the key identified key systems theory modeling
concepts: granularity; context; and perspective.

At the micro granular contextual sub-system level inter-
actions between the Severe Acute Respiratory Syndrome
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Coronavirus 2 (SARS-CoV-2), the lung cells and the human
immune system take place. At the individual human granular
contextual level, the COVID19 disease manifests (observed) as
a complex clinical ailment that emerges from micro granular
level interactions.

The problem is wicked for the following reasons. The prob-
lem is non-soluble, that is, it cannot be easily broken into parts
that can be analysed and dealt with separately. The ailment is
an emergent phenomenon from a wide range of interacting
variables at the micro granular contextual sub-system level,
i.e., the SARS-CoV-2, the lung cells, the human immune sys-
tem, and pre-existing health conditions, which interact in both
known (deterministic) and uncertain (unknown) ways. The
solution to the ailment is non definitive. While development
of specific vaccines provide a solution, such a solution is
likely to be temporary. The coronavirus is subject to mutations,
a result of the virus adapting to its dynamic ever changing
environment, thus making it difficult to find a singular clinical
solution to its eradication. At coarser granular contextual level,
say the community level, large gatherings, the so called “super
spreading events” lead to exponential spread of the coronavirus
through close contact between those infected and those not
yet infected, leading to surges or “waves” of community level
infections. This phenomenon, as systemic pattern, is typical of
pandemics, the 1918 H1N1 influenza ‘Spanish flu’ pandemic
being a case in point. Here, consequences of inappropriate
actions or behaviours are irreversible.

While the pandemic is broadly understood to be a health
problem of level I ‘wickedness’ more complexity, level II
complexity, is brought on by conflicting perspectives on the
nature of the broader economic and social impacts of the
level I health problem, and how these should be defined and
resolved, a case of indeterminacy of the wicked problem.
Non clinical solutions implemented in different countries like
‘lock-downs’ to limit the movement of people as a measure
to stop the spread of the coronavirus have been contested by
stakeholders with varying perspectives of the problem and with
different specific interests.

Stakeholders with an interest in preserving economic ac-
tivity argue that lock-down impositions threaten jobs and
livelihoods. Travel restrictions have resulted in the collapse
of businesses in the airline, hospitality and tourism sectors
across the world, highlighting another characteristic of wicked
problem, irreversible consequentiality, where decisions and
their consequences cannot be reversed. Other interest groups
argue that restrictions on movement impinge on their rights
of freedom of movement, and this has led to riots in some
countries. This is a classic character of wicked problems,
where a solution to a given problem becomes the cause of
another problem [38]. The divergent perspectives represent
level II characteristics to do with finitude and normativity [46].

The foregoing represents a wide range of complex interac-
tions between CAS at different levels that make the problem
non-soluble, non-definitive, non-determinate, and subject to
irreversible consequentiality [40]. CAS exhibit dynamism,
emergence, counter-intuitiveness, inter-connectedness between

interacting agents within systems at various granular contex-
tual levels, which lead to non-linear, unexpected outcomes.
These outcomes or impacts are emergent at at various granular
levels of observation for given contexts and perspectives.

It has been argued in [55] that the hierarchical dynamic
complexity of complex adaptive systems means that wicked
problems cannot be solved in a deterministic kind of way, that
is, by analysing the character and behaviour of the problem,
and developing interventions at the same level of the prob-
lem observation. Interacting variables are different for each
granularity, context, and perspective delineated sub-system,
and thus have to be represented in models as such. Further,
the inter-connectedness of these sub-systems, driven by the
fact that they represent multiple perspectives of the same
wicked problem have to be represented as such in ontologies
to support the sharing of knowledge and perspectives.

It has been suggested in [43] that there is “an engaging
symmetry between complexity and wicked problems, where
complexity is both the source of intractable wicked problems,
and a way to trace the pathway out”. This is the approach
taken in this paper in building a high ontologically precise
casual hierarchical and dynamic Bayesian Network model
to represent and support the resolution of wicked problems
through Bayesian inference, structure, and parameter learning.

VI. THE GRANULAR CONTEXTUAL PERSPECTIVES
CAUSAL BAYESIAN NETWORK MODEL

Figure 1 shows a high level architecture of the GCP
causal BN model depicted as a 2 time step unrolled dynamic
HMM representation of two separate Granular Contextual
Perspectives (GCP) systems and sub-systems A and B and
an integrating GCP system C.

Each GCP system is modeled as a template, where the
key ontological notions of granularity, context, and perspective
are incorporated as template variables, see [56] for a detailed
definition of templates as representational model frameworks.

Within each GCP sub-system entities and their attributes
are modelled as observable, semi-observable and latent ran-
dom variables and values, after [57]. Observable variables
are colored grey. The relationships between the variables
represent causal links between world entities concepts and
their conditional probabilities.

The major difference between typical dynamic HMMs, and
the GCP causal BN model, wherein lies the novelty of the
GCP causal BN model, is that while the variables propagated
and observed over time are the same for dynamic HMMs,
represented by a single GCP sub-system, say GCP A in the
GCP causal BN model model, each GCP template contains a
set of interacting random variables which are either different
for each GCP or interact in a unique way as their existence
and behaviour is determined or influenced by the parent sub-
system meta-properties: granularity, context, and perspective.
Each variable in a GCP subsystem is essentially an entity
playing a role defined by the GCP sub-system.

Further, intra - GCP sub-system variable interactions pro-
duce emergent patterns and properties at the sub-system level
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Fig. 1. Granular Contextual Perspectives Architecture

which are greater or smaller than the sum of their parts. In
the COVID19 example provided this could be the disease, an
emergent outcome of the interactions of the coronavirus and
the lung cells and immune system of the individual.

The formal definition of the GCP system ontological archi-
tecture, which adapts and extends the definition of granular
niches in [58] follows.

Definition 1:
A GCP is defined as an 9-tuple (S,T,M,N,Gl,C,Ps,A,E)

where:

• (S) is a spatial or virtual location occupied by this GCP;
• (T) is a time interval granularity;
• (M) is a non-empty set of member entities, present at

location S for part of time interval T, each representing
a role;

• (N) is a non-empty set of interactions between entity
roles, the normal behaviour in that gcp;

• (Gl) is a hierarchical structuring of the entities, M based
on relative granularity of abstraction /

• observation/ manifestation i.e. Gl is a function mapping
every m in M onto a granular levelgl i.e. Gl(m) = gl;

• (C) is a description of contextual character for a given
granular niche;

• (Ps) is a description of the world view that holds for
a given GCP, a product of stakeholder belief system,
knowledge, experience and culture;

• (A) is a set of emergent attributes of the GCP sub-system
which are not direct attributes of its members M;

• (E) is a possibly empty set of environmental parameters
that hold at location S during time T

The following constraints are applicable for GCP sub-
systems:

• If m ∈ M then Gl(m) is unique i.e. every entity playing
a specific role has exactly one granular level in a GCP.

• If m1 ∈ M and m2 ∈ M and m1 is-part-of m2 then
Gl(m1) ≤ Gl(m2)

• If m1 ∈ M, m2 ∈ M,Gl ∈ N and Gl (m1,m2)) then ∃t
∈ T s.t. In(s, t,m1) and In(s, t,m2) i.e. for two entities
to interact in a GCP sub-system they must exist in that
sub-system at the same time.

• For all m ∈ M, ∃ t ∈ T s.t. In(s,t,m) = false i.e. an entity
does not have to remain in a GCP sub-system throughout
its existence.

The GCP causal BN model is defined formally as as a plate
model, after [56] as follows:

Definition 2: A Plate model MP late defines, for each
template attribute A ∈ ℵ with argument signature U1, ..., Uk:

• A set of template parents PaA = {(B1(U1)..., Bl(Ul) },
such that for each Bi(Ui) we have that Ui ⊆ {U1.., Uk }.
The variables Ui are the argument signature of the parent
Bi.

• A template CPD P(A|PaA)

The set of template parents Bi, A1..n, B1..n, C1..n,
the template parents, in GCP causal BN model, and
{granularity, context, perspective}, being instances of the
argument signature, Ui.

The proposed GCP causal BN model artifacts are intended,
on the one hand to specifically abstract an ‘objective’ ontolog-
ical structure and stochastic processes character of a complex
world, while on the other hand, surface, and lay bare, the
various granular contextual perspectives and assumptions held
by stakeholders about a given wicked problem. The GCP
causal BN model is expected to support the design of model
artifacts that more precisely represent complex reality and
provide richer probabilistic reasoning and learning capabilities
with respect to CAS and their emergent wicked problems than
baseline Bayesian modeling frameworks.
A, for instance, using our illustrative example could rep-

resent the health services’ perspective within the context of
the COVID pandemic at different granular levels. A3 then
represents the micro granular contextual sub-system level.
Here the variables of interest include the Severe Acute Respi-
ratory Syndrome Coronavirus 2 (SARS-CoV-2), the lung cells,
the human immune system, and pre-existing health condition
present. A2 then represents the individual person granular
contextual perspective sub-system level. Variables of interest
at this level include COVID19 status, access to quality health
care, severity of symptoms if present, and levels of anxiety.

The GCP system B could represent the economic perspec-
tive within the context of the Covid19 pandemic at different
granular levels. C represents an integrative architecture to
visually explore the linked sub-systems and Bayesian graphical
pathways to enable the exploration of the likely effects of an
intervention, within a GCP system (e.g., A ), at a GCP sub-
system level (e.g., A3), across GCP systems and sub-systems
(e.g., B3). GCP C represents multi-stakeholder ontological
commitment to a wicked problem definition and a candidate
design solution/s, arrived at through consensus using the
model.
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VII. UTILITY OF THE GCP CAUSAL BN MODEL

Figure 2 shows the application of causal diagrams, after
[33] to inspect the precision of causal representation and the
effects of interventions using the GCP causal BN model.

Fig. 2. Granular Contextual Perspectives causal graph showing an intervention

The X in the edges between the variables indicate an
intervention, an incision of an edge to control the pathways
between interacting variables. For example, wearing a mask
“deletes” the pathway through which the coronavirus is trans-
ferred from person to person.

A comprehensive account of how to identify causal incon-
sistencies, such as spurious non-causal confounding variables,
and the problems brought about by conditioning on collider
nodes, i.e., nodes in a causal graph representing a variable
causally influenced by two or more variables is provided in
[33]. [33] also outlines techniques applied to handle such
issues in causal graphs, such as the back door criterion.

Causal diagrams provide the means to visually inspect cause
and effects to: i) handle any conceptual inconsistencies; and
ii) illuminate likely effects of proposed interventions [34]. The
do calculus, after [34] is applied to determine causal inference
of the form:

P (y|do(x), z) (1)

which describes the conditional probability of y if an
intervention on x, given knowledge of z, where z represents
existing knowledge of the causal influence of the triple factors:
granularity; perspective; and context.

By explicitly incorporating granularity, perspective, and
context as top level ontological knowledge structuring con-
structs in a plate model representing GCP causal BN sub-
systems, the Markov conditioning assumption [56] can be
utilised to extend the range of queries answerable by the model
to address wicked problems.

The Markov conditioning assumption links graph and prob-
ability functions where each variable is probabilistically inde-
pendent of its non-descendants, conditional on its parents, and
is defined more formally after [56] as:

P (xj |paj) = P (x1, ...xj − 1) (2)

Conditional probability xj is sensitive only to a small
subset of predecessors PAj ., the ontological meta-properties,
the argument signature Ui of the plate model representing a
GCP sub-system, which considerably simplifies and reduces
input information required [34]. Thus the application of the
GCP causal BN model leads to reduction in computational
complexity, given that Bayesian inference is NP Hard. NP
hardness refers to computational complexity that increases
exponentially with the size of the network making a problem
unsolvable in non-deterministic polynomial time [59].

The possible effects of an intervention on inter-linked
variables, given pre-existing knowledge of granular contextual
perspectives encoded as conditional probability distributions,
can be computationally simulated. Using the Covid19 pan-
demic example, this facilitates decision making on important
questions such as, which granular hierarchical level to target
with an intervention for a given Covid19 context (e.g., health,
economic, and human rights contexts), to obtain the most
desirable outcomes, with the least negative effects.

Queries of the following kind are enabled: “What is the
likely effect of a statutory requirement for everyone to stay at
home for 3 weeks on hospital x , located at location l, and
the likely effect on employee y, an airline pilot who works for
airline z, given the different perspectives and belief systems
of the affected stakeholders?”

The GCP causal BN model also supports counterfactual
queries by applying the following calculus, after [33]

P (yx|x′, y′) (3)

which describes a hypothetical situation that says, “was it
x that caused y, and, what if I acted differently”. The calculus
extends the query space to address complex scenario planning
queries of the kind:

“Imagine today is date d, 30 September 2022, (represent-
ing temporal granularity in the GCP causal BN model),
the pandemic has been brought under control through wide
spread vaccination, and people are free to travel to l locations
(representing sub-context in our model). Airline company x
finds out that its most lucrative market segment b of business
travellers (representing a granular sub-context in the model)
has adapted to doing business online o, and business people
do not travel as much as during bc, the pre-COVID19 era,
(representing a sub-context, and temporal granularity in the
model).

What could company x have done to prepare for such an
eventuality e affected by multiple perspectives ps in the model,
given evolving knowledge k of changes in business cultural
practices, such knowledge being fragmented and subject to
divergent beliefs db of company executives of how the future
could pan out?”.

The foregoing inferential and counterfactual queries are
essential for the exploration of possible effects of proposed
alternative interventions or prototypical design strategies for
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resolving a given wicked problem, and it is argued in this
paper, that such queries cannot be handled efficiently and ef-
fectively through existing baseline Bayesian models as they do
not have the systemic meta-properties as modeling constructs.

VIII. DISCUSSION

Wicked problems are emergent features of CAS and while
modeling of emergence in CAS is provided for in some
research work such as [60] the specific modeling of the episte-
mological elements of CAS and wicked problems from an ob-
servers view point, level II of wicked problems in this paper, is
not represented in such models. By incorporating granularity,
context, and perspective as constructs delineating CAS sub-
systems the GCP causal BN model, using HHM conditioning,
the model provides the mechanism to compactly represent
both levels, I and II of wicked problems to support tractable
inference computation. While some baseline Bayesian models
do utilise HHMs to compactly model hierarchy and systems
nestedness as elaborated in [12] such Bayesian models are not
able to simulate the effects of interventions across granular
contextual perspective sub-systems through Bayesian belief
propagation.

The use of a common formal ontological modeling lan-
guage promotes semantic inter-operation between collabo-
rating stakeholders and helps eliminate bounded rationality
between divergent perspectives about a given wicked problem.
The model can thus be used to support multi-stakeholder group
learning and understanding of the ontological and stochastic
character of a given wicked problem, paving the way for
improved collaborative exploration, and solution design.

The GCP casual BN model further refines machine learning
capabilities with respect to learning the structure of wicked
problems. The argument is that the incorporating of granular
contextual perspectives as ontological knowledge constructs in
the model provides a causal model that supports an estimand
that refines statistical classification of data to more precisely
recover the structure, and learn about parameters of a given
wicked problem than baseline Bayesian models. The need
for such high precision estimands is well articulated in [33].
The constructs provide the means to model data generating
structures and processes missing from models without the
representational complex systems constructs.

IX. CONCLUSION AND THE WAY FORWARD

The GCP causal BN model outlined in this paper provides
a novel high precision ontological representation of wicked
problems in dynamic, hierarchical, Bayesian networks, prob-
lems that emerge from complex adaptive systems, and stake-
holder context, perspectives and granular level of observation.

The incorporation of granularity, context, and perspective
of kernel complexity theory notions as Hidden Markov Model
modeling constructs in the GCP causal BN model architec-
ture extends the scope of queries answerable using baseline
Bayesian models to specifically handle inference and counter-
factual queries that support the understanding and resolution
of wicked problems. The constructs further serve to refine

machine learning of a given wicked problem structure and
its parameters. To the best of our knowledge no such model
has yet been developed to enhance understanding of wicked
problems and their resolution through Bayesian reasoning and
causal graphical logic.

By providing a modeling architecture that links sub-systems
as multi-domain ontology / perspectives of bounded linked
sub-systems the proposed GCP causal BN model architecture
reduces computational complexity. The model also simplifies
representation of the complex relational interactions for a
given wicked problem for visual inspection and discussion
by stakeholders with different perspectives and beliefs about
the status of the wicked problem, and to arrive at informed
consensus based solutions.

While a single prototypical example was used to illustrate
the utility and novelty of the model, the model is equally ap-
plicable in resolving other wicked problems exhibiting similar
challenges of dynamic complexity, finitude and normativity,
which include market crashes, urban development, and nega-
tive climate change effects.

The intention, as a way forward, is to carry out empirical
experiments to benchmark the GCP causal BN model against
baseline Bayesian models to further validate the veracity of
the model for Bayesian inference reasoning and machine
learning of wicked problems. This is to be carried out using
synthetic ground truth data, applying the Kullback–Leibler
KL divergence method as applied in [13] for structure and
parameter learning in dynamic environments.
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Abstract— This paper presents a simulation and lab-based 

experimental study of detecting oil spills in the oceans using 
drones. The proposed simulation process is the first phase of long-
term research that is targeting to limit the oil spill contaminations 
in Omani coastline.  This study presents some methods and tools 
to detect an oil spill in a prearranged scenario. The methods and 
tools are tested in simulation and verified in lab-based 
experiments. Footage of oil spill cases is used to illustrate the 
process of oil spill detection. In addition, image processing 
techniques are applied to provide an accurate outline of the spill’s 

perimeter. The results exhibit the effectiveness of using the 
proposed methods and tools in detecting oil spills.  

Keywords—simulation, lab-based experiment, oil spill, 
contamination, detection, image processing 

I. INTRODUCTION  

The last few decades have witnessed major oil spill 
incidents around the globe. It is a challenge to overcome these 
ecological problems and the pollutions caused by the accidental 
leaks of oil [1-3]. It has been recorded that around 750,000 m3 
of crude oil were spilled into the Gulf of Mexico in 2010 [4]. 
Such a leak in the oilfield can cause pollution on the coastline 
thousands of miles away. The most obvious sign of the leak is 
a film of oil spreading on the surface of the ocean, which can 
easily be noticed. Then, the nearby beaches and shorelines are 
polluted by oil stains. However, the most critical impact of the 
oil spill occurs long after the initial spill. Oil consists of at least 
300 types of chemicals, most of which can negatively harm the 
living marine organisms. Once these hazardous chemicals are 
introduced to the food chain, they can cause serious health 
issues to sea life and humans alike.  

Very few leaks are naturally caused by the infiltration of the 
oil deposits underneath the ocean floor. However, most of the 
oil leaks are caused by human errors due to a damaged tanker 
or a leaking oil rig. An example of the largest oil spills, caused 
by humans, is the leak near Alaska in 1989 when the oil tanker 

Exxon Valdes accidentally released millions of liters into the 
sea. Years of efforts have been spent to clean up the polluted 
area.  

Containing oil spills and cleaning the seawater and shores 
are enormous tasks, and therefore several studies have 
investigated effective oil spill remediation techniques [5-8]. 
These techniques aim to either remove or separate the oil from 
the seawater. Such techniques include:  

 Chemical cleanup by using chemical dispersants and 
emulsifiers [9, 10], 

 Mechanical tools that showed high efficiency in 
recovering the oil such as booms, sorbents and 
skimmers [11- 14], and  

 Bioremediation by using oil-eating bacteria, which 
can break down the oil into sub composites that can be 
consumed by marine life [15].  

However, several challenges face the use of these 
techniques, which can be applied only under certain conditions. 
For example, adding chemical dispersants into the seawater can 
be harmful [11]. On the other hand, cleaning the oil spills using 
mechanical tools is expensive and requires a large number of 
tools and equipment [16]. For instance, Exxon has spent over 2 
million dollars on the Valdez cleanup operations [17]. 

The cleaning process of the oil spill becomes more 
challenging when the oil spreads widely in the ocean. 
Therefore, it is important to detect oil spills immediately. 
Various studies have been focused on achieving rapid and 
accurate detection of oil spills in the sea and the ocean. During 
the last 15 years, the operational use of satellites in detecting oil 
spills has bloomed, especially when satellite images became 
available for researchers. Alternatively, Synthetic-Aperture 
Radar (SAR) imagery is used by many organizations (e.g. 
European Maritime Safety Agency) to monitor the oil spills in 
the ocean. SAR imagery has the capability of providing usable 
images under all weather conditions day and night [18-21]. On 
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the other hand, various studies have been performed to examine 
the capabilities of thermal infrared cameras in detecting oil 
spills in water [22].  

Robotics, artificial intelligence, and computer vision are 
fields that can be integrated to provide solutions that would 
automate many processes. One of which is the detection and 
reporting of oil leakage. In recent years, remote sensing 
technologies were widely applied to investigate and monitor 
various environmental issues related to oil spills and red tides. 
Common techniques use cameras in the visible spectra. 
However, using standard cameras to inspect particular spectral 
regions in the visible spectrum cannot easily discriminate such 
ecological issues in water environments [23]. Many studies 
proposed modifications to standard cameras to unlock the 
major obstacles that interfere with the use of visible light [24-
26]. Unmanned Aerial Vehicle (UAV) equipped with remote 
sensing is a very promising approach for oil spills and red tide 
investigations. It enables for higher accuracy, lower costs, and 
revisit times determined by the operator as opposed to fixed 
satellite revisit times [27]. All of these remote sensing methods 
are regularly applied. For example, a pollution control aircraft 
is operated by the German Navy is mainly used for oil spill 
detection [28]. UAVs equipped with multispectral or 
hyperspectral imagers are used in many studies to accurately 
map multiple types of water pollution [29]. 

II. PROBLEM STATEMENT 

Oil spills in the oceans pose a threat to coastal countries 
such as the Sultanate of Oman. The Sultanate is blessed with a 
unique geographical location, with a long shoreline filled with 
diversified marine life forms. In particular, the peninsula of 
Musandam overlooks the Strait of Hormuz; a strategic location 
for maritime trade and a passage to 35% of the world's seaborne 
oil shipments. Also, the Arabian Gulf is a busy route for cargo 
ships and marine trading. Therefore, incidents of oil spills 
leaking from ships and tankers could happen. The 
government’s mandate is to watch for any spillage around the 
clock to protect the environment. In the occurrence of spillage, 
current, winds, and waves carry the spilled oil toward the coast. 
Therefore, before reaching the coast, the oil is subject to 
physical and chemical transformations, primarily due to the 
prevailing weather conditions [30]. As it reaches the shoreline, 
the oil is most likely to penetrate deeply in the sandy beaches 
or to be retained by rocky coastal tracts. Given the dangerous 
chemical composition of the crude oil (a mixture of thousands 
of hydrocarbons [31]), its primary environmental impact is on 
the atmosphere, on the surface of the sea, in the water column, 
onshore, as well as on the humans and marine life [32, 33]. Fig. 
1 shows some examples of such leakage in the Musandam 
shoreline that would threaten the environment and marine life. 

The current approach for detecting oil spills is both costly 
and time-consuming as it involves coordination between 
several parties. Drones’ applications have been spread widely 
in many fields [34] due to the drones’ flexibility. Therefore, as 
an alternative solution, we propose a UAV-based solution 
capable of detecting oil spills using remote sensing and 
machine vision techniques. The proposed alternative employs 
drones that are performing real-time, low-end imaging analysis 
on the target areas. Additionally, the system is capable of 
accurately locate the spill and measure weather parameters such 

as wind speed and direction. The latter is needed to predict the 
direction and speed at which the spill will extend.  

The proposed solution is a comprehensive one that entails 
many subsystems. As such the research project is conducted 
over several phases. This paper discusses the work done in the 
first phase, where both simulation and emulation environments 
were developed to experiment with the proposed solution. This 
provides the authors with a lab-based experimental study to test 
several remote sensing and machine vision techniques for oil 
detection before conducting field tests in the Gulf of Oman. The 
authors believe that these lab-based experiments should cut the 
development cost and time. Furthermore, the experiments will 
facilitate diversifying the circumstances in which the oil spill 
has occurred. 

III. DEVELOPMENT OF SIMULATION ENVIRONMENT 

Robot Operating System (ROS) and Gazebo are used to 
simulate UAV flight workspace, with the dimensions of 
5×4×2.8 meters. These dimensions are based on the EIVS 
laboratory [35] as shown in Fig. 2 (a). 

The simulation environment models a UAV that hovers 
over the seawater. The water includes an oil spill as shown in 
Fig. 2 (b). This simulation environment mimics the incident at 
the Gulf of Mexico, which took place in April 2010 [4].  

During the simulation run, the modeled UAV flies over the 
oil spill a shown in Fig. 2 (b). The UAV surveys the region 
while capturing images simultaneously. The route taken by the 
UAV during the survey is determined by several factors such 
as mission time. It is worth mentioning that the UAV plans its 
missions based on two different modes. The first mode is when 
the oil spill location is known. In this mode, the task will be to 
survey the area and give exact locations for the oil spill area 
without the need to search for the ship that caused this spill. In 
contrast, the second mode entails patrolling the shores looking 
for potential oil spills. if a spill is detected, the UAV will 
undergo the search mode, looking for nearby ships that might 
have caused the spill.   

A connection has been made between the simulated drone 
and ArduPilot. Using this software it is possible to locate the 
simulated drone at any point in Google map and give the drones 
point-locations or routes to follow. As an example, the starting 
location of the UAV is at Ras Al-Hadd in Oman, where the 
UAV was given a specific area to survey. This tool can be 
useful to simulate the task, which will be given to the actual 
UAVs; providing an estimate of the time and the battery life 
required to accomplish the task.  

  
Fig. 1. Examples of oil leakage in Musandam shoreline threatening the 
environment and marine life [Courtesy: Environment Authority, Sultanate of 
Oman] 
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As mentioned earlier, the UAV is equipped with a thermal 
camera. The captured thermal images provide a means to 
segregate water from oil given the disparity in the measured 
temperatures. The thermal images were processed using several 
image processing techniques to automatically determine the 
outline of an oil spill by analyzing the temperature profile of 
the images. 

IV. EMULATION ENVIRONMENT 

An indoor UAV emulation environment is used to 
experiment with the proposed oil spill detection system. 
Experimenting with the system in an indoor and controlled 
environment leads to a significant reduction in cost and time. 
Additionally, the emulation environment offers us the ability to 
test the system with several cases of oil spills under various 
conditions. It should be noted that the occurrence of an oil spill 
in oceans infrequent, which makes it very challenging to test 
the system. Therefore, the indoor emulation environment 
allows the team to experiment with different techniques and 
strategies to detect oil spills and be prepared for any unexpected 
scenarios. Fig. 3 shows the emulation environment that was 
constructed at the EIVS lab. The figure also shows the 
equipment used in the experiments.  

The floor of the area is furnished with a printed poster that 
shows seawater contaminated with an oil spill (see Fig. 4). The 
poster size is 3×4 m. Indoor drones from Quanser are used in 
these experiments. These drones are equipped with downward-
facing cameras, which capture images in grayscale color space. 
This camera is selected to resemble the output of thermal 
images similar to the ones captured by the FLIR Zenmume X2 
camera that are mounted on Matrice 200 V2 (to be used in the 
2nd phase of the proposed system development). 

Given that indoor drones are unable to receive GPS signals, 
it is not possible to rely on GPS service for positing and 
localization. Instead, the emulation environment uses the 
OptiTrack camera system to localize the drones.  

The indoor drones are equipped with fixed focal-length 
cameras. Therefore, the drones are maintained at a fixed 
altitude. Capturing images at the predetermined altitude mimics 
that the same images that would have been captured in actual 
field tests. 

Then, a suitable flying trajectory in the x- and y- plane (the 
horizontal plane) is set in such a way that the field of view 
(FoV) of the cameras is adequate with the arena. This is 
depicted in Fig. 4. For this reason, the desired x- and y-
trajectory in Fig. 5 was designed so that the drone flies in the 
boundary of ±0.8 m in the y-axis, while the x-axis location is 
incrementing by 0.45 m every time the drone makes a turn. 

V. IMAGE PROCESSING TECHNIQUES 

To perform the image processing method, the following steps 
are followed:  

A. Image acquisition: During the flight of the drone with the 
designed trajectory, the drone was capturing an image 
every 0.3 seconds. This small period is enough for the 
drone to capture all 49 mini-images that represent the 
whole workspace area, as exhibited in Fig. 6. 

B. Image stitching: The images that were captured in the 
previous step are stitched to one another. This yields an 
image that encompasses that the whole poster. This process 
was automated using a MATLAB script that was 
developed for this purpose. An example of stitching three 
images is shown in Fig. 7. 

It is worth mentioning that in actual field tests, the image 
stitching process is not required. Image stitching was 
performed in this experiment to provide coordinates for all 
points in the stitched image since the location of the 
starting point is known by the OptiTracking cameras (the 
coordinates of the first mini-image taken by the drone).     

  
(a) (b) 

Fig. 2. (a) Gazebo simulation of the lab room, and (b) a drone detecting the 
area of the oil spill in simulation 
 

 
Fig. 3. The emulation environment constructed at the EIVS lab 
 

 

 

5 m 

2.5 m 

Camera 

Drone 

Qbot 

 
Fig. 4. The drone is flying above an image of an oil spill case in the ocean  

 
Fig. 5. Monitoring of the drone’s location during the experiment  
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Fig. 6. 49 images captured by the drone while flying above the workspace area 

 
Fig. 7. An example of image stitching for a portion of the study case image 

C. Image Analysis: the next step is to identify the region of 
the oil spill. Image processing techniques are used to detect 
the outline of a spill (contour). The input images are in 
grayscale color space. The images are first converted to 
HSV color space, as it gives better segregation between the 
seawater and oil spill regions. Fig. 8 shows the oil spill as 
represented in the HSV color space. It is noted that the spill 
is not distinguishable from the background when in the 
Hue and Saturation channels. This is because they both 
describe the color (for Hue) and the intensity of the color 
(for Saturation). On the other hand, the oil spill is much 
more visible in the Value channel. The Value channel 
represents the brightness of the area. Some adjustments in 
the HSV threshold for three channels can affect the 
detection of the oil spill. This overall process is used to 
identify the location of the oil spill area with respect to the 
room reference frame of the room. 

Based on the outcome of the previous steps, the system 
outline the region where the oil spill is located (see Fig. 9). The 
spotted difference between oil and water in the V channel of the 
HSV color space was noticeable, where the black color was 
indicating the water and the white color was indicating the oil. 
However, in the current stage of this research the accurate 
calculation of the region was not implemented. Therefore, the 
detected region was presented as a rectangular shape that is 
bounded by the maximum and the minimum distance in x- and 
y- directions. Then, the system reports location of the contour 
around the oil spill. 

 
Fig. 8. Captured images are represented in HSV color space. Notice how 
the oil spill is more visible in the V channel.  

 

 
Fig. 9. The detected area of the total oil spill and contour location is reported 

VI. CONCLUSION 

This paper described a simulation and lab-based 
experimental study of a proposed UAV-based system for 
detecting oil spills in the oceans. Oil spill detection has always 
been an issue since it is infrequent to detect oil spills in real life 
and monitor the wide ocean all the time. Therefore, this study 
is conducted, using a cost-effective solution than the existing 
ones, to provide a training environment to deal with oil spill 
cases. The drone-based system can provide the required 
information for the detection process. This research has gone 
through two stages to implement the oil detection process. The 
first stage of the project was to simulate the environment, for 
which oil detection can be made possible for study and analysis. 
The second stage was a laboratory-based, emulation test to 
demonstrate the effectiveness of the proposed algorithms. Since 
the proposed system was successfully tested in simulation and 
emulation, the real drone will be used to implement the 
proposed solution and will be tested on real oil spill scenarios. 

In the future, the proposed system presented in this paper as 
simulated and lab-based procedures will be carried out for real-
life cases, where drones that are more sophisticated will be 
used. Moreover, the contour around the detected oil will be 
improved to detect exactly the area of the oil spill.  
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Abstract—This article presents a new control scheme for an
aircraft that has suffered from actuator failure due to severe
damage to its vertical tail. The damaged degree of the vertical
tail is treated as uncertainty. Firstly an output feedback controller
is designed for the nominal lateral dynamic model of aircraft.
However, when the actuator’s fault/failure occurs, the idea of
generalized virtual actuators is adopted. In this way, the same
baseline controller is used even in the presence of fault/failure.
Linear matrix inequality is used to compute the controller
and virtual actuator’s gains. The simulation results show good
tracking performance and fault-tolerant competency.

Index Terms—linear matrix inequality, control reconfiguration,
virtual actuator, linear quadratic regulator

I. INTRODUCTION

An escalation in the safety and reliability requirements in
civil aviation requires a tremendous amount of toil in aircraft
protection and reducing the possibility of a significant failure.
In an aircraft, most of the structural damage occurred due to
control surface malfunctioning or vertical-tail loss that often
causes a significant chore for the pilot to control the craft [1],
[2]. The misfortune disaster in 1985 with Boeing 747 is one
of the examples of vertical-tail damage, which lead to a plane
crash. One more similar site surfaced in which airbus A-300
in 2001 caused the death of 265 passengers. Reconfiguring
the control input immediately after the fault appears in the
system can avoid such failures. However, in customary hybrid
actuation systems (HAS), adequate measures in dealing with
this problem are not present. Due to this reason, the trend
of more electrically powered aircraft is increasing nowadays.
Recently, the dual redundant actuation systems (DRAS) [3],
[4] in modern aircraft has replaced the traditional similar
actuation system to make the system more reliable and
to solve the actuator failure issues due to common cause.
Nowadays, commercial aeroplanes A-350, A-380, and A-400

M use 2H/2E type DRAS. The use of DRAS indicates the
potential fault-tolerant control (FTC) capability to meet some
extreme situations [5]. For example, when the vertical-tail
total loss occurs, hydraulic lines pull apart, resulting in the
system’s total failure of hydraulic actuators. Therefore, to
handle this situation, aircraft with DRAS is more effective
than Electro-hydrostatic actuators (EHA) to drive significant
control surfaces.

The overall effects of vertical tail loss on directional
characteristics are comparable to the pitch axis from stabilizer
damage. Much work has been performed studying the
damaged aircraft modelling and the fault-tolerant strategy.
The calculation of the vertical tail loss of Boeing-747 100/200
data is done by [6], [7]. However, the aircraft can only lose a
centralized HAS input channel when exposed to vertical tail
loss. Damage-induced aerodynamics in these studies does not
characterize the nonlinear association and control derivatives.
Passive fault-tolerant control (PFTC) for vertical tail loss of
an aircraft is studied in [8], but after the degree of damage
increases, the PFTC techniques are no longer valid. An active
fault-tolerant control (AFTC) [9]–[11] is a more reasonable
response for more extreme losses.

In a recent survey, several researchers have proposed
solutions to deal with structural damage scenarios, such as
model predictive control (MPC) in [12], model reference
adaptive control (MRAC) in [8], [13]–[15], sliding mode
control (SMC) in [16], [17] and adaptive control [18]. The
authors in [19] proposed adaptive control law to compensate
for the vertical-tail loss by utilizing differential thrust because
all the actuators would lose their efficiency. In contrast, the
vertical tail is significantly damaged with hydraulic loss.
Because of the error management ability of more electric
aircraft (MEA) fortified through DRAS, [20], [21] proposed
a reconfiguration control law in which the nominal controller978-1-6654-4067-7/21/$31.00 ©2021 IEEE
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is designed using a linear quadratic regulator (LQR) and
MRAC is used to design reconfiguration controller in case of
actuator failure.

This paper presents a different control scheme that utilized
virtual actuator configuration to deal with actuator failure due
to damage in the vertical-tail of aeroplanes driven by DRAS.
In a fault-free situation, attaining tracking control is done
by an output feedback controller. Fault-tolerant is achieved
by placing a virtual-actuator circuit between the nominal
controller and faulty plant for fault or failure conditions
within specific actuators. The proposed scheme is dominant
over the existing strategies in the following ways.

• The presented method is advantageous because both the
nominal and the faulty cases use the same baseline
controller. Therefore, the designer can choose the nom-
inal control law according to the tracking performance
requirement.

• Since the state feedback controller is not practical; there-
fore, an output feedback controller is designed based on
the nominal system. The controller gains are obtained
using an iterative LMI procedure that gives more optimal
controller parameters than the simple LMI procedure.

The organization of this paper is: the plane model with
a vertical-tail is specified in section II. The reconfiguration
problem is discussed in section III, containing the overview of
a virtual actuator, problem formulation, and reconfiguration
using a virtual actuator. The nominal output feedback
controller design is proposed in section IV. Section V
contains the design of a virtual actuator. The simulation result
is given in section VI. Finally, the conclusion in section VII
proposed the effectiveness of the proposed approach.

II. MODELING OF DAMAGED AIRCRAFT

A. Configuration of DRAS

Fig. 1 shows the aircraft layout with the DRAS configura-
tion. The complete elevator, inboard aileron, lower rudder, and
spoilers are operational using a hydraulic actuator (HA) and
electro-hydraulic actuator (EHA) system.

B. Nominal aircraft modelling

Two dissimilar actuators EHA and HA, derive the aircraft’s
vertical-tail in nominal condition as vertical-tail fault influ-
ences the lateral model constraints, taken into account for the
paper. The nominal model of aircraft is taken from [13] and
is represented as follows.

ẋp = Apxp +Bpup

yp = Cpxp(t)
(1)

where the aircraft state vector xp = [β, p, r, φ]T , and the
state variables β denotes the angle of side-slip, r shows yaw
angular rate, φ and p represents aircraft roll angle and its
rate. The state-space matrices of the nominal aircraft model

Fig. 1. The aircraft actuation system with DRAS

are given as

Ap =


Rβ
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z
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′
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′
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′
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JxJz−J2

zx

Jx
, J

′

zx = Jzx
JxJz−J2

zx

,Jx and Jz denote moments along x and z axes; Jzx represents
coupling moments along (z, x) axes. Rp, Rβ , and Rr shows
aerodynamics in 3-axes; Kβ , Kp and Kr defines rolling
moments; Qβ , Qp and Qr represent the yawing moments;
Rδa and Rδr represent the side aerodynamics; Qδr and Qδa
are the rolling moments provide by rudder and aileron; m
is the total airplane mass; uo denotes reference flight speed
and θo represents reference angle of climb. Furthermore,
up = [δa δr]

T represents the control input vector where
δa and δr are the control surfaces inputs delivered via aileron
and rudder. The outputs are β and φ.

III. THE RECONFIGURATION PROBLEM

A. An overview of the virtual actuator

The basic concept here is to avoid the whole system’s
failure after the fault is induced in one component. Without
the proper control reconfiguration, the actuator fault deviates
the system from its normal behaviour and even causes
physical damage. The approach adopted in this paper aims
for output to be free from fault. Possible means to deal with
such faults are placing a reconfiguration block in the middle
of all the actuator vector and controller output. The purpose
is to reconfigure the control input signal to the faulty plant
such that it produces the same effect as nominal. That block
is named the virtual actuator [22].
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Fig. 2. The reconfiguration goal

With the proper virtual actuator, a faulty plant and the
virtual actuator behaviour match the nominal. Hence the
nominal controller can be used for the defective plant, which
is a significant benefit for the reforming controller because
of its prolonged procedure and several closed-loop stability
tests.

B. Nominal plant and faulty plant Modeling

The nominal plant Σp(Ap, Bp, Cp, xp0) is modeled in state-
space form

Σp

{
ẋp = Apxp +Bpup

yp = Cpxp : xp(0) = xp0
(2)

where xp ∈ <nx , yp ∈ <ny and up ∈ <nu the system’s
states, output and input vectors. Ap ∈ <nx×nx , Bp ∈ <nx×np ,
Cp ∈ <ny×ny is the system matrices. The nominal controller
is an output feedback controller with an input yp and reference
input ω(t) is represented as

up(t) = −Fyp(t) + Nω(t) (3)

Where F ∈ <nu×ny is the output feedback gain and N is
the outer loop term to facilitate tracking. Since the actuator
failure is considered in this paper, so the difference between
the faulty and the nominal plant is in its input matrix Bp that is
Bp 6= Bf . The model of the faulty actuator under the actuator
failure is obtained as

Σf

{
ẋf = Apxf +Bfuf

yf = Cpxf : xf (o) = xfo
(4)

The initial state xfo is assumed to be the same as the
plant’s initial state. We assumed that actuators’ failure infor-
mation is known in prior; therefore, the model of faulty plant
Σf (Ap, Bf , C, xfo) is known.

C. Reconfiguration Goal

A plant is configured successfully if the system contain a
virtual actuator and the faulty plant, as shown in Fig. 2. That
is, the reconfigured and nominal plant has the same input-
output behaviour (yf (t) = yp(t)) and also the reconfigured
plant is stabilizable.

Fig. 3. The closed-loop configuration of a generalized virtual actuator

D. Reconfiguration using the virtual actuator

Considering (4), the generalized virtual actuator is clear as

ẋ∆ = A∆x∆ +B∆up : x∆(o) = x∆o

uf = C∆x∆ +D∆uc

yp = Cpx∆ + yf

(5)

where the state x∆ ∈ <nx and the matrices

A∆ = Ap −BfM
B∆ = B −BfN
C∆ =M
D∆ = N

(6)

where the matrices M and N are selected at liberty.

E. Analysis of Reconfigured Closed Loop System

For analyzing the closed-loop system, the combination of
the model of plant (2) and virtual actuator (5)-(6) along with
the nominal controller (3), gives the model of reconfiguration
plant,

(
ẋp
ẋ∆

)
=

(
Ap −BpFCp 0
−B∆FCp Ap − bpM

)(
xp
x∆

)
+

(
BpN
B∆N

)
ω(

x(0)
x∆(0)

)
=

(
x0 − x∆0

x∆0

)
(7)

yc =
(
Cp 0

)(xp
x∆

)
(8)

yp =
(
Cp −Cp

)(xp
x∆

)
(9)

It can be seen from (7-9), the closed-loop system contain
the eigenvalue of the nominal plant (2) with output feedback
controller (3) and set of virtual actuator eigenvalues (5-6).
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IV. DESIGN OF NOMINAL OUTPUT FEEDBACK
CONTROLLER

This section will design the output feedback control to
stabilize the plant (2) with the state feedback control law
(3). The methodology followed in this paper is adopted from
[23] and extended to the given plant. ILMI algorithm helps
to calculate the controller gain. For a plant (2) and output
feedback controller (3), the control task is to find output
feedback gain, the closed-loop system Σc as

Σc : ẋp = (Ap −BpFCp)xp (10)

is stable.
Theorem 1: The system Σc is stabilizable through output

feedback control if P > 0,X > 0 and F satisfying

ATp P + PAp −XBpBTp P − PBpBTp X + XBBTX+

(BTp P + FCp)T (BTp P + FCp) < 0
(11)

Apply Schur complement to the inequality (11), the follow-
ing quadratic matrix inequality (QMI) is formed as:

[
(ATp P + PAp −XBpBTp P−
PBpBTp X + XBBTX ) (BTp P + FCp)T

(BTp P + FCp) −I

]
< 0 (12)

For a fixed value of X, (7) is reduced to the LMI problem
with the unknown value of F and P . To obtain the necessary
condition of the feasibility of (11) perturb Ap to Ap− (α/2)I
for some α ≥ 0 such that

ATp P + PAp − αP − XBpBTp P − PBpBTp X + XBBTX
+(BTp P + FCp)T (BTp P + FCp) < 0

(13)
Based on this equation, the eigenvalue of Σc shifted to the

left half-plane depend on the reduction of α. A step-wise
procedure to choose the optimal value of α is proposed in
[23] and is given below.

A. Iterative linear matrix inequality

For a given plant Σp (with realization Ap, Bp, Cp) is
stabilizable via output feedback controller given in (3). The
following step-wise procedure is adopted to obtain optimal α
• Step 1: Select Q > 0 and resolve P from
ATp P + PAp − PBpBTp +Q = 0 Set i = 1 and Xi = P

• Step 2: For Pi, F and αi. Lessen αi focus on succeeding
LMI constraints (ATp P + PAp −XBpBTp P−
PBpBTp X + XBBTX − αiP) (BTp P + FCp)T

(BTp P + FCp) −I


< 0
(14)

Pi = PTi > 0 (15)

Denote α∗i as the minimum value of αi

• Step 3: If α∗i ≥ 0, then F is a stabilizable output feedback
gain.
Stop

• Step 4: Minimize trace (Pi) subject to LMI constraints
(14)-(15) with αi = α∗i . Denote P∗i as the Pi, that
minimize trace Pi

• Step 5: If ||Xi−P∗i || < δ, go to step 6 else set i = i+ 1
and Xi = P∗i−1, then go to step 2

• Step 6: The system may not be stabilizable via output
feedback gain.
Stop

V. VIRTUAL ACTUATOR DESIGN

The design procedure to select the value of the virtual
actuator gains M and N and to have little change among the
behaviour of nominal and reconfigured systems is discussed in
this section. It can be seen from generalizing virtual actuator
equations (5)-(6) and reconfigured close-loop system given in
(7)-(9), the stability depends on the proper choice of M such
the σmin (Ap−BfM) lies in the left half-plane. In this paper,
the LQR approach is adopted to compute the value ofM that
satisfies the Algebraic Riccati Equation (ARE) given as

A
′

pP− PA+ Q + PBfR−1B
′

fP = 0 (16)

The optimal controller gain is evaluated using

M = R−1B
′

fP (17)

where P is the symmetric positive definite matrix obtained
using ARE.

To match the behaviour of the reconfigured system with
that of the nominal system under the commanded input ω, N
is selected so as

B∆ = Bp −BfN = 0 (18)

holds.
In this paper, the matrix N is chosen through a zero-pole

placement technique [24]. The goal is to have yf become
equal to yp that is y∆ converges to zero. According to (5)
the equilibrium of output deviation is

y∆ = Cp(sI −Ap +BfM)−1(Bp −Bf )Nup (19)

The goal is to vanish steady-state output deviation y∆ for
all constant input; it requires

0 = Cp(sI −Ap +BfM)−1(Bp −Bf ) (20)

Since (20) is the same as the transfer function at s = 0,
it corresponds to the placement of input-decoupling zeros at
zero. Eq. (20) has a solution in N if

rank(Cp(Ap +BfM)−1Bp) =

rank(Cp(Ap +BfM)−1(Bp, Bf ))
(21)
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If the solvability is confirmed, then the matrix N can be
found by inverting (17) such that

N = H+CP (Ap −BfM)−1Bp (22)

where H = CP (Ap−BfM)−1Bp and right pseudo inverse
H+ is constructed such that HH+H = H.

VI. SIMULATION RESULTS

This section presents the simulation results to control β and
φ of aircraft that suffer from actuator failure due to damage
that occurs in its vertical-tail. The information of the failed
actuator is expected to be known. The expression of state
coefficients of the plant is obtained from [13] and given as

Ap =


−0.11 0 −673 32.20
−3.53 −0.84 0.31 0
3.65 −0.04 −0.25 0

0 1 0.03 0


Bp =


0 0 0.0041 0.0032

0.22 0.35 0.126 0.027
0.02 0.02 −0.275 −0.2

0 0 0 0


Cp =

[
0 0 0 1
1 0 0 0

]
Where up = [δao , δain , δru , δrl ]

′
is the control input vector

that is considered in the simulation.
The nominal controller is designed based on ILMI using

the CVX toolbox in MATLAB. To achieve output tracking,
N is calculated to guarantee zero steady-state error at step
input that is

N = − 1
Cp(Ap−BpFCp)Bp

The nominal controller gain is computed as

F =


9.31 1.04
1.04 1.57
2.15 0.20
4.22 0.94


A. Tracking performance under the nominal condition

Testing controller enactment under normal condition (with-
out actuator failure), a 12o and 0o amplitude signal is smeared
to the roll slip and side slip, respectively. The simulation result
in Fig. 4 shows the defined tracking of the roll slip angle. The
roll angle trajectory commanded input thru satisfactory delay
while variation for side-slip angle is within the limit of ±0.1
which is observed as zero steady-state error.

B. Simulation results under actuator failure

In this simulation, the vertical-tail damage occurs, and there
is no upper rudder control surface, and all the hydraulic lines
pull apart. Therefore, the control surfaces associated with HA
fails to activate. Since the inboard aileron and lower rudders
remain fortified by DRAS. So, the switching device takes EHA

Fig. 4. System dynamical performance under the normal condition at square
input

into the loop, and the two control surfaces equipped with EHA
can still be operational. Therefore, the input distribution matrix
Bp changes to Bf as

Bf =


0 0 0 0.0032
0 0.35 0 0.027
0 0.02 0 −0.2
0 0 0 0


Due to a faulty actuator, Fig. 5 shows the degradation in

system performance. As grasped by Fig. 5(a), the roll slip
angle cannot trail input and leads to sizable steady-state error.
Also, in Fig. 5(b), the fluctuation in the side-slip angle’s output
reaches over the prescribed level of tolerance.

C. Simulation results of control reconfiguration after actuator
failure

To reconfigure the controller structure after the occurrence
of the fault to the system, only EHA provides the required
control input and brings the system to the nominal condition.
To overcome the slower dynamics of EHA, a first-order delay
system uEHA = e−0.1tuHA is announced, whereas, uEHA
is the input to EHA and uHA is the current input to HA. To
provide tolerance against this severe failure condition, a virtual
actuator is brought into operation. Choosing the parameter of
the virtual actuator as

M =


0 0 0 0

1.27 −1.31 −13.61 −0.95
0 0 0 0

5.2 0 −0.24 0.30


Such that σmin(Ap − BfM) is stable whereas N can be

chosen using (22). The roll angle and side-slip angle are
recovered from the simulation plots to their nominal position
(see Fig. 6) with a virtual actuator inserted in the middle of
the faulty plant and the nominal controller.

VII. CONCLUSION

The paper presents the fault-tolerant control strategy subject
caused by vertical-tail damaged aircraft driven by dissimilar
redundant actuation system. First, designing the nominal out-
put feedback controller using iterative linear matrix inequality.
A virtual actuator circuit is induced between the faulty plant
and the nominal controller to facilitate fault-tolerant control
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Fig. 5. Degradation of dynamical performance under actuator failure

Fig. 6. Dynamical system performance after control reconfiguration

capability. The simulations are performed subject to HA failure
due to severe damage. Due to dissimilar redundancy, the
control surfaces associated with EHA provides the desired
flight path in severe failure condition.
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Abstract— Maintaining a customer base at a feasible rate is 

considered important in most business organizations since 

customers are the precious asset of the business sector. It is a vital 

task to retain the customers at a steady level in any business 

enterprise for the overall stability of its business activities. 

Sufficient pieces of evidence in this connection have been gathered 

to prove that the telecommunication industry is the most affected 

field of business by the tendency of the customers to shift towards 

alternative service providers. Therefore, a distinctive effort has 

been made to design this specific forecasting method is carried out 

utilizing a combination of a properly approachable method aiming 

at clarifying the probability of the above-mentioned tendency of 

the clients seeking an alternative service provider in the industry. 

In this attempt, a data set that included 10, 000 postpaid consumer 

particulars including 20 attributes were taken for this research for 

a thorough analysis of this aggravating issue in the 

telecommunication industry. In the end, a satisfying outcome was 

witnessed and certain clarification was made out of the 10,000 

subscribers 4888 showed positive attitudes and 5112 indicated 

negative to the churning behavior. Besides, this specific data set 

was subjected to complete verification in comparison to certain 

supervised machine learning algorithms such as Decision tree, 

Logistic Regression, Support Vector Machine (SVM), and 

Artificial Neural Networks (ANN). Along with this, ensemble 

techniques such as Random Forest, Extreme Gradient Boosting 

(XGBoost), and Adaptive Boosting (AdaBoost) also have been 

considered. Subsequently, an assurance was made that XGBoost 

possessed the ability to bring out the maximum and précised 

accuracy of 82.90%. Eventually, a hyperparameter tuning had 

been performed with XGBoost. As a result, an assurance was 

acquired that XGBoost showed an upsurge in the previously 

obtained accuracy from 82.90% to 83.13%. 

Keywords— XGBoost, AdaBoost, Churn Prediction 

I. INTRODUCTION 

The customers of any business enterprise are the major 
component of its progress and success. They are the ones who 
contribute immense boost for the continuous development and 
reputation of these companies. So, it is obvious that these 
enterprises largely rely on their customers. Therefore, it is 
essential for them to preserve their customer base and to uphold 
their reputation in the competitive business background. 
Otherwise, there are chances for the regular clients to churn from 
the existing company or their service providers. As a 
consequence of this, the productivity and the valuable status of 
the company may severely be damaged. Here, the word 
“Customer Churn” means the termination of the relationship of 

a particular client or clients with the organization. For example, 
the individual who is a usual customer of a business 
establishment “A” could perhaps discontinue having the 
services and select another establishment named “B” [1] [2]. 
Depending on the contemporary condition of the organization, 
numerous reasons may be cited for the above feature. Customer 
churn often occurs in most organizations anywhere in the world. 
They may be industries like banking, finance companies, 
insurance companies, or telecommunication services. It is risky 
and unreliable to identify the reasons for such churning 
behaviors of the customers and to avoid these situations because 
the consistency and the progress of the company are straightly 
influenced by this attempt. So, it is inevitable for the company 
to have a practical “Churn Prediction” method for safeguarding 
the company from being suffered by the behavior of customer 
churning. A properly planned churn prediction does have an 
important part and makes a significant impact on handling 
customer churn. 

To provide satisfactory communication, the tele-
communication industry has various service providers in its 
possession. Almost all the people in the world have 
subscriptions to telecommunication and at the same time, they 
opt to use multiple systems. As the subscribers tend to switch on 
to an alternative service provider due to dissatisfaction, 
customer churn is very common to see in this industry. The 
reasons for this tendency may be poor customer service, high 
usage of service, and very low switching cost [3]. What has been 
mentioned above are the traditional causes. However, this 
particular attrition behavior is also caused by some personal 
intentions that have been recognized recently in this field. If an 
attempt has to be made to find out the reasons for the above, the 
following features stand as proof. They are namely 
“Disappointment based on facilities provided by the service 
provider at the primary on entering the firm for their needs” and 
“The failure of the enterprise in supplying the expected service 
to their clients”, though they might be somewhat impractical on 
a particular situation. Besides, another noticeable destructive 
feature in the telecommunication industry is that it faces an 
inevitable customer churn of 40% every year [4]. In 
consequence of these harmful circumstances, this industry 
employs various unique methods to survive in the competitive 
market. These attempts may aim to sustain the continuous 
presence of the customers at a steady level. It is usually 
presumed that retaining the subscribers who are already present 
in the industry is more advisable than seeking new ones because 
the latter burden the company with unbearable spending. The 
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expenditure to attract new subscribers forces the company to 
bear nearly 5 times higher expenses [5][6]. 

Since it is very costly to attract fresh customers into the 
company, it is truly advisable to keep the ones who are already 
there in the business. Further, it is said that the existing long-
term customers are the cash – cow of the company, the 
entrepreneurs ought to make sure about their continuous 
existence there. It should not be forgotten that to retain the 
existing customers most companies use a huge amount of their 
annual budget for “Customer Churn Prediction”. A properly 
planned research in this connection could help the organization 
detect the most apparent churners so that the organization 
concerned can resist the issue of churning and would be able to 
retain the existing clients. If this happens, the precious 
manpower would not be wasted. 

Besides, a few more models of this nature came into being 
previously that were very similar to the churn prediction within 
the companies of telecommunication services. Here too, the 
following models of algorithms were taken into consideration. 
They are namely – ANN, Decision tree, Logistic regression, 
SVM, and Bayesian models (Naïve Bayes). In most of the 
previous efforts of developing “Churn Prediction”, a contrasting 
and comparing approach was carried out making use of the basic 
algorithms that are accustomed in the field. In this effort, the 
ensemble algorithms were not considered (XGBoost, 
AdaBoost). Besides, in the greater number of such cases, it has 
been noted that only a last and ultimate suggestion was shown 
in creating prediction models using techniques of greater 
accuracy devoid of the implementation of the graphical user 
interface. 

The sole purpose of this prediction effort was to foresee the 
number of clients who tend to shift to another service provider 
with the use of some unverified machine learning algorithms. 
This effort also aimed at creating an effective churn prediction 
model to manage the deliberate churning behavior of the 
customers. To proceed with this research, exactly 10,000 post-
paid customer records were collected from a telecommunication 
company in Sri Lanka. Identifying such churners in a 
telecommunication company is indeed a difficult challenge 
using the data of prepaid customers who have many options for 
their services. This is because there is no reliable source or 
agreement available for such identification. In the process of this 
study, 20 attributes were made available. Some of them are 
“Statistics of Billing”, “Complaint Details”, “Call Duration 
Details and so on. Further, a user-easing way was made use of 
in the effort of identifying churners and consequently, a 
Graphical User Interface (GUI) was established for this purpose. 
Accordingly, all the above-mentioned “Supervised Algorithms” 
such as Decision tree, Logistic Regression, Random Forest, 
SVM, XGBoost, AdaBoost, ANN were properly subjected to 
proper contrasting and comparison. Consequently, a highly 
accurate technique was used to make an effective churners’ 
prediction model. For this endeavor, the cross-validation was 
purposefully and thoroughly done with all the aforementioned 
techniques. 

II. LITERATURE REVIEW AND RELATED WORKS 

Keramati et al. have accomplished research using the 
binomial logistic regression algorithm to pinpoint the features 

that mostly influence customer churn. These features are namely 
number of service failures, number of complaints, amount of 
service usage switching cost, and some other customer 
demographic factors. Further, the results showed that 
client/customer status (active or non-active) facilitates the 
connection between the attrition behavior of customers and the 
reason for attrition. The non-appearance of greatly influencing 
factors and pressurization between various operators are the 
major limitations found in this study. For example, the service 
cost is a powerful factor of customer churn because of the 
limitation of pressure. Also, the service cost lies between 
multiple operators [1]. 

Sharma et al. have carried out research using the Neural 
Network method to predict the churning customers in prepaid 
telecommunication services. This research has identified the 
factors that are necessary to be considered to improve an 
accurate and consistent churn prediction model. There are 20 
factors taken into consideration and the model was developed by 
examining 2,427 customers. Some of these features include 
state, account length, area code, and overall day minutes, etc. To 
evade the overtraining of the model, a randomly chosen ratio of 
the data set was trained. The model has produced results with 
92.35% accuracy in the prediction of churn behavior. But, there 
was a restriction in poor performance and it took some extra time 
to give out the expected results [2].  

 Keramati et al. have made a hybrid model consisting of 
Decision Tree, SVM, ANN, and K-Nearest Neighbor (KNN). 
95% accuracy in churn prediction was obtained from this 
recommended model. The accuracy value is efficiently 
achievable here. As an added feature of this method, a novel 
approach has been suggested to pinpoint the main factors that 
need to be adjusted in the churn prediction model. The outcomes 
of the research have revealed that the hybrid methodology which 
is comprised of four methodologies depicted above produced 
higher accuracy when in comparison with isolated algorithms 
performed in this process. Finally, a completely new approach 
has been suggested for dimensionality reduction [5]. 

A hybrid churn prediction model using bagging and boosting 
methods has been prepared by Fathian et al. During this 
research, a technique incorporated with specific predictive 
modeling was taken into consideration. To name them would be 
ANN, Self-Organizing Maps (for clustering), SVM, the 
algorithm named KNN, and Decision Tree. In this process, the 
PCA (Principal Component Analysis]) was utilized, aiming at 
the total elimination of the unnecessary features. The 
comparison between the existing models was performed, based 
on the following 5 factors namely specification, accuracy, 
sensitivity, F-measure, and AUC. The results of the research 
have shown that merging the clustering techniques depicted 
above with bagging and boosting has created better results 
concerning accuracy. This attempt had some difficult 
experiences while trying to obtain a better classification [8].  

During yet another research, Olle et al. have made a hybrid 
churn prediction model with the amalgamation of Logistic 
regression, Voted Perceptron, and clustering techniques. The 
model had achieved a little more leap forward to produce very 
high accuracy results compared to the results obtained by the 
previously mentioned isolated algorithms. The accuracy of this 
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model is approximately 99%. 23 variables had been taken to 
analyze and 2,000 subscriber details were assembled from Asian 
telecommunication. The model had undergone training and 
testing against a relatively smaller number of subscriber data. 
Therefore, it is suggested that this particular model has feasible 
to be enhanced in the future in dealing with larger data sets [9]. 

Preeti et al. researched a customer churn prediction with the 
adaption of Logistic regression and Decision tree techniques. 
This study evidenced that choosing the relevant and correct set 
of attributes would produce high accuracy results. Hence, they 
have ascertained that how Logistic regression has identified the 
factors that affect the defection rate of customers. A model with 
higher précised accuracy is not needed if it is incapable of 
describing the causes for the attrition behavior. Besides, the 
study provides some strategic pathways (comparative analysis) 
to select the finest algorithm to recommend the prediction model 
[10]. 

Umayaparvathi et al. have developed a churn prediction for 
the telecommunication industry. During this study, an easy 
interpretation of churn prediction methodology was proposed. 
Further, the efficiency of some predictive modeling methods 
corresponding to the subject was subjected to the analysis here. 
They are Gradient Boosting, KNN, Decision Tree, Ridge 
Regression Classifier, SVM, Random Forest, and Logistic 
Regression. In order to increase the accuracy of the prediction 
model, each attribute in the data set was assessed to find its 
significance in churn behavior. Openly adaptable churn data set 
from two telecommunication companies were taken to validate 
the performance of this model. The outcome of the research 
indicated that Gradient Boosting is the best classifier in the 
churn prediction [11]. 

A novel churn prediction was modeled by Gregory using a 
prevailing algorithm named as XGBoost. This model was 
prepared to take part in the “WSDM Cup Churn Challenge 
competition” in 2018. Music streaming data given by KKBOX 
(One of the foremost music streaming services in ASIA) have 
been used in this study. These data comprise user log details, 
transactions, and statistics about members. Log loss is the utility 
used in this research to assess the performance of the prediction 
model. The model developed with XGBoost outperformed all 
the models exhibited during this competition. In order to 
increase the accuracy of the model, the Light GBM (Light 
Gradient Boosting Machine) library and XGBoost primary 
based model were integrated. The final results of the research 
have ascertained that feature engineering is a significant part of 
boosting the accuracy of the model [12]. 

Umayaparvathi et al. have completed yet another survey 
concerning churn prediction for the telecommunication 
industry. This study was mostly focused on the analysis of freely 
and commonly available telecommunication data sets, methods 
used in emerging the prediction models, and the metrics used to 
assess the performance of the model. In addition to the previous 
researchers, this study conveyed the features of the considered 
data sets and classified the most noticeable features. Further, the 
performance metrics analyzed in this attempted study were 
Confusion matrix, Accuracy, Precision, Recall, F1-score, AUC 
curve, and Lift curve [13].  

J. Vijaya et al. also designed a model of hybrid churn 
prediction by mingling both supervised and unsupervised 
learning techniques. K-Means clustering, Decision tree, SVM, 
Linear discriminant analysis, Naive Bayes, and KNN have been 
adapted to carry out this study. 50,000 subscriber details with 
230 features were subjected to this particular analysis. This 
analysis contains 190 numerical features and 40 nominal 
features. The results of this study depicted that the model 
developed with the mixture of SVM and K-means algorithm has 
brought out a better outcome in accuracy, sensitivity, and 
consistency [14]. 

Sabbeh attempted to predict the churn behavior of customers 
by associating ten varieties of predictive modeling methods. 
They are Discriminant Analysis, SVM, Decision Trees (CART), 
Ada boost, Random Forest, Stochastic Gradient Boosting, KNN, 
Multi-Layer perceptron, Naïve Bayesian, and Logistic 
regression. 3,333 subscriber details were taken for analysis 
throughout this study. Finally, the following outcomes were 
noticeably acquired. They are as follows. Both the AdaBoost 
and Random Forest (Ensemble techniques) nearly produced 
similar outcomes with 96% of accuracy, Multi-Layer perceptron 
and Support Vector Machine produced results with 94% 
accuracy in churn behavior, Linear Discriminant Analysis, and 
Logistic Regression revealed the accuracy of 86.7% and at last 
90%, 88% accuracy level was obtained by the Decision Tree and 
Naïve Bayes respectively. Only the comparison between single 
predictive modeling techniques was taken into consideration. 
This is the main shortcoming of this study [15]. 

 Özer Çelik et al. have researched “Comparing Techniques 
Used in Customer Churn Analysis” by associating XGBoost, 
Random Forest, SVM, Logistic Regression, ANN, Naive Bayes, 
KNN, and Weibull Time To Event Recurrent Neural Network 
(WTTE-RNN). During this research, the following observations 
were made. Firstly, the deep learning technique can be utilized 
for a large amount of data, and secondly, the ensemble machine 
learning techniques can be used for a small portion of data. In 
order to produce prominent results in prediction. Besides, with 
the help of the Cox Regression technique, highly distributed 
independent features towards the dataset can be easily identified. 
The main shortcoming found in this study was the way of 
adapting the dataset. For instance, the separate dataset is used 
for machine learning techniques and deep learning techniques. 
In other words, a unique dataset could have been used for the 
machine learning technique and another dataset for the deep 
learning technique separately [16]. 

On the basis of related works mentioned above, several 
techniques have been employed in the development of the churn 
prediction model so far. Rather than using basic techniques in 
this regard, the use of ensemble techniques gives better accuracy 
in most instances. Besides, it can be a strong foundation to 
develop a churn prediction model using the “Ensemble 
Techniques” favoring the researchers in the future on the Sri 
Lankan context as well as international level. 

III. METHODOLOGY 

Fig. 1 shows the overall methodological framework used 
during this research to develop the final prediction model. Each 
step has been explained in detail below. 
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Fig. 1. Overall methodological framework 

A. Data set and Requirement analysis 

Requirement analysis or the prerequisite analysis would be 
certainly a leap ahead for examining anticipations of the 
consumers for a new or modified creation. Pinpointing exactly 
the major necessities of the particular analysis very correctly is 
indispensable before the making of any software project or 
model. Being inclined in this endeavor, many approaches can be 
made to find more evidence in this regard. To name a few are 
‘Face to Face Meetings’, ‘Brainstorming, ‘Surveys’, ‘Web 
Scraping’, and ‘Data Collection’ from a Web API. 

In the course of the above-mentioned effort, a due 
consultation was made with the reputed telecommunication 
industry. During this survey, subscriber particulars from exactly 
10,000 post-paid subscribers for the year 2019 were collected 
and systematically studied. The content of 20 attributes along 
with the target attribute of the dataset and their descriptions are 
represented by the Table I have given here. 

B. Data Pre-processing  

This is a task that is aimed at carrying out “Data Pre-
Processing” and removing the unfinished, noise-producing, or 
unreliable data from the system. This process is considered to be 
the most essential phase in originating such a forecasting 
structure to find out the churn behavior among the customers. In 
the course of this strategy, the “Python Pandas Library” was 
made use of, as an aid to achieve the above-stipulated target. The 
following tasks were executed under the above function. 

a) Storing the raw data into a Comma Separated Values 
format (CSV) file. 

Initially, the required dataset has been obtained in an 
excel sheet format. To Perform the rest of the processes 
conveniently the dataset has been converted into a CSV 
file format. 

b) Loading the CSV with pandas. 

c) Checking for number of columns and rows 

d) Removing unnecessary columns 

The data set contained a column named “National 
Identity Card Number” (NIC) which helps to identify 
each customer uniquely. It has been removed from the 
data set because it is not useful for the prediction purpose. 

e) Checking for null and duplicate values 

The null and duplicate values make the final prediction 
model to be overfitted. To overcome this issue the null 
and duplicate values have been replaced with the mean 
value of the corresponding column. 

f) Converting all variables to a common type 

For instance, the total number of complaints and the 
number of negative feedbacks sent by the customers have 
been presented in the integer data type. Meanwhile, 
download bandwidth, monthly bill, and most of the other 
features have been presented in the double format with 
decimal points. To conclude, the integer datatype features 
have been converted into the double data type. 

g) Outlier detection and replacement 

i. Initially, outlier values for each column have been 
identified. (First Quartile (Q1), Third Quartile (Q3), 
and Inter Quartile range (IQR) values of all 
columns have been used in this regard.) 

ii. Replacement of random values within quartile 
range for outlier detected cells. 

iii. Validation of each column value is within the 
quartile range limit. 
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iv. Creation of new CSV without the outlier values. 

h) Normalizing the data set between the fixed ranges. 

i. Min Max Scaling technique has been adopted in 
this regard. 

ii. Normalized Value = (Actual Value – Minimum 
Value) / (Maximum Value – Minimum Value) 

b) NAMES OF THE ATTRIBUTES & THEIR DESCRIPTIONS 

No Attribute Description 
Repre-

sentation 

1 Monthly Bill 
The average amount of 
payment done by the 
customers  

Sri 
Lankan 
Rupees 

2 
Billing complaint 
resolve time 

The time duration used to 
resolve billing complaint 

Minutes 

3 
Billing complaint 
count 

Number of complaints 
concerning bills 

Numeric 

4 Promotions 

The Short Message Services 
provided by the company to 
the customers about their 
products, services, and so on 

Numeric 

5 Hotline call time 
Total number of minutes taken 
for hotline call duration in a 
specified period 

Minutes 

6 Hotline call count 
Total number of hotline calls in 
a specified period 

Numeric 

7 Arcade visit time 
Total number of minutes visit 
taken to visit the arcade 

Minutes 

8 
Arcade visit time 
waiting time 

Total number of minutes taken 
to wait at the arcade 

Minutes 

9 Arcade visit count  
Total number of visits made to 
the arcade 

Numeric 

10 
Negative 
feedbacks 
customer sent 

The count of negative 
feedbacks given by a customer 

Numeric 

11 
Positive feedbacks 
customer sent 

The count of positive 
feedbacks given by a customer 

Numeric 

12 
Complaint resolve 
duration 

Amount of time used to resolve 
complaints 

Minutes 

13 Total complaints 
Number of complaints made 
by a customer 

Numeric 

14 
Complaint breach 
count 

Count of complaints not 
resolved within a given time 

Numeric 

15 
Coverage related 
complaint 
duration 

Amount of time taken for 
complaints regarding coverage 
made by a customer 

Minutes 

16 
Coverage related 
complaint count 

Complaints made regarding 
coverage 

Numeric 

17 
Adjustment 
charges 

Alternative charges for 
additional packages 

Sri 
Lankan 
Rupees 

18 
Download 
bandwidth 

Average Bandwidth 
Megabytes 
per second 

19 
Data used for 
download 

The total amount of data used 
Megabytes 
per second 

20 Data Charges Total payment for data usage 
Sri 
Lankan 
Rupees 

21 Churn [Target] 
Churn represents by – 0, Non-
churn represent by - 1 

Boolean 

C. Feature Engineering and Model Generation 

After completing the data abstraction and enhancement 
segment, the dataset with all the attributes has been fed into the 
selected supervised machine learning algorithms and 
encountered a problem of model overfitting. After a certain 

amount of analysis, the subsequent phase would be pinpointing 
the finest set of attributes that could offer a significant 
contribution to the data set. The Pearson correlation analysis 
technique was followed for the above purpose. By the utilization 
of the aforementioned technique, highly correlated attributes 
towards the target variable were removed. This was done 
because the highly correlated variables would not help improve 
the model score further. Then the dataset has been reshaped 
according to the significant attributes and fed into the selected 
supervised algorithms.  

As the next step of identifying the most suitable algorithm 
consisting of better accuracy, this procedure comes to an end 
with the preparation of the final or last forecasting model. 
Besides, to identity the churners and non-churners a user-
friendly GUI has been developed by adapting the algorithm 
which provides the highest accuracy. 

IV. RESULTS AND DISCUSSION 

A. Results of detecting the extremely co-related features  

During this process, a thorough analysis was carried out to 
find out the relationship between the prevailing attributes and 
the target attribute. Pearson correlation analysis was used for this 
purpose.Fig.2 shows the numerals and the complete score 
obtained by comparing and contrasting the relationship between 
each variable with the target variable [‘churn’]. As Fig.2 shows, 
the highly correlated features that contain an absolute score of 
0.5 and more were identified. 

 With the results obtained from above, further analysis also 
was done to recognize 17 out of 20 attributes provide a certain 
amount of correlation with the target variable. Consequently, the 
removal of the rest of the highly correlated attributes from the 
data set was successfully carried out. 

After finding out only the important attributes, the whole 
dataset was classified into two non-equivalent sections. These 
two sections are namely training and testing. Then, it is fed into 
the particular supervised machine learning techniques (Random 
Forest, XGBoost, AdaBoost, Logistic Regression, SVM, ANN, 
and Decision Tree) to identify the best one to originate the final 
forecasting model. 

The possible results of the performances during the 
forecasting task were duly evaluated. For this purpose, several 
methods such as Accuracy, Mean Squared Error (MSE), 
Confusion Matrix, Mean Absolute Error (MAE), Precision, 
Recall, and F1-Score were used. The main procedure taken into 
consideration here was the K-fold cross-validation. [1][2]. 

B. Comparison of performance 

The discussion below is based on the results got during the 
comparison of performances concerning several algorithms in 
forecasting the churners and non-churners in the industry of 
telecommunication. This type of discussion has paved a 
dependable way to follow a feasible approach towards a 
“Supervised Learning Technique” in machine learning because 
the target variable and the highly connected variables were 
tested in this lengthy investigation. Numerous algorithms were 
adapted and compared against certain evaluation metrics in the 
course of this prediction process. Shown below is the additional 
investigation of this task. 
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Fig. 2. Correlation between variables of the data set 

As depicted before in this research, 10,000 subscriber details 
with 17 attributes and one target variable were incorporated for 
deep analysis. With the randomly selected datasets, 70% was 
included for training and 30% was taken for testing. In Table I 
and Table II “Evaluation Metric” results and “Confusion 
Metric” results of various models are presented. 

TABLE I.  PERFORMANCE OF CLASSIFIERS AGAINST CERTAIN 
EVALUATION METRICS 

Models Accuracy 

(%) 

MSE 

(%) 

ASE 

(%) 

Precision 

(%) 

Recall 

(%) 

F-1 

(%) 

Decision 
Tree 

75.00 25.00 25.00 74.87 73.75 74.31 

Neural 
Network 

82.40 17.60 17.60 75.45 96.14 84.55 

Logistic 
Regression 

77.36 22.63 22.63 73.23 84.84 78.61 

Random 
Forest 

78.50 21.50 21.50 74.49 85.38 79.56 

XGBoost 82.90 17.10 17.10 74.48 99.04 85.03 
AdaBoost 82.03 17.96 17.96 74.34 96.73 84.07 
SVM 79.76 20.23 20.23 72.61 94.28 82.04 

TABLE II.  CONFUSION METRICS OF THE CLASSIFIERS 

Models 
Confusion Matrix 

TN FP FN TP 

Decision Tree 1165 364 386 1085 
Neural Network 1027 470 58 1445 
Logistic Regression 1073 456 223 1248 
Random Forest 1099 430 215 1256 
XGBoost 1030 499 14 1457 

AdaBoost 1038 491 48 1423 
SVM 1006 523 84 1387 

 

In addition to the results obtained from the aforementioned 
tables, the K-fold cross-validation technique was performed 

with 5 folds to find the best technique to deal with any 
proportion of testing and training data. (Fig 3) 

 

Fig. 3. Five-Fold cross-validation accuracies of selected algorithms 

The aforementioned graph shows the accuracies obtained by 
the algorithms for each fold along with mean accuracy. All in 
all, the accuracy declines after the 2nd fold over the period up to 
the 3rd fold, whereas the accuracy shows some optimum level 
with ensemble techniques. Even though there is a slight increase 
in accuracy shown by SVM at the 5th fold, the highest mean 
accuracy is obtained only by XGBoost. 

As a final attempt, it was noted and ensured that with all sorts 
of analyses completed so far, XGBoost has surpassed all other 
techniques with higher and better accuracy which is 82.90 % 
showing a low error rate of 17.1 %. Therefore, a more confirmed 
assumption can be made that the XGBoost is the most suitable 
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algorithm in the course of attaining the final and ultimate model 
of prediction. Furthermore, to obtain an even better accuracy out 
of what already received, Grid Search CV hyper-parameter 
tuning was done with XGBoost and this effort has brought about 
83.13% of accuracy in the forecasting of churning behavior. It 
is also well noted that during the process of tuning, “Learning 
Rate”, “Max Depth”, “Min_Child_Weight”, “Gamma” and 
“Colsample By Tree” were taken into attention because hyper-
parameters and tuning had been carried out with optimum 
values. 

It can be concluded that the ultimate prediction model was 
designed with the use of XGBoost along with a GUI 
implementation and it is sufficiently efficient to forecast the 
churners and non-churners relatively earlier. 

V. CONCLUSION AND FUTURE WORKS 

It can be thus concluded that forecasting the attrition 
behavior on the part of the clients is compulsory for almost all 
the manufacturing or service sectors. Start-ups too can be 
included in this importance. As an experimental procedure, the 
management of the churning attitude of the clients in the 
telecommunication industry has been effectively assessed in the 
process of this research. As it has become severely competitive, 
there is a tendency on the part of the users of the communication 
facilities to leave certain service providers and opt for another 
one. Therefore, as mentioned above, this model will enable an 
organization to identify the possibility of the churning and the 
reasons for such behavior on time and in advance. Further in this 
investigation, an attempt had been made to employ several 
supervised machine learning techniques. As a result of this 
effort, evaluation has been successfully carried out in connection 
with various performance metrics. 

Besides, this study has made an effort to adapt several 
supervised machine learning techniques here and so, the 
evaluation was easily done concerning different performance 
metrics. Besides, a thorough comparison incorporating the 
algorithms such as Decision tree, Neutral Networks, Logistic 
Regression, Random Forest, SVM, XGBoost, and AdaBoost, 
has duly been done. Subsequently, correct cross-validation on 
these algorithms was also performed by utilizing a very suitable 
method to develop the most expected final prediction model in 
this field. As a reward, a relatively increased accuracy of 82.90% 
was produced by XGBoost, and at the same time, the least error 
rate of 17.10 % was gained by the XGBoost. As the last effort, 
a most practical prediction model was successfully created. The 
above effort has brought about the advantage of having the 
capability to predict the probability of the churners and non-
churners very correctly. A further expansion of this model can 
be made available through the development of a combined 
model of churn prediction in the telecommunication industry. 
So, this particular model can be considered as the most 
appropriate prediction model which could be used in several 
other companies free of charge. Further, it was felt that when the 
hyper-parameter tuning was used before executing cross-
validation, the accuracy shown by the prediction done in the 
supervised learning techniques would be greater. So, it is certain 
that anyone willing to carry out similar research in the future can 
depend on this effective churn prediction model when they 

attempt to combine or associate the supervised machine learning 
method and the unsupervised machine learning technique. 
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Abstract— The emergence of electrical energy in the field of 
vehicle traction remains a major preoccupation of electro 
technicians today after a long absence, owing to the collective 
commitments and responsibilities of the states and automobile 
manufacturers as well as the advances made in various 
technological and scientific fields and more precisely the 
optimization of the electrical energy consumed by the motor. In 
this paper, we present a method of control of a Brushless Direct 
Current Motor (BLDCM) during the traction of an autonomous 
robot. This is done by optimizing the power consumed by the 
motor to find the optimal current and then find the optimal 
torque to function the machine. Then we optimize the energy of 
the traction to find the optimal slip ratio and the optimal linear 
velocity for an optimal operation that allows us to reuse the lost 
energy.  

Keywords— autonomous robot, BLDCM, optimization, 
optimal current, optimal slip ratio, power consumed, traction. 

I. INTRODUCTION  
With a strong increase in demand for the use of electrical 

vehicles, the consumption of electrical energy has remained 
higher in recent years. Energy savings not only make it 
possible to quickly recover the additional cost of investing in 
electrical equipment (e.g. reactive energy compensation, 
electricity consumption monitoring devices or the use of a 
high-efficiency motor), but also to ensure the competitiveness 
of a company [1]. 

In this context, the problem of optimization comes to solve 
this challenge [2, 3]. Optimization problems in electrical 
engineering present several difficulties related to the user's 
needs [4, 5] (search for a global solution, reliability and 
precision of the solution, diversity of the problems treated, 
available calculation time, ...), as well as to the characteristics 
of the optimization problem [6, 7] (non-linear, derivatives not 
easily accessible, ...), and to the important calculation time. 
The resolution of such difficulties has been subject of 
numerous works using several optimization methods [8, 9]. In 
order to determine the most appropriate way to solve the 
problem of optimization of the energy consumed by the 
engine, it is necessary to inspect all the optimization methods 
to determine which ones are the most appropriate for the 
problems that the authors consider. the choice of the 
optimization method is made according to several criteria: the 
type of variables related to the problem, the knowledge of the 
mathematical model that describe the problem, the knowledge 
of the evolution of the objective function on the solution 
spaces, or the possibility of using a population of solutions to 
perform the optmal solution. Several optimization methods 
and algorithms are descussed in literature [10, 11]. Some 

authors use combinatorial optimization  to solve the desired 
objective using either the exact method [12, 13] or the 
approximate method [14]. This last, uses either the heuristic 
method [15]  or the metaheuristic method [16]. Other authors 
use continuous optimization [17] to solve the problem either 
through the linear method [18] or the nonlinear method which 
is based on the local gradient method [19] or the local gradient 
free method [20] or also the classical global gradient method  
[21] which brings us to the neighborhood or distributed 
methaheuristic method. Others use the evolutionary algorithm 
to solve the optimization problem using the genetic algorithm 
[22], also others use the swarm intelligence algorithm [23], 
and finally some authors use the hybrid optimization methods 
to solve a given problem [24], either using serial hybrid 
method, pararallel hybrid method or insertion hybrid method. 

The objective of this paper is to optimize the energetic 
consumption of Brushless Direct Current Motor (BLDCM) 
using a cascading optimization. The first is relative to the 
optimization of the power used to generate the mechanical 
energy and the other is the optimization of the traction power 
used to navigate the agriculture robot « Agri Eco robot » [25, 
26] in a rough environment, in order to gain the energy, and 
reuse it to aliment other equipment. In this perspective, we 
will present in the second paragraph the motor modeling, the 
power efficiency of the motor, and the traction efficiency of 
the wheel. The obtained relations in terms of power efficiency 
and traction efficiency are optimized in order to find the 
optimal current and optimal slip ratio that held to the optimal 
linear velocity for an optimal function of the robot, this will 
be discussed in the third part. The last paragraphe is dedicated 
to the result of this approach that will be implimented and 
validated using Matlab Simulink Software. At the end of this 
paper, we will summarize the results that we have reached, to 
be then reused in the next papers. 

II. DESCRIPTION OF THE MODEL 

A.  The motor modeling 
The main objective of this paragraph is to develop a 

continuous model of the BLDCM [27]. The motor connection 
devices is given in the schematic as follows: 

 
Fig. 1 Motor connection devices 
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It is assumed that the motor is governed by the following 
conditions: 
• The three-phases stator are symmetric, this means that 

their resistances R and inductances L, are equal in the 
three phases; 

• The induction field distribution created by the magnet is 
purely trapezoidal; 

• The Electromotive Forces (EMFs) in the gap are 
trapezoidal distributed; 

• The Magnetic Circuit is assumed to be unsaturated, which 
allows flux to be expressed as a linear current function; 

• The Magnetic circuit is assumed to be perfectly 
laminated; this means that the hysteresis effect and the 
Foucault currents are neglected; 

• Skin effect and temperature effect are all neglected. 
The Electrical Equations that govern the operation of the 

BLDCM  [28]. If the motor is without salience, the voltages at 
the terminals of the three stator phases are written according 
to Ohm's law: 
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where, 
𝑉!,	𝑉%, 𝑉& : Voltages between the end of the phase winding and 
the middle of the Direct Current voltage source. 
𝑖!,	𝑖%, 𝑖&: The stator phase currents. 
𝑒!,	𝑒%, 𝑒&: The back-electromotive forces (back-EMF) in the 
stator phases. 
𝛷': The maximum flux produced at the stator. 
p: The number of pole pairs. 
𝛩( : The electrical position of the rotor that relate the 
mechanical position by the equation. 
 

𝛩( = 𝑝𝛩    (2) 
 

The conversion of electrical energy into mechanical energy in 
the brushless direct current motor (BLDCM) is governed by 
the following relationship derived from the Theorem of 
Momentum: 

𝐶(' − 𝐶) = 𝑓*𝜔 + 𝐽
"+
"$

   (3) 
where, 

𝐶(' = ,
+
(𝑒!𝑖! + 𝑒%𝑒% + 𝑒&𝑒&)  (4) 

where, 

J is the inertia of the rotor, the mechanical speed of rotation of 
the rotor, 
𝐶(' the motor torque provided by the stator,  
𝐶)  the load resisting torque, 
𝑓* the viscous friction coefficient. 
The projection of this equation into the two-phase frame is 
obtained using the projection into the Park frame whose 
equations is given by: 
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The magnetic equation is defined as follows: 

Φ" = 𝐿"i" +Φ'   (6) 
Φ- = 𝐿-i-   (8) 

Thus, the electrical equation is defined as follows: 
𝑉" = 𝑅𝑖" + 𝐿"

"#$
"$
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The mechanical equation is defined as follows: 
𝐶(' − 𝐶) = 𝑓*𝜔 + 𝐽

"+
"$

   (11) 
In which, 

𝐶(' = .
/
𝑝	𝑖-Φ'   (12) 

where, 
𝑉",𝑉-: Voltages projected at Park’s reference frame. 
(d, q): Symbols refers to the direct and quadratic axis. 
𝐿" ,	𝐿-: Direct inductance and quadratic inductance. 
For the control of this type of motor, we apply the principle of 
vector control, which is identical to the control of a Direct 
Current motor with separate excitation. However, the Park 
reference frame mark must be used. 
The d-axis component of the stator current acts as the 
excitation and allows the flux value in the machine to be 
adjusted. The q-axis component acts as the armature current 
and controls the torque. 
Thus, the strategy consists in imposing the current 𝑖-  at a 
value corresponding to the desired torque 𝐶('  while 
maintaining zero current 𝑖" , in order to work at maximum 
torque. The speed regulation is done in cascade by imposing 
the desired value of the speed on channel q. 
In the following we will consider that 𝐿"= 𝐿-= L 

B. The energitic efficiency of the motor 
Let the energy distribution chain of the motor be defined 

as follows: 

 
Fig. 2 The energy distribution chain obtained from the battery to run the 

engine 
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By neglecting the ohmic and inductive voltage across the 
stator windings, the following expressions are obtained: 

𝑃& = 𝑖0𝑉0   (13) 
Where, 

𝑖0 = J𝑖"/ + 𝑖-/ ≤ 𝑖1 

𝑉0 = J(𝑝𝜔𝐿𝑖-)/ + (𝑝𝜔)/(Φ' + 𝐿𝑖")/ ≤ 𝑉1 

𝑖1: Maximum value of the current that can be absorbed by the 
BLDCM. 

𝑉1: Maximum output voltage of the inverter depends on the 
DC bus voltage at its input. 

Hence, the power consumed by the motor is defined as 
follows. 

𝑃& = J𝑖"/ + 𝑖-/L(𝑝𝜔𝐿𝑖-)/ + (𝑝𝜔)/(Φ' + 𝐿𝑖")/ ≤ 𝑖1𝑉1(14) 

While regulating direct and quadratic current to work at 
maximum torque, we obtain 𝑖"=0. 
𝑃& =	𝑝𝜔𝑖-L(𝐿𝑖-)/ + (𝛷')/ ≤ 𝑖1𝑉1 = 𝑃1  (15) 

In which, 𝑷𝒏 is the nominal power of the motor. 
 The effective power required to function the motor is 
defined as follows: 

𝑃3 = 𝐶('𝜔   (16) 
Hence, 

𝑃3 =
.
4
𝑝	𝑖-𝛷'𝜔   (17) 

 The energetic efficiency of the motor is defined in equation 
as follows. 

𝜂 = 5&
5#
= ,

/
∗

'
(6)

789#%:
(;(6))(

   (18) 

C. The traction efficiency of the wheel 
Let the energy distribution chain of the wheel of the robot 

be defined as follows: 
 

 
Fig. 3 The energy distribution chain obtained from the rotation of the motor 

to move the wheel 

We assume that the robot is towed by a single wheel defined 
as follows 

 
Fig. 4 The frame of the robot under one wheel 

The power provided by the motor is defined as follows: 

𝑃3 =
.
4
𝑝	𝑖-𝛷'𝜔   (19) 

The power required for the traction of the vehicle: 
𝑃$ = 𝑇>&?/ × 𝑉   (20) 

With 𝑇>&?#/  is the longitudinal tractive force [29], [30], [31]: 
𝑇>&?/ ≈ 𝑅𝑤𝜏',$𝜃A   (21) 

Where: 

𝜏%,' = (𝐶 + (7
𝑘(
𝑤 + 𝑘∅:𝑅* <

𝜃+!

2 ?
*

(1 + 𝐾,B𝑅𝜔𝜃+D
,) tan(∅))(1 

−exp K-	/!0)
2
L   (22) 

And: 
𝜃A = ( /*'+B

C*DE,#-;F∅G
),/(/1;,)   (23) 

V is the linear velocity of the wheel: 
𝑉 = 𝑅𝜔(1 − 𝑠)    (24) 

Where: 
w is the width of the wheel 
𝑘& is the cohesion module; 
𝑘∅ is the friction module; 
n is the sinkage exponent; 
𝐾- is the sinkage speed constant; 
q is the soil propriety constant; 
𝜏',$ is the maximum of tangential shear stress. 
𝐶  is cohesion; 
f is the angle of internal friction; 
K is shear deformation modulus; 
s is the slip ratio of the wheel. 
Hence  

𝜂$ =
5+
5&
= 4

.
∗ C

(DJ),+K0(,L0)

M	#%O)
  (25) 

III. Optimization using metaheuristic 

A. The optimal current and torque to optimize the energy 
consumed by the machine  
Mathematically, the optimal problem is to maximize the 

machine's output for better machine efficiency 
The objective function is mention as follows: 

Maximize ( 	𝜂 = ,
/
∗

'
(6)

789#%:
(;(6))(

) involves minimizing 

(𝑓(𝑖-) = JX𝐿𝑖-Y
/ + (Φ')/ ) 

Hence, the heuristic function under study is defined as 
follows: 

minimize (𝑓(𝑖-) = JX𝐿𝑖-Y
/ + (Φ')/ ) 

Subject to: 
 0 <𝑖-< 𝑖1 

𝑉0 = 𝑝𝜔JX𝐿𝑖-Y
/ + (Φ')/ ≤ 𝑉1 

Given variables: 
𝜔, 𝑖-, 𝑉1, 𝑖1, 𝐿, Φ' 

Once set all variables except 𝑖- 
There we find: 

𝑖- < 𝑖-PM$ 
where, 

𝑖-PM$ =
,
√/

	6)
9

   (26) 
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B. The optimal slip ratio for an optimal control of the energy 
consumed by the motor 
Mathematically, the optimal problem is to maximize the 

traction efficiency of the Brushless Direct Current motor 
inserted in the wheel for a better energetic efficiency of the 
wheel consumption. 
Hence, 
Maximize ( 𝜂$ =

4
.
∗ C

(DJ),+K0(,L0)

M	#%O)
) involves maximizing 

(𝑔(s) = 𝜏',$(1 − 𝑠) ) 
Hence, the heuristic function under study is defined as 
follows: 
Maximize (𝑔(s) = 𝜏',$(1 − 𝑠)  ) 
Subject to: 

0< s < 1      While acceleration 
 

Given variables: 
 𝐶, 𝑘&, 𝑘∅, 𝜃A, ∅, 𝐾, 𝜔, 𝐾-, R, s 

Once set all variables except s 
Hence, we find: 

𝑠34' =
(𝐾 + (𝐿𝑎𝑚𝑏𝑒𝑟𝑡𝑊(0, expK-	/!

2
L) +	-	/!

2
− 1))

𝑅	𝜃+
X    (27) 

From the point of view, the slip ratio of the wheel is defined 
as follows: 

𝑠PM$ =
C+LR12+

C+
   (28) 

Hence, the linear velocity of the wheel is: 
𝑉PM$ = 𝑅𝜔(1 − 𝑠PM$)  (29) 

IV. Result of the optimization design 

A. Overal optimization design 
The algorithm elaborated to optimize the energy consumption 
of the motor is illustrated in the flowchart as follows: 
 
 

 
Fig. 5 Flowchart of the optimization algorithm
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B. Result of the modeling system 
 The mathematical modelling of the motor is validated 
under Matlab Simulink Software as shown as follows: 

In which,  

𝑖-)(A = ]
𝑖-						𝑖𝑓	𝑖-)(A < 𝑖-PM$
𝑖-PM$			𝑖𝑓			𝑖-)(A > 𝑖-PM$

_          and       𝑖")(A = 0   /    

To maximize the torque generated by the motor. 

 
Fig. 6 The closed loop torque regulation of the BLDCM 

The characteristics of the motor is defined in the table as 
follows: 

TABLE I.  BLDC MOTOR PARAMETERS 

Nominal power (W) 250 
Dc link voltage (V) 36 
Maximum rotor-flux (Wb) 1.255 e-2 
Viscous friction coefficient (Nm𝑟𝑎𝑑L,𝑠L,) 1.6e -3 
Phase resistance (mW) 500 
Phase inductance (mH) 0.68 
Maximum speed (rpm) 3000 
Pairs of poles 4 
Moment of inertia (Kgm2) 0.06 

 
The soil parameters are defined as follows: 

TABLE II.  SOIL PARAMETERS 

The cohesion module (KN/mn+1) 14.5 
The friction module (KN/mn+2) 705.22 
The sinkage exponent  0.36 
The viscous friction coefficient (KPa) 4.76 
The sinkage speed constant 0 
The soil propriety constant 0.1 
The angle of internal friction (Degree) 31.5 
The shear deformation modulus (Cm) 1,2 

The geometrical parameters of the robot wheel are defined in 
the table as follows: 

TABLE III.  WHEEL AND VEHICLE PARAMETERS 

The mass of the vehicle (Kg) 84 
The gravitational acceleration (m/s2) 9.8 
The wheel radius (m) 0.20 
The wheel width (m) 0.05 

 
Hence, the figures as follows gives us the result of the 
approach elaborated previously: 

 
Fig. 7 Tℎ𝑒	𝑡𝑜𝑟𝑞𝑢𝑒	𝑖𝑚𝑝𝑜𝑠𝑒𝑑	during regulation 
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Fig. 8 The quadratic current response as a function of time 

 
Fig. 9 The direct current during regulation to have maximum torque 

 
Fig. 10 The measured angular velocity of the wheel while controlling the 

torque  

 

Fig. 11 The energetic efficiency of the motor as a function of slip ratio 

From the figure 11, the optimal slip ratio is about 0.27, and 
the measured angular velocity in steady state is about 55 rpm, 
hence we obtain a linear velocity equal to 0.84 m/s. We can 
conclude that if we exceed a velocity equal to 0.84 m/s, the 
energy consumption decrease. Hence, we can storage the 
energy and reuse it to aliment other robot equipment. 

To have a maximum torque we have regulate the direct 
current to be zero and the result of the regulation is 
appropriate. 

V. CONCLUSION 
In this paper, we propose an algorithm to optimize the 

energy consumption of the vehicle using a cascading 
optimization, once use the optimization of the current to 
control the torque generated by the motor, and the other use 
the optimization of  the slip ratio to obtain an optimal velocity 
achieved with minimal energy consumed under different 
driving profiles. In this perspective, we have modelized the 
Brushless Direct Current Motor (BLDCM) with Trapezoidal 
Back-Electromotive Force (back-EMF) and its mathematical 
model, as well as the control of this kind of machine, using 
the park transformation to apply the algorithm proposed for 
the optimization. This assumption is validated using Matlab 
Simulink Software. 

Optimizing the energy consumed while controlling the 
torque generated by the driven wheel of the robot navigating 
a deformable soil (while sliding) in real time, will be the 
subject of further works. 
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Abstract—Metered dose inhalers (MDI) are used to manage or 
to provide quick relief to asthmatics. The improper use of an 
inhaler can result in the administration of an incorrect medication 
dosage, reducing the effectiveness of the device and resulting in 
higher treatment costs for the patient. The design process of an 
inhaler sleeve is outlined, intended to assist in the use of a standard 
MDI.  

The purpose of the sleeve is to monitor the user’s technique 
during the four most critical steps of their inhaler use. These steps 
include shaking the device before use, coordinating the canister 
actuation with their inhalation, inhaling at the correct rate, and 
holding their breathing for the correct amount of time.    

The final design consists of a 3-D printed sleeve and a mobile 
application that guide the patient through the process. Lights are 
integrated into the sleeve indicating to the user which step they are 
on and for how long. Sensors are able to monitor the inhaler 
throughout its use and provide feedback by sharing the data 
collected to a mobile app. From there, users are shown what steps 
they are preforming correctly, and which ones need further 
improvement. 

A prototype printed in polylactic acid (PLA) acts as a reference 
for the accuracy of the 3-D model created. A finite element analysis 
conducted on the model indicates that the PLA material has 
sufficient strength for the product; however, opting to print in 
polyethylene terephthalate glycol (PETG) will allow the inhaler to 
fit into the sleeve more easily and will reduce the concentrated 
stresses and deformations seen on the sleeve.  

Keywords— 3-D printing, asthma, inhalation, inhaler, 
mechatronics, medicine, monitor, puffer, respiration.  

I. INTRODUCTION  

Asthma is a chronic disease that impacts the airways in the 
lungs, causing inflammation and constricting the bronchial tubes 
which restricts the amount of air that can reach the lungs. It 
affects 1 in 13 people worldwide and is the leading chronic 
disease in children [1]. Asthma can have several triggers such as 
exercise, strong scents, or allergic triggers including pollen or 
pet dander [2]. An asthmatic encountering these triggers can 
experience asthma symptoms such as wheezing, shortness of 
breath and chest tightness [3].  

The symptoms can be managed using long-term control and 
quick-relief asthma medications. The medications are dispensed 

using one of two types of inhalers: the metered dose inhaler 
(MDI), or the dry powder inhaler (DPI). The most commonly 
used inhaler is the MDI which is illustrated in Fig. 1 along with 
its corresponding components [4]. When the user presses on the 
canister, the medicine is dispensed out of the MDI as a measured 
puff of fine mist that is then inhaled [5].  

Research reveals that up to 94% of asthmatics demonstrate 
incorrect techniques when using their MDI [6]. Improper inhaler 
techniques can lead to the administration of an incorrect 
medication dosage, reducing the benefits of the inhaler. Further, 
this creates an economic loss due to wasted medication and 
increased emergency hospital visits for higher cost treatments. 
The estimated annual losses in Ontario, Canada alone are 
approximately $141 million [7].  

The purpose of this paper is to present a device capable of 
monitoring the four most common mistakes practiced by 
asthmatics when using and MDI. These mistakes are as follows 
[8]: 

 Inadequate shaking and mixing of inhaler before use. 
 Failure to coordinate actuation of the MDI or canister 

press on inhalation. 
 Incorrect inspiratory flow rates. 
 Too short a period of breath holing after inhalation. 

 

Figure 1. Labelled components of a metered dose inhaler (MDI) [4] 
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The main cause for improper inhaler use technique is the 
ineffective education practices currently in place. Patients learn 
how to use an MDI through diagrams, instructions and 
demonstrations by their healthcare provider. After receiving the 
demonstration, it is up to the patient to continue to practice 
proper inhaler techniques.  

Consequently, a need exists to provide a solution that helps 
asthma patients practice consistently proper inhaler techniques 
on their own to increase the effectiveness of asthma 
medications.  

The developed design is able to monitor the four mistakes 
mentioned previously and further provide feedback to the user. 
The feedback on the inhaler use technique is provided to the 
user both through real-time feedback and after their MDI use. 
The main goal of the sleeve is to provide a more satisfactory 
user experience and to reduce the wasted medication.   

II. PROPOSED SOLUTION 

A. Constraints and Criteria 

The main constraints for the designed device are outlined in 
Table I and are related to the ability to monitor the inhaler use 
mistakes and the ergonomics of the design. In addition to the 
constraints, several criteria are also considered. The product 
usability determines the chances that a patient will adopt the 
device. Creating a design that is simple and straightforward to 
use motivates an asthmatic to frequently use the product and 
develop the proper inhaler techniques.   

The discreetness of the device further encourages its use by 
the user. The patient should feel comfortable using the product 
when needed despite their environment. This consideration 
lends to avoiding designs that are loud and obtrusive which may 
draw the attention of people nearby.  

Implementation and the environmental impact of the 
proposed design will determine the success of the final product. 
A device that is easily adapted to current MDIs is more accepted 
by patients and will result in less environmental waste than 
developing a unique inhaler. Developing a reusable design will 
further minimize the environmental impact of the product.  

To determine the optimal design for the problem presented, 
various solutions are compared using decision matrices, and 
one is selected to meet the constraints and criteria outlined. 
Each matrix lists the options in the left-hand column and the 
criteria in the top row. Each criterion is associated with a weight  

TABLE I.  CONSTRAINTS IN CONSIDERATION FOR THE DEVICE 
Characteristic Value Comments 

Product cost ≤ $150 CAD 
Based on similar 

products currently 
on the market 

Device mass with inhaler ≤ 250 gr 
Inhaler accounts for 

30 gr 

Device Dimensions ≤ 10x10x10 cm 
Maximum device 

volume is 1000 cm3 
Battery life ≥24 hrs  

Shaking acceleration detection ≤ 80 m/s2 
Required values to 

provide the user 
with valuable 

feedback 

Inhalation speed detection ≤ 100 L/min 

Actuation force detection ≤ 50 N 

depending on its importance. The options are scored in terms of 
the criteria with a high score indicating a good option. The 
option with the highest total after scoring all the criterion is 
determined to the optimal choice.   

B. Design Options 

For the overall design, three possible options are considered. 
The first option is a full inhaler redesign, replacing the current 
MDI, where the medication canister alone is inserted into. The 
second is a sleeve attachment that is designed around the 
standard MDI. Finally, a cap attachment is considered that 
connects to the top of the standard MDI. Comparing the three 
designs using the decision matrix shown in Table II, results in 
the sleeve attachment as the optimal option. This design is 
compatible with existing MDIs and more compact than the cap, 
providing additional space for sensors. 

C. User Feedback  

Four possible feedback methods are considered to provide 
the patient with real-time feedback. Visual feedback is 
achievable through the use of lights or a display screen, 
auditory feedback is limited to a speaker, and haptic feedback 
is provided through a vibration motor. The optimal user 
feedback method is determined from the decision matrix in 
Table III and results in the visual feedback method. This 
method is more compact and provides minimal public 
disturbances.  
D. Shake Detection 

Proper inhaler shaking technique verification is determined 
through the use of an accelerometer and gyroscope to measure 
the acceleration of the device. The benefits of this detection 
method is its accuracy, compact size, and its availability in 
premade development boards.  

E. Inhalation Detection 

A method to detect inhalation is necessary to ensure that the 
user is inhaling at the appropriate rate and for the correct 
duration. Two options are compared to detect inhalation: an air 
flow sensor, and a differential pressure sensor. Both options 
make use of the hollow MDI body by attaching to the top of the 
sleeve and allowing air to flow through the inhaler body to the 
sensor. The differential pressure sensor is selected by using the 
decision matrix in Table IV due to the size and expected cost. 

F. Canister Actuation 

Three options are compared to ensure proper canister 
actuation and coordination, each are further categorized as 
automatic or  manual actuation. The automatic options actuate 
the canister for the patient when inhalation is detected to ensure 
correct actuation timing. This method is completed by using a 
motor or a spring to press down the canister. The manual option 
indicates to the user when to actuate using the selected feedback 
method. Actuation is detected through the use of a thin-film 
pressure sensor located in the bottom of the device which reads 
the actuation force. The optimal actuation method is determined 
by using the decision matrix seen in Table V. The manual 
option, using an indicator and feedback, resulted in the optimal 
choice due to the size, cost, and ease of implementation.  
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III. DETAILED DESIGN 

The final design integrates the selected sensors into a sleeve 
to monitor the user’s inhaler technique and to provide feedback 
during and after its use. 

A. Detection of Common User Mistakes 

Before using the MDI, the patient must properly shake the 
device to mix the medication in the canister. Failure to properly 
complete this step can result in the inaccurate administration of 
the medication and reduce the effectiveness of the MDI. To 
validate proper inhaler shaking technique, an accelerometer and 
gyroscope are integrated into the design. This sensor 
combination is used to recognize that the inhaler is being shaken 
with an appropriate amount of force and with the correct 
orientation. Experimental tests consisting of shaking an MDI are 
completed to determine the threshold of force that indicates that 
the inhaler is properly being shaken. An accelerometer and 
gyroscope are attached to an MDI before being shaken by hand 
to collect the results summarized in Fig. 2. The test is repeated 
multiple times with little deviation from the data presented. It 
can be seen that a reading of ± 60 m/s2 indicates that the inhaler 
is shaken correctly with peaks of ± 8 m/s2. The sensors must be 
calibrated to indicate that the user is shaking the inhaler at the 
correct acceleration by utilizing an accelerometer that can 
measure an acceleration of at least 8 m/s2. 

Following the shaking of the MDI, the user is required to 
simultaneously actuate the inhaler and breathe in the 
medication. Two common mistakes occur at this step: failure to 
coordinate the actuation of the canister and inhalation, and 
failure to inhale at the correct speed. These errors can result in 
the incorrect dose administration and in the incorrect speed at 
which the medication reaches a user’s lungs. To prevent these 
common mistakes, two additional sensors are implemented. 
The first is a thin film pressure sensor which recognizes when 
and for how long the canister is actuated. Reasearch has 
identified that the force required to actuate the canister to be 
around 40N [9]. The thin film pressure sensor is integrated into 
the sleeve design to measure a force between 30N to 40N 
indicating that the patient is administering the medication.  

During the actuation of the canister, the user is required to 
breath in the medication slowly for 5 seconds. The optimal rate 
of inhalation is between 20-30L/min [10] and needs to be 
monitored by the differential pressure sensor. Due to the small 
pressure difference, an orifice plate is designed to generate a 
more dramatic pressure difference that is then detectable by the 
differential pressure sensor. The sensor should be able to detect 
a flow rate of 0-100L/min. Bernoulli’s equation combined with 
information provided by [11] are referenced to determine the 
dimensions of the orifice plate required for the corresponding 
pressure difference. Once integrated into the sleeve, the orifice 
plate combined with the differential pressure sensor are able to 
detect the user’s inhalation rate.    

Following the inhalation of the medication, the patient is 
required to hold their breath for 10 seconds to ensure the 
medication reaches their lungs and is given time to work. A 
simple timer integrated into the design is able to indicate to the 
user when the time has been reached.  

 

TABLE II.  DESIGN OPTIONS DECISION MATRIX 
 Integration 

with 
Existing 
Market 

Size 
Ease of 

Implementation 
Reusability Total 

Weight 0.4 0.3 0.15 0.15 1 

Housing 1 3 1 3 1.95 

Sleeve  2 2 3 2 2.15 

Cap  3 1 2 1 1.95 

TABLE III.  USER FEEDBACK METHOD DECISION MATRIX 
 Public 

Disturbance 
Size 

Ease of 
Implementation 

Ease of 
Use 

Total 

Weight 0.2 0.5 0.1 0.2 1 

Lights 2 4 4 2 3.2 

Screen 3 1 1 4 2 

Speaker 1 3 3 3 2.6 

Vibration 4 2 2 1 2.2 

TABLE IV.  INHALATION DETECTION DECISION MATRIX 
 Cost Size 

Ease of 
Implementation 

Total 

Weight 0.2 0.5 0.3 1 

Air flow sensor 1 1 2 1.3 

Differential 
pressure sensor 

2 2 1 1.7 

TABLE V.  CANISTER ACTUATION DECISION MATRIX 
 Accuracy Size 

Ease of 
Implementation 

Cost Total 

Weight 0.35 0.35 0.15 0.15 1 

Motor 3 2 2 1 2.2 

Indicator and 
Feedback  

1 3 3 3 2.3 

Spring  2 1 1 2 1.5 

B. Power 

To power the electronic circuit, a 3.7V, 30mAh 
rechargeable battery is kept in low power mode until the user 
starts the device by pressing a button. Setting the standby mode 
to low power will allow the device to be ready for more than 70 
days. Assuming that the product is used for 30 seconds every 
day, the battery will last for approximately 20 days before 
requiring to be recharged.  

Figure 2. Summary of results gathered from threshold force experiments. 
The x-axis represents time over which samples are collected 
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C. Providing Real Time User Feedback 

Reinforcing proper inhaler techniques through real-time 
feedback is achieved by the use of 4 LED lights configured 
similar to that shown in Fig. 3. The first LED, shown in blue, 
indicates the step that the patient is on. Each step: shaking the 
inhaler, actuating the canister, breathing in, and holding the 
breath are represented by a different colour. This LED indicates 
to the user the amount of time that they should be spending on 
each step.  

The remaining three LEDs indicate to the patient how well 
they are preforming the task. If the inhaler is being shaken too 
gently or the inhalation rate is too slow, the far left LED will 
turn on. Conversely, if the inhaler is being shaken too 
aggressively or the inhalation rate is too rapid, the far right LED 
will turn on. Ideally, the middle green LED will be turned on 
throughout the use of the device to indicate that the user is 
following proper MDI techniques. 

D. Providing Post Inhaler Usage Feedback 

Further improvement of inhaler use techniques is provided 
to the patient after each use of the product. This is achieved 
through the connected mobile application which has an 
appearance and user flow similar to that displayed in Fig. 4. 
Patients are able to connect their sleeve to the app on their 
phone which then provides an overview of how to correctly 
apply inhaler techniques. Also, an explanation of the sleeve is 
provided so that patients can confidently use the device. The 
data collected by the sensors on the sleeve design is shared to 

the app via a Bluetooth module. Patients can access the data of 
their recent uses to see how well they are applying the inhaler 
techniques. Additionally, when initially connecting the sleeve 
to the app, patients will be asked if the canister is new or not. If 
it is not new, the approximate dosage remaining can be entered 
so that the app can monitor when the canister is close to being 
empty and will need to be replaced.  

E. Prototype 

The final design that is able to integrate all the components 
necessary to meet the objectives and constraints outlined, is 
shown in Fig. 5 (a). The sleeve, shown in teal, is designed to fit 
onto the back, sides, and bottom of a standard MDI. The 
dimensions accommodate a fixed transition fit, allowing the 
patient to press the MDI into the sleeve without the possibility 
of the inhaler falling out. The shape is optimized for a 
comfortable use and to prevent the inhaler from being 
excessively bulky. The back of the sleeve is dropped below the 
top of the canister to allow the user to easily access the canister 
for actuation. 

The approximate location of each sensor and component are 
identified in Fig. 5 (b) and (c). The development board with 
integrated Bluetooth module, accelerometer, and gyroscope, 
and the battery are placed on the back of the sleeve to prevent 
interference with the use of the inhaler. The touch pressure 
sensor is located between the sleeve and the MDI body under 
the inhaler. This is the optimal location as the force applied to 
the canister by the user is fully transferred onto the sensor. The 
differential pressure sensor and corresponding orifice plate are 
placed close to the top of the MDI body to detect the flow rate 
of the air flowing from the mouthpiece through the hollow MDI 
body and to the sensor. This location capitalizes on the hollow 
MDI body and allows the design to be more compact and not 
as bulky. The indication LEDs are implemented into the front 
of the sleeve to be visible for the patient during use.  Figure 3. LED light configuration for real-time user feedback 

Figure 4. Mobile application user flow available to patients after use 
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A prototype of the sleeve is 3-D printed using PLA and can 
be seen in Fig. 6. The weight of the prototype with the MDI 
meets the constraint by falling below 250g. The sleeve fits the 
MDI properly and indicates appropriate sizing of the model. For  
future iterations, modifications will be made to increase the 
ergonomics of the design while maintaining the aesthetic and 
functionality. Further adjustments to the sensor locations will 
be made to optimize the sleeve space and to keep the design as 
compact as possible. Ideally, the final product will be 3-D 
printed using PETG to allow for more flexibility in the device.  

IV. EXPERIMENTAL RESULTS 

To perform an analysis on the sleeve design, the model is 
imported into Abaqus CAE 2020 and the material properties of 
the product are applied. The original design is 3-D printed in 
standard PLA filament. This material has a Young’s modulus 
of 4.0 GPA, a Poisson’s ratio of 0.3, and a density of 1.3g/cm3 
[12].  

The analysis is performed in two steps: the initial step and 
the loading step. The initial step applies the boundary 
conditions of the sleeve. The product is designed for the user to 
place their thumb in the curved profile at the bottom. An 
average thumb is able to cover the entire curvature allowing that 
surface to act as a fixed boundary condition. The rest of the 
sleeve is able to deform freely when the force is applied.  

The second step entails applying the loads and forces to the 
model that will cause the deformations and stress 
concentrations. The canister that is actuated by the user contacts 
the MDI through a narrow nozzle. This allows the actuation 
force to be modelled by a concentrated force vector on the 
sleeve. To properly orient the force vector parallel to the sleeve 
walls, the base is partitioned into sections and a new datum is 
created. A visual representation of the applied force vector and 
boundary conditions can be seen in Fig. 7.  

After defining the boundary conditions and the concentrated 
force, a mesh is able to be defined for the design. Due to the 
irregular shape of the sleeve, a tetrahedral element shape is used 
for the mesh. The fine meshed design is shown in Fig. 8 with a 
total of 2686 elements.  

Figure 6. 3-D printed prototype of the final sleeve design model 
 

Figure 5. The final sleeve design; (a) final sleeve, (b) and (c) sensor and 
circuit board locations 
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To determine the effect of the material type on the 
deformation and stress concentration of the sleeve, a second 
model is generated. The set-up is identical except that the 
material properties applied correspond to PETG which has a 
Young’s modulus of 2.0 GPA, a Poisson’s ratio of 0.4, and a 
density of 1.27g/cm3 [13]. 

The analysis conducted on the models made from PLA and 
PETG demonstrates a large deformation and stress 
concentration at the location where the concentrated force is 
applied. The values for the maximum stress and deformation in 
the sleeve depend on the type of mesh used for the analysis. In 
both cases, a coarse mesh and a fine mesh were used for 
comparison. The results of the analysis are summarized in 
Table VI. Since the design that the mesh is applied to remains 
the same for both models, the elements created for the fine and 
coarse meshes are the same. The elements in the coarse mesh 
analysis is 1075 and the elements in the fine mesh analysis is 
2686.  

TABLE VI.  SUMMARY OF FINITE ELEMENT ANALYSIS RESULTS 

Model Material: PLA 

Mesh 
Maximum Stress 

(MPa) 
Maximum Displacement 

(mm) 
Runtime  

(s) 

Fine 533 0.195 11 

Coarse 136 0.0795 9 

Model Material: PETG 

Mesh 
Maximum Stress 

(MPa) 
Maximum Displacement 

(mm) 
Runtime  

(s) 

Fine 0.375 0.000316 10 

Coarse 0.0975 0.000129 9 

 
The deformed model appears the same in both materials 

with varying magnitudes of stress and deformation. The 
contour plot for the stress concentration, percentage, and 
deformation, in millimeters, of the PLA design with a fine mesh 
is shown in Fig. 9. A deformation scale factor of 47 is applied 
to visualize the results. 

The study conducted demonstrates that the sleeve design 
made from PETG is best suited to reduce the deformation and 
stress concentration in the product. To prevent failure from the 
concentrated force of actuating the MDI canister, the final 
sleeve should be produced using PETG. This will assist in 
developing a solution to the improper inhaler use that is durable 
and effective. 

 

Figure 7. Force vector and boundary conditions applied to sleeve design model 
 

Figure 9. Stress concentration and deformation results (respectively) from the 
finite element analysis conducted on the final sleeve design model made from 
PLA 

 

Figure 8. Fine mesh applied to the sleeve design model  
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V. CONCLUSIONS 

A sleeve design described aims to reduce the errors 
associated with the use of an MDI. Various sensors are 
implemented into the sleeve to monitor the four most common 
mistakes of the inhaler use. The patient is able to receive real-
time feedback to aid in administering the proper medication 
dosage and to enforce proper inhaler use techniques. 
Additionally, a mobile app is developed to provide the user with 
further information on their technique and the areas in which 
they require improvement.   

A 3-D printed prototype of the sleeve is created and is able 
to house a development board with an integrated accelerometer 
and gyroscope to measure the shaking force and orientation of 
the inhaler. The coordination between the canister actuation and 
the patient’s inhalation is observed with a thin film pressure 
sensor located at the bottom of the sleeve. A differential 
pressure sensor is included in the design to monitor the 
inhalation rate of the patient when administering the 
medication. LED lights are implemented onto the front of the 
sleeve to provide the user with real-time feedback. 

Conducting a finite element analysis on the sleeve model 
illustrates that the prototype can benefit from a change in 
material type from PLA to PETG. This modification allows for 
a reduction in the maximum deformation and the maximum 
stress concentration seen by the model. Reducing these values 
results in a more durable product which requires to be replaced 
less frequently, reducing maintenance cost and the 
environmental impact of the device.  

In the current stage of development, the smart inhaler has a 
cost of $135 CAD to account for the sensors, LEDs, and the 
printing material. The prototype has a weight is 64.2 gr. and a 
volume of approximately 171 cm3. 

As the sleeve continues to be developed, alternate 
manufacturing options are being researched to determine an 
optimal material for the product. Additionally, the opportunities 
presented by analyzing the data collected by the sleeve is under 
development. Further advances in the mobile app may result in 
the ability to predict the likelihood of a patient experiencing the 
need to use the device given a certain environment.   
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Abstract—In spite of great advances in cell phone 
technology, the rapid discharge of phone batteries remains a 
widespread problem. One solution may be recharging phones 
with movements of the body, such as with energy harvesting 
shoes. Soft-soled impact-absorbing shoes are best for the feet 
and for general health. Energy harvesting from shoes have 
been of interest for decades, but the technology is still in the 
research phase. Piezoelectric voltage generation at shoes is 
made more feasible with recent advances in flexible 
piezoelectric materials. The characteristics of energy 
conversion at shoes have been studied. Shoes connected 
through wires on the legs to power electronics can charge a 
phone at the waist. An extra battery source at the power 
electronics would be an inconvenience, and a simple full wave 
rectifier with filter is proposed for initial testing. The resulting 
large time constant implies the need for a large capacitor. The 
design considerations in this paper may be the basis of further 
research and experimentation, and possible commercial 
implementation.  

Keywords—energy, phone, phone, harvesting, shoe, power 
electronics, piezoelectric, piezoelectricity, walking, rectifier, filter, 
capacitor, battery. 

I. INTRODUCTION 

In spite of recent rapid advances in smart phones, there 
has been relatively slow progress in battery technology, and 
rapid depletion of phone batteries remains a major problem. 
Over the last two decades, microprocessors for smart phones 
have shown exponential growth keeping up with Moore's 
Law, but Lithium ion batteries have shown slower 
development.  

Electric sockets for recharging may rarely be available in 
public areas, away from the home. The electric grid may be 
less available in remote locations and in less-developed 
countries. Stranded hikers may be calling for help with the 
last bit of charge on their cell phones. Foot soldiers in remote 
locations may need additional sources for recharging their 
portable electronics.  

Power banks for charging phones have limited backup 
charge and require prolonged connection to a power socket. 
Solar powered phone chargers are likely to be bulky and not 
portable. These point to the possibility of recharging phones 
with body movements, such as with energy harvesting shoes.  

A. Well-Cushioned Shoes Good for the Feet 

From thousands (millions) of years of selective evolution, 
the feet of Man have mostly evolved for walking on the soft 
grass of grasslands, or the soft decaying plant matter on the 
forest floor. The human foot is not well adapted to the hard, 
smooth and uniform pavements of today.  

Soft-cushioned shoes are comfortable, and good for the 
feet and for general health [1, 2].  Much or most of the 
energy of walking or running is dissipated in these shoe 
soles. The absorption of impact means that the mechanical 
energy of running is being largely converted to heat energy 
at the soles. At least some of this mechanical energy may 
instead be converted to electrical energy for charging 
electronic devices such as the phone.  

B. Harvesting Energy at Shoes 

Harvesting the energy of body movement for charging 
mobile and wireless electronics has been proposed for long 
[3]. The build-up of static electricity at devices at shoe soles 
has been suggested for harvesting energy [4]. Another 
possibility is electromagnetic voltage generation at the shoe 
sole, such as with an armature and field [5, 6]. But the 
electromagnetics may be cumbersome and not durable 
enough to be placed at a shoe sole.  

Shoe outputs of many volts have been reported in the 
literature. A relatively high one watt of power has been 
reported from electromagnetic energy harvesters.  

II. PIEZOELECTRICITY IN SHOES 

Of all the proposed methods for energy harvesting in 
shoes, piezoelectricity is the most common [7, 8, 9, 10]. One 
option is to use piezoelectric bending beams as shoe inserts 
[11].  

Piezoelectric ceramics for a 90 kg person showed 0.4% or 
1.43 mW of  walking energy can be harvested [12].  

Experimental results from 2009, report a "6-layer heel 
footwear harvesters have an average power output of 9 
mW/shoe at walking speed of 4.8 km/h." Another study 
reports 55.6 μJ of energy, and peak power of 1.6 mW 
generated with each footstep. 

One study reported walking or running generating 10-20 
μJoules per step [13]. 

Piezoelectricity at the shoe is further supported by recent 
developments in flexible piezoelectric materials [14]. 
Piezoelectric powered shoes have been proposed to power a 
GPS device [15]. 

A. Power Electronics Interface 

With a piezoelectric shoe energy harvester, what type of 
power electronics is to be used? The piezoelectricity has 
special voltage and current outputs requiring specific design 
to interface with the phone [16, 17].  

It has been proposed the power electronics and a battery 
be kept inside the shoe sole [5]. But this would be 
problematic as it would increase complexity of the shoe and 
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would not be rugged and durable. Also, different phones may 
require different power electronics.  

A piezoelectric cantilever device was implemented and 
tested together with its electronics [18]. This required a 
microprocessor, which would be difficult without an extra 
battery. A Buck converter has been proposed [19], but this 
too has the requirement of having an independent, separate, 
battery supply.   

This paper proposes keeping the power electronics away 
from the shoe at the waist (or pocket) level, and to not 
require any separate intermediate battery.  

A separate independent battery may be an added 
inconvenience and has been avoided in the design. The 
simple full-wave diode rectifier with filter configuration is 
proposed here for initial testing and for proof-of-principle.  

III. CHARGING AND  BATTERY SPECIFICATIONS 

The charging requirements and the battery specifications 
of phones will determine the design of power electronics 
interface with the piezoelectric  shoe.  

Lithium Ion batteries for phones are mostly rated at 3.8 
V, and may start working at 3.6 - 3.7 V. Other charger 
voltages are in the region of 5 V,  

Two safety precautions include that a battery with less 
than 1.8 V should never be recharged. Secondly, the charger 
voltage should not exceed 4.25 V. A battery below 3.0 V 
needs a trickle current, before its voltage rises to 3.4 V.  

A phone with a 4 inch screen may consume 0.75 w 
power from a battery of 5-6 watt hours capacity. Under 
practical usage, a battery may last for no more than 5-6 hours 
of usage.  

Mobile phone batteries range from about 700 mA-hrs to 
1200 mA-hrs, whereas smart phone batteries are in the range 
of 1000 - 1300 mA-hrs. The internal resistance of the battery 
may be about 0.15 ohms. After 300-400 charging-
discharging cycles, the internal resistance may double to 0.3 
ohms. 

IV. ENERGY ABSORBING CHARACTERISTICS 

The energy absorbed by the soles will be the sum of the 
energy absorbed by the rubber, and the energy converted by 
the piezoelectric material. The energy absorbed by the rubber 
will depend on the material and its energy absorbing 
characteristics. 

If the shoe sole acts like a perfect spring, and no energy is 
converted to piezoelectricity, the energy absorbed during the 
down step would be completely released during the upstep 
(figure below).  

 

 

 

 

 

Fig 1. If the shoe acts like a perfect spring, the energy absorbed during down 
step would be completely released during the up step. Harvested energy will 
be zero.  

The mechanical energy during downstep and during 
upstep will be about half the force multiplied by distance: 
We consider a person of 70 kg, deforming a sole by 1 cm at 
every step.  

Work during Downstep = Work during Upstep 

= 
2

1
 Weight x Deformation of sole 

Work done = 0.5 x 70 kg x 9.8 x 0.1 = 3.43 Joules 

In comparison to the spring above, a rubber band, shows 
some mechanical hysteresis (figure below). The energy lost 
to hysteresis, or converted to heat, is the difference in the 
energy used for stretching and the energy released from 
contraction.  

 

 

 

 

 

Fig 2. The stretching and contraction of a rubber band shows energy lost to 
hysteresis (converted to heat) as the work done during stretching minus the 
work released during contraction.  

The energy absorbed or released equals the area under 
the curve above.   

Energy absorbed or released = ʃF(x) x dx 

If the material of the sole has a hysteresis effect such as 
above, the work done during downstep will be greater than 
the energy during upstep. The shoe sole may recover slowly 
from deformation, meaning the force during downstep would 
be greater than during upstep. 

The energy of hysteresis would be the area within the 
curve (figure below).  

 

 

 

 

 

 

Fig 3. The area in the hysteresis curve will be the work done in the shoe sole.  

If very little energy from the sole is returned during 
upstep, the total energy converted in the shoe is almost half 
of the energy in the rectangle (figure below). 
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Fig. 4 . If due the hysteresis, the sole exerts little force during upstep,  the 
energy converted would be 0.5 x weight x deformation of sole. 

In case the hysteresis effect is very strong during 
downstep and upstep (from shoe material and energy 
harvesting), the energy conversion per cycle will be the close 
to the full area of the rectangle below 

 

 

 

 

 

 

Fig 5 . In the extreme case, the force-deformation curve (hysteresis effect) 
will take up almost the full rectangular area (maximum energy harvesting).  

Assuming maximum conversion of the energy, the 
energy available with each stepping cycle would be the area 
of the rectangle above: 

W = MgH = 70 kg x 9.8 m/s2 x 0.01 m 

W = 6.86  ~  7 Joules 

Assuming each step taking 0.5 seconds, the power 
available during walking would be: 

P = 
T

W
 = 

sec5.0

J7
 = 14 watt 

Higher energy and power may be obtained from greater 
depth of the shoe sole and with faster walking or running.  
The energy from jogging or running may be of the order of 
five times (estimated) greater than for walking.  

There are few practical methods of conversion of this 
mechanical energy to electrical energy. Piezoelectric 
materials can hardly be made to deform by the above one cm 
from the movement of stepping.  

A low efficiency of 10 % would give 1.4 watt in 
conversion of walking to electrical energy.  

V. FORCE AND VOLTAGE FROM PIEZOELECTRICITY 

The option of piezoelectricity for shoes is supported by  
recent developments in flexible piezoelectric materials.  

Layers of piezoelectric material may be placed in the 
heels and the rest of the soles, lowering the chance of 
breakage (figure below). The work done will depend largely 
on the speed of walking or running.  

 

 

 

 

 

 

 

 

Fig 6. Similar piezoelectric layers may be distributed in both soles of shoes, 
minimizing chance of breakage. Connections may be in series, so as to 
maximize voltage. 

Identical piezoelectric devices may be placed in both 
shoes for maximizing energy harvesting. 

Series or parallel connection of the above piezoelectric 
layers in the soles will be largely decided by the needs of the 
power electronics. However, a series connection appears 
best, as the voltage would be maximized.  

A. Pressure and Generated Voltage 

Considering the stepping patterns and speeds of walking, 
the forces on the soles (heels) and the resulting deformation 
may be as follows.  

  

 

 

 

 

Fig 7. Force (in Newtons) upon each shoe during a simple walking motion  

The generated piezoelectric voltages may be proportional 
to the force, at the right and left shoe (with no output 
current).  

 

 

 

 

 

Fig 8. Pressure and voltage generated in the left and right shoes (without 
flow of current).  

When the walking changes to running, the foot kicks up 
the body. The body will be in the air, and there will be a 
momentary increase in force at the sole (figure below). The 
body may stay suspended for about less than a second, 
during which the force will be zero. As the other foot lands 
on the ground, there will be an sharp force of impact.  

All forces may generate proportional voltage at the 
piezoelectric material.  
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Fig 9. Force upon each shoe for slow running or jogging. Spikes are seen 
during the landing impact and during the push-off. 

VI. OVERALL STRUCTURE 

In deciding the overall structure, the power electronics 
may be placed at the waist or at the shoe. Placing at the waist 
close to the phone appears best at this time, as the shoe may 
be too compact, and present a source of additional wear and 
tear. Also, different phones may require different power 
electronic circuits.  

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10. Wires connect from the piezoelectric soles to the power electronics 
and then to the phone. A rugged wired connections avoid breakage from 
running.   

Behind the heal of the shoe, there may be a rugged plug, 
connecting the wire to the power electronics. The wires and 
connections attached to the legs must also be rugged, in order 
to withstand walking or running over long distances.  

VII. POWER ELECTRONICS 

A switched mode converter in the power electronics will 
require an additional power source or battery, which would 
be inconvenient.  

For harvesting energy from the generated voltage, a 
current flow is required. The discharging current from the 
piezoelectric material may show the pulsed waveform below.  

 

 

 

 

 

 

Fig. 11. For piezoelectric shoes, the current may be positive during the 
downstep, and negative during the upstep.  

The alternating current from the piezoelectric material 
can be passed through a full-wave rectifier and then filtered 
to give a mostly DC waveform. 

 

 

 

 

 

 

Fig. 13. After passing through a full-wave rectifier, the pulsed current will be 
in the same direction at intervals of about 0.5 second.  

Passing through a full wave rectifier and a filter will give 
a DC voltage and current with a small ripple, suitable for 
charging a phone. The two shoes may be placed in series, 
effectively adding the voltages (figure below). 

 

 

 

 

 

 

 

Fig. 12. The piezoelectric materials of the shoe can be connected in series 
with a full-wave rectifier and a filter.  

 

 

 

 

 

 

Fig. 14. DC output with ripple after passing through a filter. The time 
constant may be too large (compared to conventional electronics), meaning 
the capacitor may need to be large.   

The diode rectifier/s may be compact enough to be 
placed at the shoe or at the plug. However, the filter may 
require a large capacitance, which may be too bulky to place 
in or near the shoes.  

A. Filter Design 

The time constant of the filter is the length of intersection 
on the time axis of a tangent from the curve (figure above), 
and will equal the product of the resistance R and the 
capacitance C.  

τ = RC seconds 

In order to keep the ripple value low, the  time constant τ 
may have to be several times larger than the stepping time. 
With stepping time of the order of 0.5 second, the time 
constant may be 

τ = RC = 2 - 4 seconds. 

This time constant of 2 - 4 sec is much larger than the 
order of milliseconds encountered in conventional power 
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electronics. This implies that either R or C or both must be 
unusually large. Having a large R may be undesirable as it 
would dissipate too much energy. A large capacitor C may 
be too large and bulky. The electrolytic capacitor may be the 
best option, as it may have a large value (at the cost of low 
voltage withstanding capability).  

A capacitor of the order of 1 μfarad, would imply a 
resistance of the order of 2 - 4 Mohms, which would still be 
too large, consuming the energy generated.  

New capacitor technologies may allow capacitors of 1 
millifarad, requiring a resistor of the order of 2 - 4 Kilo-ohm.  

The voltage and current characteristics of the phone 
during charging will affect the specifications of R and C and 
the rest of the power electronics. The design of R and C and 
the filter are clearly design issues that must be overcome.  

B. Other Considerations 

The voltage generated by the shoe will be proportional to 
the force during the step, or the weight of the person. This 
implies that the given circuits will require a minimum 
threshold of a person's weight, below which the battery 
charging voltage cannot be reached.  

In reality, the power electronics might have added 
complexity, such as for not charging when the phone battery 
voltage is less than 1.8 V.  

There is the possibility of having intermittent charging of 
the phone, with pulses every 0.5 seconds, lasting less than 
0,1 seconds. However, such pulsed charging may not be 
accepted by modern phones and their electronic circuitry.  

VIII. CONCLUSION 

In spite of great advances in microprocessors and 
communication technology, the rapid discharge of batteries 
remains a major problem for phones. Backup charging 
devices such as power banks have limitations such as 
bulkiness, and limited ability to hold charge.  

The well-cushioned thick-soled shoe provides the human 
foot an appropriate interface to absorb the impact of walking 
or running on hard pavement. This raises the possibility of 
introducing new technologies for recharging phones by 
harvesting the energy of shoes. Energy harvesting shoes have 
been of interest for decades, but have not come close to 
commercial feasibility. Generators with armatures and 
magnets have been proposed for shoes, but the associated 
mechanics may be too cumbersome and non-durable. 
Piezoelectricity at the soles will be simpler in construction. A 
major challenge is finding a flexible and durable 
piezoelectric material for the shoe, capable of months of 
rugged use.  

The power electronics for converting the piezoelectric 
voltage and current at the shoe to the DC for the phone is an 
additional challenge. The power electronics may be placed in 
the pocket or the waist region, in close proximity to the 
phone. A full-wave rectifier and a filter appear the best for 
initial testing. A large capacitor may be required for the filter 
prior to the phone.  

As different phones have different charging voltage and 
current requirements, different power electronic circuits may 
be required for different phones.  

In spite of the clear challenges, the design considerations 
in this paper may be a basis for further research, 
development and experimentation. 
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Abstract—There is an ongoing increase in development of 
lightweight electric vehicles.  In developing countries, electric 
three-wheelers in use are mostly limited to low voltage drive 
systems. They are powered directly from the limited battery 
voltage without any step-up conversion before connection to the 
motor controller. Due to low voltage and low power DC motor 
drives, speed and torque characteristics of the vehicle suffers 
when compared to other EVs with similar battery storage 
capacity. This paper presents a novel power electronic drive 
system of step-up DC-DC converter composed of cascaded boost 
and SC-Zeta topology, capable of voltage gain as high as 40 
times at a duty cycle of 0.8. The boosted output voltage is given 
to a three phase inverter for control of traction motors up to 4 
KW of power which will enable existing three-wheelers to use 
high performance drive system. The proposed converter is 
simulated & compared with other existing high gain converters 
in literature, and the output results are presented graphically. 

Keywords— electric vehicle, EV, rickshaw, high gain, step-up, 
hybrid, DC-DC, converter, boost, switched capacitor, SC, zeta, DC-
AC, three phase, inverter, motor, control   

I. INTRODUCTION 

With the rise of electric vehicles in the US, there is an 
ongoing increase in development of lightweight and mini 
electric vehicles and three wheelers.  In developing countries 
electric three-wheelers, also known as auto-rickshaws, in use 
are mostly limited to low voltage drive systems. They are 
powered directly from the limited battery voltage without any 
step-up conversion before connecting to the motor controller. 
Owing to low voltage and low power DC motors, the speed 
and torque characteristics of the vehicle suffers greatly when 
compared to other EVs with similar battery storage capacity. 
Adding high powered motors into a low voltage system adds 
cost and complexity in the vehicle power electronics. A 3 KW 
DC motor will require currents in ranges of hundreds of 
amperes to be driven from a 12V – 48V DC supply. Not only 
are such high current controllers prohibitively expensive for 
three-wheelers, high currents will cause significant I2R power 
losses in the motor as well as all the circuit components. Due 
to the complexity associated with high current drive systems, 
most conventional electric three-wheeler and auto-rickshaws 
tend to be driven by low voltage and low power traction 
motors, and the maximum torque and speed obtained from 
such system is severely restricted [1-3].  

Most modern EVs in developed regions use three-phase 
AC motors operating at voltages above 250V. This choice of 
voltage allows the motor to be powerful enough without 
drawing excessive currents. To address the poor speed and 
power performance of existing three-wheelers in developing 
regions, it is desirable to use motors with voltage ratings in the 
range of 300V – 600V AC [4]. In this paper, we propose a 
novel power electronic system for conventional electric three-
wheelers that will enable them to use high voltage and high 
performance three-phase AC motors powered from low 

voltage but high capacity battery packs. The designed system 
is divided into two stages, a hybrid DC-DC converter and a 
three-phase DC-AC inverter.  The proposed hybrid converter 
is composed of a boost converter cascaded with a modified 
switched capacitor (SC) Zeta converter. This novel 
combination is responsible for providing necessary high step-
up gain and continuous input and output current. Theoretical 
analysis is performed to derive expressions for voltage gain, 
average currents, voltage and current stress of components, 
power loss and efficiency of the converter circuit. Simulation 
results are presented to show the performance of the designed 
converter in comparison to existing non-isolated high gain 
step-up converters in literature.  

II. BACKGROUND THEORY  

Operating three-phase traction motors of 300V and above, 
only from 12V – 48V battery input, will require extreme duty 
cycles for conventional converters, making them impractical. 
There has been a number of literatures dedicated to high gain 
step-up voltage conversion techniques [5-8]. Most solutions 
use transformers or coupled inductors to get the required 
voltage boost. Use of transformers or coupled inductors where 
isolation is not required only adds to weight, cost and 
unnecessary power loss [5]. Switched-capacitor (SC) and 
switched-inductor (SL) structures proposed in [6] allows 
various conventional converters to generate additional voltage 
gain. The capacitors in a SC structure are arranged in such a 
way that when the converter switches between on and off 
states, the capacitors are connected in parallel during the 
charging cycle, and discharged in series during the discharge 
cycle to provide high voltage gain ratio [9-10].  

The topology of a conventional Zeta converter, as shown 
in Fig. 1, allows us to implement a SC structure to obtain 
hybrid SC-Zeta as in [9]. Although the SC-Zeta has higher 
gain than the conventional converters, it is still unable to 
provide the required voltage gain within a reasonable duty 
cycle. So an improved step-up DC-DC converter capable of 
the required step-up gain must be designed. To keep enough 
margin for adjustment of duty cycle and regulation of output 
voltage to control output power, it is necessary to design a 
novel converter with the required voltage gain capable of 
operating within a reasonable duty cycle. 

 
Fig. 1. A conventional step-up Zeta converter 
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III. PROPOSED SYSTEM 

In this paper we propose a cascaded boost-SC-zeta hybrid 
DC-DC converter, shown in Fig. 2, working in tandem with a 
three-phase DC-AC inverter, shown in Fig. 3. The proposed 
hybrid DC-DC converter can boost the voltage sufficiently to 
be fed into the inverter to generate three-phase AC as required 
by the high performance motor of the electric three-wheelers 
and other equivalent EVs. The output of this inverter can be 
regulated to control power and speed of the motor for 
optimum performance. The proposed DC-DC converter can 
step-up the input voltage as high as 180 times at duty cycle of 
0.9 while keeping both input and output current continuous.  

A. Topology of our proposed hybrid DC-DC converter 

The proposed DC-DC converter circuit is shown in Fig. 2, 
which consists of a boost converter cascaded with a modified 
switched capacitor (SC) zeta. The SC structure consists of two 
capacitors C2 and C3 and two diodes D2 and D3. Similar to 
existing zeta converter, our designed circuit contains an 
inductor L0 and a capacitor C0 at the output. The presence of 
an input inductor L1 and output inductor L0 provides the 
additional advantage of maintaining continuous input and 
output currents.      

B. Principles of operation of the designed circuit 

The operating states of our designed DC-DC converter can 
be divided into two states: on-state and off-state. The designed 
converter circuit is considered to be operating under 
continuous conduction mode (CCM) in both of the states.  

1) On-state (0 ≤ t ≤ DTs) 
In this state, switch S1 and switch S2 are simultaneously 

turned on, while D1, D2 and D3 diodes are turned off. The 
current flow during on-state is shown in Fig. 4. Inductor L1 is 
parallel to input Vin and stores energy directly from the source. 
The current IL1 increases linearly with the ratio Vin/L1. The 
inductor L2 is being energized by the capacitor C1 as it 
discharges. The two capacitors C2 and C3 that are connected 
in series, are now being discharged while output inductor Lo is 
being energized and output capacitor Co is charged.  

2) Off-state (DTs ≤ t ≤ Ts) 
The switch S1 and switch S2 are simultaneously turned off 

in this time interval, while the diodes D1, D2 and D3 are in 
forward bias, turning them on. Fig. 5 shows the current flow 
during this state. In this time period, capacitor C1 is being 
charged by inductor L1, and inductor L2 releases its stored 
energy to capacitors C2 and C3. While C1, C2 and C3 
capacitor charges, Co is being discharged. Inductor Lo helps to 
supply continuous current to the load and capacitor Co helps 
to maintain constant voltage at the output.   

IV. THEORETICAL ANALYSIS 

Some assumptions are made to simplify the theoretical 
analysis of this circuit. All the components in this converter 
circuit are considered to be ideal and lossless. To ensure 
operation in CCM mode, L1, L2 and Lo inductor values are 
assumed to be large enough. C2 and C3 capacitor values are 
equal. C1 and output capacitor C0 values are large enough to 
ignore the output voltage ripple. Expressions for voltage gain, 
average currents, voltage and currents stress of components of 
this converter is derived in this analysis. Losses in the 
components are only considered during power loss and 
efficiency analysis.  

Fig. 4. Current Flow in the proposed hybrid DC-DC converter during 
on-state of switches S1 and S2 in time period  0 ≤ t ≤ DTs 

 

Fig. 2. Proposed Boost-SC-Zeta Hybrid DC-DC Converter Circuit 

 
Fig. 3. 3-Phase DC-AC Inverter for Traction Motor Drive System 
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A. Voltage gain analysis 

For operation during the on-state for time 0 ≤ t ≤ DTs, the 
following equations for the inductors L1, L2 and L0 can be 
obtained: 

 𝑉𝐿1 = 𝑉𝑖𝑛   

 𝑉𝐿2 = 𝑉𝐶1  

 𝑉𝐿0 = 2𝑉𝐶2,3 + 𝑉𝐶1 − 𝑉𝑜𝑢𝑡  

For operation during off-state of the switch during time 
period DTs ≤ t ≤ Ts, the following equations could be obtained: 

 𝑉𝐿1 = 𝑉𝐶1 − 𝑉𝑖𝑛  

 𝑉𝐿2 = 𝑉𝐶2,3  

 𝑉𝐿0 = 𝑉𝑜𝑢𝑡 − 𝑉𝐶2,3  

By using the above equations and applying voltage-second 
balance principles on the inductor L1, we get: 

 
1

𝑇𝑠

 ∫ 𝑉𝐿1[𝑂𝑛]
 𝑑𝑡 + ∫ 𝑉𝐿1[𝑂𝑓𝑓]

𝑇𝑠

𝐷𝑇𝑠

𝑑𝑡
𝐷𝑇𝑠

0

  

 𝑉𝑖𝑛𝐷 − (𝑉𝐶1 − 𝑉𝑖𝑛)(1 − 𝐷) = 0  

 𝑉𝐶1 = 𝑉𝑖𝑛

1

1 − 𝐷
 (1) 

Applying voltage-second balance principles on inductor 
L2, we get: 

 
1

𝑇𝑠

 ∫ 𝑉𝐿2[𝑂𝑛]
 𝑑𝑡 + ∫ 𝑉𝐿2[𝑂𝑓𝑓]

𝑇𝑠

𝐷𝑇𝑠

𝑑𝑡
𝐷𝑇𝑠

0

  

 𝑉𝐶1𝐷 − 𝑉𝐶2,3(1 − 𝐷) = 0  

 𝑉𝐶2,3 = 𝑉𝐶1

𝐷

1 − 𝐷
  

 𝑉𝐶2,3 = 𝑉𝑖𝑛

𝐷

(1 − 𝐷)2
  

By Applying voltage-second principles on inductor L0, we 
get: 

 
1

𝑇𝑠

 ∫ 𝑉𝐿0[𝑂𝑛]
 𝑑𝑡 + ∫ 𝑉𝐿0[𝑂𝑓𝑓]
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(2𝑉𝐶2,3 + 𝑉𝐶1 − 𝑉𝑜𝑢𝑡)𝐷

− (𝑉𝑜𝑢𝑡 − 𝑉𝐶2,3)(1 − 𝐷) = 0 
 

 𝑉𝑜𝑢𝑡 = 𝑉𝐶1

2𝐷

1 − 𝐷
  

Substituting VC1 in the above equation, the final output 
voltage could be written as: 

 𝑉𝑜𝑢𝑡 = 𝑉𝑖𝑛

1

1 − 𝐷
×

2𝐷

1 − 𝐷
  

 𝑉𝑜𝑢𝑡 = 𝑉𝑖𝑛

2𝐷

(1 − 𝐷)2
 (4) 

The gain of the designed converter is derived to be: 

 𝐺 =
𝑉𝑜𝑢𝑡

𝑉𝑖𝑛

=
2𝐷

(1 − 𝐷)2
  

B. Analysis of Input Current 

 𝐼𝑖𝑛 = 𝐼𝑜𝑢𝑡

𝑉𝑜𝑢𝑡

𝑉𝑖𝑛

  

 𝐼𝑖𝑛 = 𝐼𝑜𝑢𝑡

2𝐷

(1 − 𝐷)2
 (5) 

 𝐼𝑖𝑛 =
𝑉𝑜𝑢𝑡

𝑅

2𝐷

(1 − 𝐷)2
  

 𝐼𝑖𝑛 =
𝑉𝑖𝑛

𝑅
 [

2𝐷

(1 − 𝐷)2
]

2

 (6) 

C. Analysis of average current 

Considering the current flow in the capacitor Co to be 
negligible, we get: 

 𝐼𝐿0 ≅ 𝐼𝑂𝑈𝑇 =
𝑉𝑂𝑈𝑇

𝑅
=

𝑉𝐼𝑁

𝑅

2𝐷

(1 − 𝐷)2
 (7) 

 𝐼𝐶2,3𝑂𝑁
= 𝐼𝐿0 =

𝑉𝐼𝑁

𝑅

2𝐷

(1 − 𝐷)2
 (8) 

By applying the principles of charge-second balance on 
capacitors C2 and C3 to yield: 

 
Fig. 5. Current flow of the proposed converter circuit at off-state in 

time period DTs ≤ t ≤ Ts 
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1

𝑇𝑆

[∫ 𝐼𝐶2,3𝑂𝑁
 𝑑𝑡

𝐷𝑇𝑆

0

+ ∫ 𝐼𝐶2,3𝑂𝐹𝐹
𝑑𝑡

𝑇𝑆

𝐷𝑇𝑆

] = 0  

 𝐼𝐶2,3𝑂𝑁
𝐷 − 𝐼𝐶2,3𝑂𝐹𝐹

(1 − 𝐷) = 0  

 𝐼𝐶2,3𝑂𝐹𝐹
= 𝐼𝐶2,3𝑂𝑁

𝐷

1 − 𝐷
  

 𝐼𝐶2,3𝑂𝐹𝐹
=

𝑉𝐼𝑁

𝑅

2𝐷2

(1 − 𝐷)3
 (9) 

Average currents through the inductor L1 is: 

 𝐼𝐿1 = 𝐼𝐼𝑁 =
𝑉𝐼𝑁

𝑅
[

2𝐷

(1 − 𝐷)2
]

2

 (10) 

The average current when capacitor C1 is off: 

 𝐼𝐶1𝑂𝐹𝐹
= 𝐼𝐼𝑁 =

𝑉𝐼𝑁

𝑅
[

2𝐷

(1 − 𝐷)2
]

2

 (11) 

By applying charge-second balance principles on 
capacitor C1, we get: 

 
1

𝑇𝑆

[∫ 𝐼𝐶1𝑂𝑁
 𝑑𝑡

𝐷𝑇𝑆

0

+ ∫ 𝐼𝐶1𝑂𝐹𝐹
𝑑𝑡

𝑇𝑆

𝐷𝑇𝑆

] = 0  

 𝐼𝐶1𝑂𝑁
𝐷 − 𝐼𝐶1𝑂𝐹𝐹

(1 − 𝐷) = 0  

 𝐼𝐶1𝑂𝑁
= 𝐼𝐶1𝑂𝐹𝐹

1 − 𝐷

𝐷
  

 𝐼𝐶1𝑂𝑁
=

𝑉𝐼𝑁

𝑅

4𝐷

(1 − 𝐷)3
 (12) 

Average currents through the inductor L2 can be derived 
as follows: 

 𝐼𝐿2𝑂𝑁
= 𝐼𝐶1𝑂𝑁

− 𝐼𝐶2𝑂𝑁
  

 𝐼𝐿2𝑂𝑁
=

𝑉𝐼𝑁

𝑅

4𝐷

(1 − 𝐷)3
−

𝑉𝐼𝑁

𝑅

2𝐷

(1 − 𝐷)2
  

 𝐼𝐿2𝑂𝑁
=

𝑉𝐼𝑁

𝑅

2𝐷(1 + 𝐷)

(1 − 𝐷)3
 (13) 

 𝐼𝐿2𝑂𝐹𝐹
= 𝐼𝐷 + 𝐼𝐶2𝑂𝐹𝐹

  

 𝐼𝐷2 = 𝐼𝐶2𝑂𝐹𝐹
+ 𝐼𝐿0 =

𝑉𝐼𝑁

𝑅

2𝐷

(1 − 𝐷)3
 (14) 

 𝐼𝐿2𝑂𝐹𝐹
=

𝑉𝐼𝑁

𝑅

2𝐷(1 + 𝐷)

(1 − 𝐷)3
 (15) 

 𝐼𝐿2𝑂𝐹𝐹
= 𝐼0 (

1 + 𝐷

1 − 𝐷
) (16) 

D. Analysis of current stress of switches 

Current stress of the switch S1 (IS1) and switch S2 (IS2) can 
be expressed as: 

 𝐼𝑆1 = 𝐼𝑖𝑛 =
𝑉𝑖𝑛

𝑅
 [

2𝐷

(1 − 𝐷)2
]

2

 (17) 

 𝐼𝑆1 = 𝐼0

2𝐷

(1 − 𝐷)2
 (18) 

 𝐼𝑆2 = 𝐼𝐶1[𝑂𝑛]
=

𝑉𝑖𝑛

𝑅

4𝐷

(1 − 𝐷)3
 (19) 

 𝐼𝑆2 = 𝐼0

2𝐷

1 − 𝐷  
 (20) 

E.  Analysis of voltage stress on switches 

Voltage stresses on switch S1 (VS1) and switch S2 (VS2) 
can be obtained as follows 

 𝑉𝑆1 = 𝑉𝑖𝑛 + 𝑉𝐿1  

 𝑉𝐿1 = 𝑉𝐶1 − 𝑉𝑖𝑛 =
𝑉𝑖𝑛

1 − 𝐷
− 𝑉𝑖𝑛 = 𝑉𝑖𝑛

𝐷

1 − 𝐷
 (21) 

 𝑉𝑆1 = 𝑉𝑖𝑛 + 𝑉𝑖𝑛

𝐷

1 − 𝐷
  

 𝑉𝑆1 = 𝑉𝑖𝑛

1

1 − 𝐷
 (22) 

 𝑉𝑆2 = 𝑉𝐶1 + 𝑉𝐿2  

 𝑉𝑆2 =  𝑉𝑖𝑛

1

1 − 𝐷
+ 𝑉𝑖𝑛

𝐷

(1 − 𝐷)2
  

 𝑉𝑆2 = 𝑉𝑖𝑛

1

(1 − 𝐷)2
 (23) 

F. Power loss and efficiency analysis 

For efficiency estimation conduction and parasitic 
resistances can be defined as: 

• Conduction resistance of switches: RDS 
• Conduction resistance of diodes: RFx 
• Diode threshold voltage: VFx 
• Inductor ESR: RLx 
• Capacitor ESR: RCx 
1) For Switch 
Power loss in switch S1 during conduction is expressed as: 

 𝑃𝑅𝐷𝑆1
= 𝑟𝐷𝑆1𝐼𝑆1𝑅𝑀𝑆

2 = 𝑟𝐷𝑆1𝐼0
2

4𝐷2

(1 − 𝐷)2
 (24) 

 𝑃𝑆𝑊1 = 𝑓𝑠𝐶𝑆𝑉𝑆1
2 = 𝑓𝑠𝐶𝑆𝑉𝑖𝑛

2
1

(1 − 𝐷)2
 (25) 

 𝑃𝑆1 = 𝑃𝑟𝐷𝑆1
+

1

2
𝑃𝑆𝑊1 (26) 

Power loss in switch S2 during conduction is expressed as: 

 𝑃𝑅𝐷𝑆2
= 𝑟𝐷𝑆2𝐼𝑆2𝑅𝑀𝑆

2 = 𝑟𝐷𝑆2𝐼0
2

4

(1 − 𝐷)2
 (27) 

 𝑃𝑆𝑊2 = 𝑓𝑠𝐶𝑆𝑉𝑆2
2 = 𝑓𝑠𝐶𝑆𝑉𝑖𝑛

2
1

(1 − 𝐷)4
 (28) 
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 𝑃𝑆2 = 𝑃𝑟𝐷𝑆2
+

1

2
𝑃𝑆𝑊2 (29) 

2) For inductors 
The power loss of inductors L1, L2 and Lo is derived to be: 

 𝑃𝐿1 = 𝑅𝐿1𝐼𝐿1
2 = 𝑅𝐿1𝐼0

2 [
2𝐷

(1 − 𝐷)2
]

2

 (30) 

 𝑃𝐿2 = 𝑅𝐿2𝐼𝐿2
2 = 𝑅𝐿2𝐼0

2 [
1 + 𝐷

1 − 𝐷
]

2

 (31) 

 𝑃𝐿0 = 𝑅𝐿0𝐼𝐿0
2 = 𝑅𝐿0𝐼02 (32) 

3) For Capacitors 
Power loss of capacitors C1, C2 and C3 is expressed as: 

 𝑃𝐶1 = 𝑟𝑐1𝐼𝐶1𝑂𝑁
2 + 𝑟𝑐1𝐼𝐶1𝑂𝐹𝐹

2   

 
𝑃𝐶1 = 𝑟𝐶1 [

𝑉𝑖𝑛

𝑅

4𝐷

(1 − 𝐷)3
]

2

+ 𝑟𝐶1 [
𝑉𝑖𝑛

𝑅

4𝐷2

(1 − 𝐷)4
]

2

 

(33) 

 𝑃𝐶1 = 𝑟𝐶1𝐼0
2 [

2

1 − 𝐷
]

2

+ 𝑟𝐶1𝐼0
2 [

2𝐷

(1 − 𝐷)2
]

2

 (34) 

 𝑃𝐶2,3 = 𝑟𝑐2,3𝐼𝐶2,3𝑂𝑁
2 + 𝑟𝑐1𝐼𝐶2,3𝑂𝐹𝐹

2   

 
𝑃𝐶2,3 = 𝑟𝐶2,3 [

𝑉𝑖𝑛

𝑅

2𝐷

(1 − 𝐷)2
]

2

+ 𝑟𝐶2,3 [
𝑉𝑖𝑛

𝑅

2𝐷

(1 − 𝐷)3
]

2

 

(35) 

 𝑃𝐶2,3 = 𝑟𝐶2,3𝐼0
2 + 𝑟𝐶2,3𝐼0

2 [
𝐷

1 − 𝐷
]

2

 (36) 

4) For Diodes 
Power loss in diodes D1, D2 and D3 is derived to be: 

 𝑃𝐷1 = 𝑅𝐹1𝐼0
2

4𝐷2

(1 − 𝐷)4
+ 𝑉𝐹1𝐼0 (37) 

 𝑃𝐷2,3 = 𝑅𝐹2,3𝐼0
2

1

(1 − 𝐷)2
+ 𝑉𝐹2,3𝐼0 (38) 

5) Total Loss 
Total loss of power and efficiency of the designed 

converter can be written as follows: 

 𝑃𝐿𝑂𝑆𝑆 = ∑(𝑃𝑆1,2
+ 𝑃𝐿0,1,2

+ 𝑃𝐶1,2,3
+ 𝑃𝐷1,2,3

) (39) 

 𝜂 =
𝑃𝑂𝑈𝑇

𝑃𝑂𝑈𝑇 + 𝑃𝐿𝑂𝑆𝑆

 (40) 

V. SIMULATION RESULTS  

 For simulation of the designed converter, all the active and 
passive components in our converter circuit were chosen to be 
ideal and lossless. Input voltage Vin is fixed at 12V DC and the 
switching frequency is set to be 100 kHz. To ensure operation 
in CCM mode, values for the inductors L1, L2 and L0 are 
chosen to be 0.1 mH, 0.2 mH and 0.5 mH respectively. The 
values for capacitor C1 is 220 µF, C2, C3 are equal and 1 µF 
each, and C0 is 2.2 µF. Capacitor values are chosen to 
minimize output ripple voltage. 

A. Theroretical Gain versus Simulated Gain 

The theoretical gain of the circuit 2D/(1-D)2  as derived in 
(4), is compared with simulation results in Fig. 6. The graph 
clearly shows that the theoretically derived gain and simulated 
gain are in agreement with each other which proves the 
validity and correctness of operation of the proposed converter 
circuit.  

B.  Comparison between existing high gain hybrid DC-DC 
converters 

The designed converter is compared to existing non-
isolated high gain hybrid DC-DC converters in the literature. 
From Fig. 7, it is clear that the designed circuit is capable of 
achieving significantly higher gain compared to existing non-
isolated step-up hybrid topologies.  

C. Simulation of DC-AC inverter output 

The boosted output voltage from the designed DC-DC 
converter in is fed into a 3-phase DC-AC inverter. Line to line 
voltages of the inverter output is plotted in Fig. 8. The 
frequency and magnitude of output voltage from the inverter 
can be changed for optimal control of the vehicle motor. 

 
Fig. 6. Graph of theoretically derived gain and software simulated 

gain against duty cycle 

 
Fig. 7. Comparison of our designed hybrid converter with other 

existing non-isolated high gain DC-DC converters in the 
literature  
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D. Simulation of Motor Output Performance 

A three-phase AC induction motor was connected to the 
designed system with the converter at 80% duty cycle and 
inverter at 50 Hz to observe the performance of the motor. A 
graph of motor speed in RPM is plotted in Fig. 9. Speed up to 
3000 RPM can be obtained by operating inverter at 150 Hz.   

TABLE I.  COMPARISON BETWEEN PROPOSED COVERTER CIRCUIT AND 
EXISTING NON-ISOLATED HYBRID DC-DC CONVERTERS IN LITERATURE 

 

Proposed 
DC-DC 

Converter 
Circuit in [9] Circuit in 

[12] 
Circuit in [7] 

Switches 2 1 1 1 

Diodes 3 5 3 2 

Capacitor 4 3 5 4 

Inductor 3 3 3 3 

Total 
Component 

12 12 12 10 

Voltage Stress 
𝑉𝑖𝑛

(1 − 𝐷)2
 

𝑉𝑖𝑛(1 + 𝐷)

1 − 𝐷
 

𝑉0 + 3

3
 

𝑉0 + 2𝑉𝑖𝑛

2𝑉𝑖𝑛

 

Gain 
2𝐷

(1 − 𝐷)2
 

(3 + 𝐷)𝐷

1 − 𝐷
 

3𝐷

1 − 𝐷
 

2𝐷

1 − 𝐷
 

Gain, D = 0.8 40 15.2 12 8 

VI. CONCLUSION 

The increased interest in electric vehicles and their motor 
drives have inspired this study. In developing countries such 
as Bangladesh, electric three-wheelers are the most common 
form of EVs currently in use. There is the backdrop of home-
grown solutions to local problems and needs for better electric 
three-wheelers and equivalent EVs. To address the limited 
performance of conventional three-wheelers, a high gain step-
up hybrid DC-DC converter is designed and analyzed in this 
paper. From the theoretical and simulation results, it is 
concluded that the designed converter is capable of achieving 
voltage gain as high as 40 times at a duty cycle of 0.8 and 180 
times at a duty cycle of 0.9, significantly higher than existing 
solutions. The ability to generate such high step-up voltage 
gain by the proposed converter will allow existing electric 
three-wheelers and auto-rickshaws to implement traction 
motors with voltage ratings and performance level 
comparable to modern EVs, which will greatly improve the 
vehicle experience. In addition, the ability to deliver up to 4 
KW of power with continuous input and output current makes 
this converter well-suited for applications that requires non-
isolated high step-up DC-DC power conversion.  
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 Fig. 9.   Simulation of motor speed in RPM against time 
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Abstract— Spam and non-spam email identification are one of 

the most challenging tasks for both email service providers and 

consumers. The spammers try to spread misleading facts through 

irritating messages by attracting user’s attention. Several spam 

identification-models have previously been proposed and tested 

but the recorded accuracy has shown that further work in this 

direction is needed to achieve improved accuracy, low training 

time, and less error rate. In this research work, we have proposed 

a model that classifies the e-mail into spam and ham. DBSCAN 

and Isolation Forest are used to identify the extreme values outside 

of the specific range. Heatmap, Recursive Feature Elimination, 

and Chi-Square feature selection techniques are used to select the 

effective features. The proposed model is implemented in both 

machine learning and deep learning to establish a comparative 

analysis. Multinomial Naïve Bayes (MNB), Random Forest (RF), 

K-Nearest Neighbor (KNN), Gradient Boosting (GB) are used to 

introduce ensemble method in machine learning implementation. 

Recurrent Neural Network (RNN), Gradient Descent (GD), 

Artificial Neural Network (ANN) for deep learning 

implementation. An ensemble method is constructed to combine 

multiple classifiers’ output. The ensemble methods allow 

producing better prediction accuracy compared to a single 

classifier. Our proposed model obtained an accuracy of 100%, 

AUC=100, MSE error = 0 and RMSE error = 0 for machine 

learning implementation and accuracy of 99%, loss value= 0.0165 

for deep learning implementation based on an email spam base 

dataset collected from the UCI machine learning repository. 

Keywords— DBSCAN, Isolation Forest, Feature Selection, 

Classification, Machine Learning, Deep Learning 

 

I. INTRODUCTION  

Electronic mail is a system used by electronic devices to 

exchange messages between sender and receiver. Email operates 

via computer networks, mainly the Internet. Email services are 

operated by a client server architecture where web-based email 

is the client and POP3 (Post Office Protocol 3), IMAP (Internet 

Message Access Protocol), MAPI (Messaging Application 

Programming Interface) are the email servers. In the developing 

world, email is commonly used by companies, governments, 

and non-governmental organizations. The number of global e-

mail users reached approximately 3.823 billion, 3.930 billion, 

and 4.037 billion in 2018, 2019 and 2020 respectively [1]. But 

the overwhelming nature of unsolicited mail has complicated its 

use. Unsolicited email spam, also known as junk email, is an 

email that is sent in bulk. Spam email has an attractive look and 

most of them contains tempting pictures or text to draw the 

attention of users. Some spam emails are often used as an 

advertising tool to deliver advertisements to a large number of 

target users via the internet. While spam emails of this kind are 

often not harmful, just waste users time. In addition, spam 

emails play a vital role in phishing where a fake links are 

embedded in emails by spammers and directs the users to fake 

web site [7]. So, it is necessary to identify which emails are spam 

and which are ham to protect the email users from spammers. In 

case of spam identification, both machine learning and deep 

learning model must be able to decide if the sequence of words 

contained in an email is more similar to spam emails or not.  

The main objective of this research work is to design a two-

dimensional identification system to predict spam based on 

email dataset and appropriate preprocessing mechanism to make 

the data suitable for better classification. 

The rest of the paper is organized as follows: section II gives 

details of the existing works; section III illustrates details about 

data and methodology. In section IV, we describe the evaluation, 

validation, experiments. And the last two sections are about 

conclusion and future work. 

 

II. RELATED WORKS 

Shreyasi Sinha, Isha Ghosh, and Suresh Chandra Satapathy et. 

al [2], proposed a model based on backpropagation and 

backpropagation with momentum to perform spam detection. 

The authors optimized the model using SGO (Social Group 

Optimization) to improve the classification performance. 

Neural network is used to work with any types of data (text, 

audio, image etc.) for both classification and clustering 

purpose. The use of backpropagation has one disadvantage that 

is, it needs more iterations and thus increases computation time. 

The authors didn’t introduce any idea about removing outliers 

as outliers have a great impact on textual dataset and 

normalization technique often increases variation among the 

data points. They have added only 2 hidden layers. Less number 

of hidden layers do not always produce better performance.  

Vashu Gupta, Aman Mehta, Akshay Goel, Utkarsh Dixit et. al 

[3], presented a spam detection model based on the 

combinations of classifiers such as Gaussian Naive Bayes, 

Multinomial Naive Bayes, Bernoulli Naive Bayes, and 

Decision Tree and produced an ensemble method using voting 
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classifier. They used voting classifier to offer more accurate 

prediction accuracy than the individual classifiers. This system 

didn’t handle the noisy data point. 

Deepika Mallampati, K. Chandra Shekar et. al [4], built an 

efficient technique to filter spam email using SVM classifier to 

work with non-linear data. The authors introduced the use of 

kernel function in SVM. The kernel function is introduced to 

separate non-linear data by converting data into a higher 

dimensional feature space. But the use of kernel function often 

brings a number of difficulties such as it elevates the training 

time and memory size requirement by creating excessive 

support vectors. Furthermore, using only a single classifier do 

not always gives better predictive accuracy.  

Haoyu Wang, Bingze Dai et. al [5], developed a predictive 

scheme using Bayesian linear regression and random forest 

regression for numerical prediction on spam dataset. The 

authors achieved better accuracy and lower MSE for random 

forest regression algorithm than the Bayesian linear regression 

model. In this work, there is still a need to extract more relevant 

attributes for developing a spam detection model. 

Sunday Olusanya Olatunji [6], proposed support vector 

machines-based model to differentiate spam and non-spam 

emails. The author attempted to find optimal parameter set to 

improve mode’s performance. As the performance of SVM 

depends on its parameter, so a parameter search algorithm has 

been implemented to apply to SVM. SVM has been deployed 

in this work as it can work with minimum number of samples 

to give better predictive accuracy. They have put all the efforts 

to improve only the detection accuracy. This system has a time 

complexity to in training phase. A detection system should not 

only be concerned about predictive accuracy but it should also 

perform timely. 

Rozita Talaei Pashiri, Yaser Rostami et al. [7], emphasized on 

building a spam detection model based on feature selection 

method. They selected the relevant features using the Sin-

Cosine Algorithm (SCA). The authors had been able to reduce 

the error in feature selection compared to MLP (Multi-Layer 

Perceptron). The features were updated using metaheuristic 

algorithm before applying to MLP. In this work, a single neural 

network is used that is a drawback.  

 

III. METHODOLOGY 

     This section illustrates a detailed description about the 

methodology of this research work and the model consists of 

five steps. 
 

1. Data Collection: In this work, a spam-base dataset has 

been collected from UCI (University of California, Irvine) 

machine learning repository that contains total 58 attributes 

where 57 are independent features and one is dependent 

feature [8].  

 

 

 

TABLE I. Information on spam-base dataset. 

Attribute Types Fifty five real and continuous 

attributes; two integer and 

continuous attributes; one 

nominal attribute 

Number of Instances 4601 

Number of spam instances 1813 

Number of non-spam 

instances 

2788 

Used for Classification 

Characteristics of Dataset Multivariate 

Number of class in target 

feature  

2 (0 denotes the email as non-

spam and 1 represents the 

email as spam) 

 

2. Data Cleaning: Data cleaning means making the data 

processable for a machine to build an efficient machine 

learning model. 

 

I. Converting to integer: The data points that are 

continuous and floating point are converted to integer 

to increase processing flexibility. The floating-point 

data values create additional variation (range) among 

data points. Thus, this variation increases 

computational complexity. Computational 

complexity decreases machine’s predictive 

performance. 

 

II. Removing Outliers:  Outliers are removed from the 

dataset after converting the data from continuous and 

floating point into integer. Outliers are the data points 

whose distribution are different from the normal data 

points. These outliers affect the mean, standard 

deviation, skewness and distribution of the dataset. It 

causes biasness in machine learning model. So, these 

outliers should be eradicated from the dataset to stop 

being affected by these reasons. Outliers can be 

removed from the dataset using various methods. In 

this research work, two methods DBSCAN and 

Isolation Forest are applied to remove outliers. 

 

3. Feature Engineering: Feature engineering is a process 

which is executed to construct a subset of features from the 

original feature set. It reduces training time, overfitting and 

improves applicability and accuracy of machine learning 

model.  In this research work, three well-known feature 

selection techniques are implemented to extract the 

effective features.  
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   Fig.2. Proposed architecture for spam detection. 

 

4. Data Splitting: In this step, the dataset is divided into 80% 

training set and 20% testing set. Training set will be used 

to train the model and testing set will be used to validate 

the performance of the model.  

 

5. Classification & Prediction: Both machine learning and 

deep learning techniques are implemented for classifying 

the email. The training and testing set are provided to the 

classification algorithms to classify the email as spam or 

ham. Four classification algorithms: Multinomial Naïve 

Bayes, K-Nearest Neighbor, Random Forest and Gradient 

Boosting are implemented to integrate the output from 

these base classifiers that is integrated using an ensemble 

integration method named Stacking. Artificial Neural 

Network, Recurrent Neural network and Gradient Descent 

are implemented to get a combined outcome.  

 

a. Multinomial Naïve Bayes: Multinomial Naïve 

Bayes is an extension of Naïve Bayes where each 

feature in a feature vector is assigned a weight. 

Feature vector stores the number of occurrences of 

a feature. It works comparatively faster than the 

Naïve Bayes algorithm. It is mainly useful for 

textual documents to perform word count. To deal 

with new words, it uses a smoothing technique 

called Laplacian smoothing (determines how many  

times the new word appeared). This algorithm 

works in two steps: training and testing. 

 

b. K-Nearest Neighbor: K-Nearest Neighbor is a type 

of supervised learning algorithm which can be used 

for classification and regression purposes. It 

classifies the new samples depending on the 

similarity with the training samples.  

 

c. Random Forest: Random forest is a boosting 

algorithm which is an ensemble learning method. 

Random forest creates many classification trees. It 

uses no pruning strategy. 

 

d. Gradient Boosting: Gradient Boosting is also an 

ensemble method that combines the output from 

weak learner and produce a model with better 

accuracy. It builds regression trees starting from a 

single leaf. Instead of creating trees for each of the 

attribute it creates trees for all the observations. 

Then split into two groups the predictor. The 

predictor is selected in a way that reduces residual 

error [11]. In the next step, this algorithm tries to 

minimize the error and iterates continuous to make 

decision trees.  

 

e. Recurrent Neural network (RNN): RNN is a type 

of ANN which finds the characteristics of data and 
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from the characteristics extract the pattern. Using 

these patterns, RNN predict on given data. RNN has 

one input layer, one output layer and a number of 

hidden layers. The number of hidden layers vary as 

per the requirements of a model. Each layer of RNN 

stores information about the previous layer. It has a 

memory in the hidden layer to store this 

information. Same biases and weights are given to 

each of the layer to convert output from input. 

 

f. Gradient Descent: Gradient Descent is an 

optimization algorithm which tries to find an 

optimal solution by going through iteratively to 

reduce the loss function. It is mostly used when we 

want to reduce the cost function. It tries to fit a line 

like the one in linear regression. In gradient descent 

intercept is provided for a random guess. With the 

value of the intercept, it calculates the predicted 

value.  

 

g. Artificial Neural Network (ANN): ANN, also 

known as Feed Forward Neural Network is 

combined with a group of perceptrons in its each 

layer. Activation function in ANN provides the 

ability to process non-linear function. This function 

maps the inputs to outputs. The inputs are converted 

to output using feed forward method and the inputs 

are updated using backpropagation method. 

 

IV. PERFORMANCE ANALYSIS 

        We got 2504 and 4147 instances from original dataset by 

applying DBSCAN and Isolation Forest respectively.  Using 

DBSCAN algorithm for data preprocessing, Heatmap selects 

29 attributes, Chi-Square selects 44 attributes, Recursive 

Feature Elimination selects 44 attributes from 58 attributes. The 

dataset which is processed using Isolation Forest, Heatmap 

selects 27 attributes, Chi-Square selects 44 attributes and 

Recursive Feature Elimination selects 22 attributes from 58 

attributes. Various measures are used to evaluate the 

performance of the research work. Confusion matrix, Accuracy, 

precision, recall, sensitivity, specificity and F1-score are 

calculated for machine learning techniques. Loss function and 

accuracy is calculated to measure the performance of the deep 

learning techniques. Confusion Matrix is a table which 

separates classes in binary classification problem. Elements of 

a confusion matrix are False Negative (FN), False Positive 

(FP), True Negative (TN) and True Positive (TP).  

 

Confusion Matrix after applying DBSCAN, 

 

�630 0
0 247� 

 

Confusion Matrix after applying Isolation Forest,  

 

�499 0
0 331� 

AUC-ROC is a curve that is used to validate a classification 

model. In this visualization TPR (True Positive Rate) and FPR 

(False Positive Rate) is represented along two axes in a graph 

where X-axis denotes FPR values and Y-axis denotes TPR 

values. A model with higher AUC means the model has a better 

chance to classify 0’s as 0’s and 1’s as 1’s.  

 

 
 

Fig. 3. AURUC Curve for proposed model with ML (Machine Learning). 
 

The proposed machine learning model obtained AUC =1.00. 

That means, this model has 100% possibility to classify emails 

as spam or ham. 

 

Result analysis based on Machine Learning algorithms: 

 
TABLE I. Result based on DBSCAN. 

Parameter Names Values 

Training Time 1.7619 secs 

Testing Time 0.0718 secs 

Accuracy 100.0 % 

Precision 1.0 

Recall 1.0 

F1-score 1.0 

Execution Time 1.4535 secs 

 
TABLE II. Result based on Isolation Forest. 

Parameter Names Values 

Training Time 2.6927 secs 

Testing Time 0.0901 secs 

Accuracy 100.0 % 

Precision 1.0 

Recall 1.0 

F1-score 1.0 

Execution Time 2.2244 secs 
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TABLE III. Result based on DBSCAN preprocessing and single classifier. 

Feature Selection Method Classifier Accuracy 

Heatmap MNB 73.0539 % 

Heatmap KNN 82.6347 % 

Heatmap RF 88.8224 % 

Heatmap GB 89.6208 % 

Chi-Square MNB 83.2335 % 

Chi-Square KNN 84.6307 % 

Chi-Square RF 92.4152 % 

Chi-Square GB 93.2136 % 

RFE MNB 77.6447 % 

RFE KNN 85.2295 % 

RFE RF 91.4172 % 

RFE GB 93.0139 % 

 

TABLE IV. Result based on Isolation Forest preprocessing and single 
classifier. 

Feature Selection Method Classifier Accuracy 

Heatmap MNB 64.8193 % 

Heatmap KNN 77.1084 % 

Heatmap RF 89.5181 % 

Heatmap GB 85.5422 % 

Chi-Square MNB 76.6265 % 

Chi-Square KNN 77.1084 % 

Chi-Square RF 90.8434 % 

Chi-Square GB 88.9157 % 

RFE MNB 72.7711 % 

RFE KNN 77.9518 % 

RFE RF 88.9157 % 

RFE GB 88.1928 % 

 

TABLE V. Result based on DBSCAN and heatmap feature selection. 

Parameter Names Values 

Training Time 1.8365 secs 

Testing Time 0.0625 secs 

Accuracy 90.8245 % 

Precision 0.9099 

Recall 0.7934 

F1-score 0.8475 
 

TABLE VI. Result based on Isolation Forest and heatmap feature selection. 

Parameter Names Values 

Training Time 2.7809 secs 

Testing Time 0.1327 secs 

Accuracy 86.9879 % 

Precision 0.8847 

Recall 0.7689 

F1-score 0.8228 

 

 
 

 

TABLE VII. Result based on DBSCAN and Chi-Square feature selection. 

Parameter Names Values 

Training Time 2.0886 secs 

Testing Time 0.0658 secs 

Accuracy 91.4893 % 

Precision 0.8959 

Recall 0.8285 

F1-score 0.8609 
 

TABLE VIII. Result based on Isolation Forest and Chi-Square feature 
selection. 

Parameter Names Values 

Training Time 3.1713 secs 

Testing Time 0.1267 secs 

Accuracy 90.7631 % 

Precision 0.8775 

Recall 0.8900 

F1-score 0.8837 

 
TABLE X. Result based on DBSCAN and RFE feature selection. 

Parameter Names Values 

Training Time 2.0736 secs 

Testing Time 0.0638 secs 

Accuracy 92.2872 % 

Precision 0.9215 

Recall 0.8037 

F1-score 0.8585 

 
TABLE XI. Result based on Isolation Forest and RFE feature selection. 

Parameter Names Values 

Training Time 2.7022 secs 

Testing Time 0.1287 secs 

Accuracy 89.6386 % 

Precision 0.8659 

Recall 0.8712 

F1-score 0.8685 

Result analysis based on Deep Learning algorithms: 
TABLE XII. Result based on DBSCAN and Isolation Forest. 

Outlier 

Detection 

Technique 

Deep Learning 

Algorithms 

Loss Value Accuracy 

DBSCAN Recurrent Neural 

Network (RNN) 

0.6803 92.42 % 

 

Isolation 

Forest 

Recurrent Neural 

Network (RNN) 

0.0450 99.28 % 

 

DBSCAN  Gradient Descent 0.2568 

 

89.42 % 

 

Isolation 

Forest 

Gradient Descent 0.0165 

 

99.28 % 

 

DBSCAN  Artificial Neural 

Network (ANN) 

0.2469 91.42 % 

Isolation 

Forest 

Artificial Neural 

Network (ANN) 

0.1333 97.95 % 
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Fig. 4. Accuracy comparison with existing systems.  

 

 
Fig. 5. Precision comparison with existing systems.  
 

 
Fig. 6.  Recall comparison with existing systems.  

 

 
Fig. 7. RMSE error comparison with existing systems.  
 

 
Fig. 8. MSE error comparison with existing systems.  
 

 
 
Fig. 9. Specificity comparison with existing systems.  
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CONCLUSION AND FUTURE WORK 

       Spam filtering systems secures privacy for the email users. 

It analyzes the email content to take proper measures on 

blocking and deleting the identified spam email. In this research 

work, we have observed the classification performance with and 

without outliers and irrelevant features.  

In this comparative study, we observed that Machine Learning 

algorithms perform better than deep learning algorithms for 

tabular dataset to identify spam e-mails. This model helps 

effectively to detect spam. In future, we will work for image 

spam, blank spam, backscatter spam detection and we will work 

with text data direct from text content instead of tabular data 

using natural language processing. 
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Abstract—Internet of Things (IoT) is a field with tremendous
growth that already shows great impact in numerous domains.
Simultaneous with this development is the need for better
Cyber-security: IoT systems are attacked by various adversaries
targeting IoT services, platforms and networks, which can have
disruptive consequences. These attacks can be countered using
multiple strategies with different effects to the system. The
following paper, proposes a novel approach based on Machine
Learning and Statistical Hypothesis Testing, which allows the
security operator to investigate how using different strategies
affects various KPI related to the security of the IoT network and
if the KPI resulting from modifications to a mitigation strategy
are statistically different when compared to those occurring from
a starting mitigation action set.

Index Terms—Internet of Things, Machine Learning, Hypoth-
esis Testing, Cyber-Security, Attack Mitigation

I. INTRODUCTION

From Industry 4.0 to smart cities, the growth of the Internet
of Things (IoT) ecosystem has been empowering tremendous
advancements and extensive impact in multiple domains while
more industrial and commercial opportunities can be foreseen
in the future. In tandem with this expansion, has been the rise
of attacks against IoT systems, attacks which can potentially
become as pervasive as the spread of IoT applications. Suc-
cessful attacks against the IoT can cause disruption of services
provided, breach of sensitive or private data, huge monetary
losses, damage to property and even physical harm [1].

Designing secure IoT systems is the first step towards
guarding them from malicious acts. However, new exploits
and vulnerabilities are constantly discovered, so a robust attack
detection system combined with methods and tools to mitigate
new threats is an extremely important part to preserve the
soundness of any IoT system. This is a challenging task since
there are multiple attacks targeting different layers of the IoT
network, and each of these attacks can be counter-measured
by multiple mitigation actions [2].

The plethora of possible attack responses, creates the need
of tools that can help the network operator investigate how

This work is supported by the European Unions Horizon 2020 Research
and Innovation Program through the SerIoT project under Grant Agreement
No. 780139.

different mitigation actions can affect the network so that she
can make proper decisions for its safeguarding. The outcomes
of different mitigation strategies can be quantified by using
carefully selected Key Performance Indicators (KPI). Such a
tool is described and evaluated in the remainder of this paper.

A. Key Contributions

This paper presents a novel approach to distinguish dif-
ferences between sets of mitigation actions used to counter
an attack or threat against an IoT network. It allows the
Security Operator of the IoT network to modify a set of
existing mitigation actions and see the impact of the changes.
More specifically, the KPI values resulting from different
mitigation sets are used to ascertain clusters of such sets using
a machine learning algorithm. Then, the difference between
these clusters, is evaluated by means of a p-value provided
by a method based on Statistical Hypothesis Testing. To our
knowledge, this is a novel approach not suggested elsewhere
in available the literature.

The rest of the paper is structured as follows: Section II
briefly presents relevant literature and Section III presents
the methodology used to formulate the proposed approach
while section IV contains the results of experiments that were
performed to validate the proposed method. Finally, section
V contains the conclusions of this paper along with future
research directions and aims.

II. RELATED WORK

This section briefly presents the use of Hypothesis Testing
based algorithms in the context of IoT networks through
examples found in recently published literature, along with
details concerning four KPIs used in this work to quantify the
effects of one or more mitigation actions in the system.

A. Statistical Hypothesis Testing in the context of IoT networks

Hypothesis testing in the context of statistics, is the use of
a sample of data to evaluate the plausibility of a hypothesis
concerning the distributions of the sample data. Numerous
applications of algorithms based on Hypothesis testing have
been successfully applied to IoT domain specific problems.

978-1-6654-4067-7/21/$31.00 ©2021 IEEE
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Such methods have been extensively employed for attack
detection, for example: In [3] such an algorithm is used to
detect a Link flooding attack on an IoT Network, in [4]
Hypothesis Testing is used against spectrum sensing data
falsification in cognitive IoT Networks while in [5] Li et. al
use it to empower an distributed attack detection System.

Examples of other uses are numerous: Hypothesis Testing
based algorithms were used to perform polling for the values
of multiple KPIs in an fog based IoT sensor network [6] , to
facilitate protocols for the authentication of IoT devices [7]
or manage the privacy of Smart Energy Meters [8]. Moreover,
decentralized methods have been proposed, to preserve IoT
sensor energy consumption [9], to safeguard privacy [10]
or even preserve robustness in the case of existing noise
and occurence small data sets [11]. To our knowledge, no
other hypothesis-based application for evaluating different
mitigation strategies in IoT has been presented in the available
literature.

B. Security Related Key Performance Indicators for the selec-
tion of Mitigation Actions

The following section presents four Key Performance Indi-
cators (KPIs), selected to be used in this report as the metrics
to be describe the mitigation actions that has been deployed
to secure an IoT network. These were selected, based on the
results of a extensive literature review, which is available in
[12].

The first KPI is Common Vulnerability Scoring System
(CVSS), which is an open Industry standard for assessing
the severity of cyber-security vulnerabilities. This is ac-
complished by the use of a score between [0,10] with 10
representing a vulnerability with the highest severity. The
score is calculated using predefined values and equations,
available in [13]. Using CVSS, security experts can easily
share discovered vulnerabilities via public databases such
as the National Vulnerability Database [14]. Moreover, any
attack vector can be easily translated to a vulnerability in
the device it affects. In section IV the following formula is
used for the calculation of the CVSS score for a number
of mitigation actions to be applied to the system: CV SS =
10−mean(CV SSall detected vulnerabilities).

The second KPI is named Return on Response Investment
(RORI), which is used to calculate an index associated to a set
of the mitigation actions . This KPI can be used to evaluate
optimal plans by ranking them based on their efficiency in
stopping potential attacks, and simultaneously preserve the
best possible service for users. The authors of [15] provide
the formula used in this paper to calculate RORI:

• The financial cost expected to occur annualy, in the
absence of applying a mitigation strategy is refered as
Annual Loss Expectancy (ALE).

• Risk Mitigation (RM) estimates the coverage of one more
actions in the mitigation of an attack.

• The cost expected to occur due to the application of
mitigations is called Annual Response Cost (ARC) while

• The fixed cost associated to the system infrastructure,
regardless of the application of a mitigation strategy is
called Annual infrastructure value (AIC).

Then,

RORI Score =
ALE ∗RM −ARC

ARC +AIC
.

The third KPI is named Vulnerability Coverage (VC). VC
of a mitigation action cmi , is defined as the number of vulner-
abilities it covers when applied divided by the number of total
vulnerabilities so VC ∈ [0, 1] [16]. Disjoint VC includes the
vulnerabilities covered by a single countermeasure, whereas
joint VSC refers to the vulnerabilities covered by multiple
countermeasures.

Finally , the Deployment Cost KPI evaluates the deployment
costs of the mitigation actions by considering deployment
time, consumed resources and the importance of the device
that is affected by the countermeasure as assessed by the
network security operator [17]. To calculate it, three quantities
are required. First, Deployment Time (DT) which is measured
in milliseconds. This is the time required for a mitigation
action to be deployed. It can be assessed using historical data
and be dynamically updated. Then, the Device Importance (DI)
is needed, which is arbitrarily assessed by the network security
operator considering the specifics of each use case. A value
is assigned to each device, where Device Importance ∈ [0, 1].
The last quantity needed is Resource Consumption (RC), can
be imputed either by measurements or an arbitrarily chosen
ranking scheme can be used based on the network operators’
expertise i.e RC = {Very low: 1, Low:2, Medium : 3 , High
:4 , Very High : 5}. Finally the KPI value is calculated by the
following formula: Deployment Cost = DT ∗DI ∗RC.

III. PROPOSED MODEL

In the following section, a method to distinguish between
different sets of mitigation actions is presented: More specif-
ically, the KPI values resulting from different mitigation sets
are used to cluster the them. Then, the difference between
these clusters is evaluated by means of a p−value provided
by a Monte Carlo (MC) based method named Statistical
Significance of Clustering (SigClust) using Soft Thresholds.
Figure 1 presents a high level overview of the proposed tool.

A brief presentation of the SigClust method with
Soft Thresholds, as shown in [18] follows: Let X =
[x1, x2, · · · , xn], x ∈ Rd, be a data-set of n observations each
containing the values of d different KPIs.The method starts
from the null hypothesis that the data of X come form a single
multivariate Gaussian distribution N(µ,Σ). A test level α, e.g.
α = 0.95 is pre-specified to finally test the Hypothesis.

Let C1 and C2 be two disjoint sets resulting from the
application of a clustering of the data points contained in X
i.e. C1∪C2 = {1, 2, · · · , n}. Then, an indicator of the strength
of the clusters can be attained by the Cluster Index (CI), that
is used as the test statistic of the method:

CI =

∑2
k=1

∑
i∈Ck

||xi − x̄(k)||2∑n
i=1 ||xi − x̄(k)||2

, (1)
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Fig. 1. High level overview of the Hypothesis Testing Tool.

where x̄k is the mean of cluster k ∈ [1, 2] while x̄ is the overall
mean. Estimate values (λ̂1, · · · , λ̂d) for the eigenvalues of Σ
must be computed. Let (λ̃1, · · · , λ̃d) be the eigenvalues of
the sample covariance matrix.The covariance matrix Σ can be
written as

Σ = Σ0 + σ2
NI (2)

for a low rank positive semi-definite matrix Σ0. Let W0 be
a positive semi-definite matrix W0 with rank(Σ0)=rank(W0).
Then the precision matrix C can be defined, where

C ≡ Σ−1 ≡ (Σ0 + σ2
NI)−1 =

1

σ2
N

I −W0 (3)

To estimate Σ, the negative log-likelihood is minimized to
using C and the sample covariance

Σ̃ =
(X − X̄)(X − X̄)T

n
, (4)

to yield,

argminc[−log|C|+ trace(CΣ̃)], (5)

subject to 3 and C,W0 � 0. Let M ≥ 0, be a tuning parameter.
An additional constrained is set to control the signal versus the
noise of the data:

trace(W0) ≤M (6)

Finally,

λ̂j =

{
λ̃k − τ, if λ̃k > τ + σ2

N

σ2
N , if λ̃k ≤ τ + σ2

N

(7)

where τ is obtained by solving

d∑
k=1

(
1

σ2
N

− 1

(λ̃k − τ)+

)
+

(8)

Using the computed eigenvalues, the theoretic optimal CI
value is obtained by

TCI = 1− 2

π

max((λ̂1, · · · , λ̂d))∑d
i=1 λi

(9)

The rest of the process is comprised by the following four
steps:

1) Initially, data from the null distribution is sim-
ulated: (x1, ..., xd) are independent with xj ∼
N(0,max(λ̂j , σ̂

2
N )).

2) Then, this data is clustered using the k-means algorithm
with k = 2; the corresponding CI value are calculated.

3) By repeating this process a large number of times, an
empirical distribution of the values of CI is obtained.
Using the CI values obtained by the simulation, calculate
a p−value for the CI value of X .

4) Finally, a conclusion can be derived based on test level
α.

By using the p-value from the final step the following hypoth-
esis is answered:
• Ho The clusters come from the same distribution (p ≤

0.05) or
• H1 The clusters come from a different distribution (p ≥

0.05).
To apply this method, to distinguish the difference be-

tween different mitigation action sets the following procedure
followed: Let X = [x1, x2, · · · , xn], x ∈ Rd, be a data
set of n historical observations each containing the values
of d different KPIs, with xn being the latest observation.
Let xn+1 be the KPI values occurring from modifying the
mitigation actions that produce xn. Some clustering algorithm
is applied to all data, resulting to a partition of clusters
C = {C1, C2, · · ·Cj}, j ≤ n for all data points.

Let CA, CB be the clusters, in which the data-points xn and
xn+1 belong to. If the size of cluster size S is smaller than
a predefined minimum size C, then the following correction
is applied: The Mean and Standard Deviation of each KPI
is calculated. These are used as input to create and C − S
synthetic data points for the cluster using a Gaussian Isotrope
Distribution i.e. a Gaussian Distribution where the covariance
matrix is represented by the simplified matrix Σ = σ2I .

Proceeding the process, in the case when CA = CB the case
is trivial and no testing is required since the points belong to
the same cluster. Else, let xcluster ⊂ X be the subset of all
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points that belong either in CA or CB . Then the Statistical
Significance of Clustering methodology described above is
applied as is, answering the question: ”Are CA or CB different
in terms of their underlying distribution and is this difference
statistically significant?”.

IV. PERFORMANCE EVALUATION

The following section contains the evaluation of the per-
formance of the Hypothesis Testing Tool under two different
scenarios. The first scenario is used to showcase the approach
in a data-set with clear cluster memberships. Additionally, it
is used to investigate the sensitivity of the approach to the
change of different parameters of the clustering algorithm and
the underlying data set size.

The second scenario, investigates the operations and the
effectiveness of the proposed method to a data set with noise
and no clear cluster membership. Table III shows the steps of
the algorithm used for Hypothesis Testing.

The Hypothesis Testing tool was written in Python. The
experiments using the Jackstraw method where performed with
the implementation described in [19] using the R Statistical
Language.

A. Experimental setup

For the clustering of the KPI values, the Hierarchical
Density-Based Spatial Clustering of Applications with Noise
(HDBSCAN) [20] algorithm was used. This machine learning
algorithm has been shown to operate well in the presence of

data with noise and outliers, successfully recognizing clusters
with arbitrary shapes, different sizes and dissimilar densities.

Two sets of four KPI values are examined: One is com-
pletely synthetic with lack of noise while the second is
obtained by simulating a scenario where 150 devices are under
attack, i.e. 30 of each type of the devices presented in table I.

The HDBSCAN algorithm is heavily infected by choice of a
parameter that indicates the minimum number of members a
cluster must have to be considered valid. To determine this
number an arbitrarily chosen integer m which is the max
number of minimum cluster membership was chosen. Then for
cluster minimum membership number M = {2, 3, · · · ,m},
HDBSCAN was used to cluster the data and calculate the
value of the Variance Ratio Criterion score V [21]: a higher
value indicates clusters are dense and well separated.

The proposed method, is compared to a similar SoA method
originating from the field of Bio-Informatics, termed the
Jackstraw method [19] as implemented in [22]. This method
calculates the cluster membership significance instead of dif-
ference between clusters. It produces a p-value to answer the
following Hypothesis:
• Ho The point examined belongs to the same distribution

with the other members of thesame cluster (p ≤ 0.05) or
• H1 The point comes from a cluster with a different

distribution (p >0.05).
To compare two clusters using the Jackstraw method, for
the experimental results presented, the following assumption
was used: two clusters have statistically significant difference
only if the Jackstraw algorithm correctly ascertains cluster
membership for the cluster members of both clusters.

B. Experimental Results

In all experiments, it is assumed that a data point i.e. the
current KPI values of the system belong to a cluster and then a
data point representing the modified version of the original is
tested for differences, occurring by a set of modified mitigation
actions.

C. Experiment 1: Synthetic data-set from three isotropic dis-
tributions

In this experiment, the proposed Hypothesis Testing tool
is applied to synthetic data with clear cluster membership
to investigate the sensitivity of the SigClust and HDBScan
algorithms in changes to their underlying parameters: Three
clusters are used as the most trivial case. Additionally, experi-
ments with different numbers of iterations for the Monte Carlo
process were carried out and the run-time for each is reported,
to ascertain an appropriate number for the second experiment.

The synthetic data set was created by sampling 3 discrete
isotropic Gaussian distributions with pre-specified centres and
deviations, shown in Table II. Data-sets with different sizes
were created, to determine the data set size needed for the
method to produce correct results. Experiments with the fol-
lowing data set size were performed N =[200, 500, 1000, 2500,
3000, 4000, 5000, 10000] while in each case the clusters were
equally sized. For each data-set, the Monte Carlo process for
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TABLE I
MITIGATION ACTIONS AND RELEVANT INFORMATION REQUIRED TO CALCULATE THE KPIS SHOWN IN THE EXPERIMENTAL RESULTS

Device
Name

Device
Import. Loss CVSS

ID CVSS Mitigation
Action

Mitigation
Resources

Mitigation
Time

Deployment
Cost

Open
Vswitch 50 40

CVE 2017 9265 7.5

Honeypot 2 0.25 25
Block 1 0.2 10
Blacklist 1.5 0.2 15
Block Port 1.8 0.2 18

CVE 2018 17205 5

Honeypot 2 0.25 25
Block 1 0.2 10
Blacklist 1.5 0.2 15
Block Port 1.8 0.2 18

IP

camera
25 20

CVE 2018 19080 4.3

Honeypot 2 0.25 12.5
Block 1 0.2 5
Blacklist 1.5 0.2 7.5
Block Port 1.8 0.2 9

CVE 2018 19081 10

Honeypot 2 0.25 12.5
Block 1 0.2 5
Blacklist 1.5 0.2 7.5
Block Port 1.8 0.2 9

CVE 2018 19082 7.5

Honeypot 2 0.25 12.5
Block 1 0.2 5
Blacklist 1.5 0.2 7.5
Block Port 1.8 0.2 9

ONOS

SDN
75 40

CVE 2018 1000615 5

Honeypot 2 0.25 37.5
Block 1 0.2 15
Blacklist 1.5 0.2 22.5
Block Port 1.8 0.2 27

CVE 2018 12691 4.3

Honeypot 2 0.25 37.5
Block 1 0.2 15
Blacklist 1.5 0.2 22.5
Block Port 1.8 0.2 27

Windows

PC
100 60

CVE 2019 1368 2.1

Honeypot 2 0.25 50
Block 1 0.2 20
Blacklist 1.5 0.2 30
Block Port 1.8 0.2 36

CVE 2019 1359 9.3

Honeypot 2 0.25 50
Block 1 0.2 20
Blacklist 1.5 0.2 30
Block Port 1.8 0.2 36

Thermostat 25 60 CVE 2017 14020 9.3

Honeypot 2 0.25 12.5
Block 1 0.2 5
Blacklist 1.5 0.2 7.5
Block Port 1.8 0.2 9

TABLE II
MEAN AND STANDARD DEVIATION FOR EACH KPI PER CLUSTER FOR

SCENARIO 1 AND DATA POINTS USED FOR COMPARISON

Cluster Deployment
Cost

Vulnerability
Coverage

CVSS
Score

ROSI
Score

A 12±1 70±1 3±1 2600±1
B 15±1 52±1 5±1 2800±1
C 17±1 40±1 2±1 3000±1

Data
Points

point A1: (DC: 15.5, VC: 60, CVSS: 5, ROSI: 2750 ),
point A2: (DC: 15, VC: 52, CVSS: 5, ROSI: 2800 ),
point B1: (DC: 12, VC: 70, CVSS: 3, ROSI: 2600 ),
point C1: (DC: 17, VC: 40, CVSS: 2, ROSI: 3000 )

clustering Significance was run for i iterations where i = [5,
25, 100, 300, 500, 1000].

For all cases, the expected result i.e. statistical significance
when the clusters came from the same clusters, was found
when the data-set size was larger than N = 1000, for any
and all number of iterations. However, for N ≤ 1000, the
algorithm cannot correctly distinguish between members of
the same cluster.

For the experiments three different cases are examined: In
the first case, both the original and the modified data point
belong to the same cluster (Cluster A). In the second and
third cases, the two data points belong to different clusters: A
and B, A and C respectively. In all cases, the clusters have an
equal point of members.

Table III contains the results for N = 500. In the case
where we examine two points from the same cluster, all
results are False i.e. the test fails to distinguish that the
points belong to the same cluster. However, the opposite holds
when comparing points from different clusters: for all different
numbers of the iterations, the algorithm correctly indicates
that statistical significance is found i.e. the points come from
different clusters.

D. Experiment 2: Simulated data-set

In this experiment, the tool is applied to to a data set with
noise and no clear cluster membership. This data set was pro-
duced by applying the mitigation selection algorithm presented
in [12], on the mitigation rules found in table I. The data
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TABLE III
EXPERIMENT 1, CLUSTERING SIGNIFICANCE RESULTS FOR N = 500.

Comparison Iterations p-value Run Time (s)

Original Point A1 -
Modified Point A2

5 0 0.24693
25 0 0.84057
50 0 1.58204
100 0 7.21314
300 0 9.7017
500 0.008 25.0076
1000 0.004 53.44258

Original Point A1 -
Modified Point B1

5 0 0.239022
25 0 0.239022
50 0 2.066215
100 0 3.73554
300 0 12.16492
500 0 19.0975
1000 0 41.70072

Original Point A1 -
Modified Point C1

5 0 0.24693
25 0 0.84057
50 0 1.58204
100 0 7.21314
300 0 9.7017
500 0 18.29001
1000 0 36.39336

TABLE IV
CLUSTER COMPARISON RESULTS FOR EXPERIMENT 2, WITH THE

PROPOSED CORRECTION, THE ORIGINAL DATA AND A SOA METHOD

Results of proposed method with Correction
Ground Truth \

Assessment Same Cluster Different Cluster Accuracy

Same
Cluster 8 1 95.74%

Different
Cluster 1 36

Results of proposed method with original data only
Ground Truth \

Assessment Same Cluster Different Cluster Accuracy

Same
Cluster 2 8 80.43%

Different
Cluster 1 35

Results of Jackstraw method
Ground Truth \

Assessment Same Cluster Different Cluster Accuracy

Same
Cluster 9 0 89.13%

Different
Cluster 5 32

examined in this experiment, was found to optimally contain
ten clusters, with a minimum of 150 members (variance V =
9240.615), while a lot of the points were determined to be
noise i.e. not assigned to any of the clusters. Figure 2 shows
the distribution of the data and the clusters found, while Table
V contains number of the points belonging to each cluster.
The data-set has 6300 unique data points, in some cases not
exceeding the threshold of N >1000, determined to be needed
in experiment 1.

For this experiment, all clusters were cross-examined for
significance (47 unique pairs), using both the Sigclust and the
Jackstraw methods. The algorithm was initially tested without
the cluster size correction: It correctly assessed only 80.43 %:

Fig. 2. Figure shows the distribution of the ten clusters found in experiment
2 in terms of the Vulnerability Coverage, CVSS score and Deployment Cost
KPIs.

TABLE V
NUMBER OF POINTS PER CLUSTER FOR EXPERIMENT 2

Cluster Number
of points

Not
Assigned 1016

A 3006
B 165
C 171
D 304
E 328
F 464
G 226
H 257
I 173
J 179

The majority of the assessments is correct if different clusters
are compared but erroneous assessments occur when members
of the same cluster were compared.

However, based on the fact there are clusters with mem-
bership count lower than 1000, the cluster size correction
was applied: For each such cluster, enough synthetic data
using Gaussian isotropic distributions are created to reach
membership threshold C = 1000. This data was only used
for the case of a comparison of a cluster with itself and
not for clustering or for inter-cluster comparison . Using the
correction, the number of correct assessments rose to 95.65
%. The proposed method with the correction outperforms both
the method without the correction and the SoA method which
achieves 89.13 % accuracy. Finally, the F1 scores for each
method are: 0.8889 for the corrected method, 0.3077 for the
method without a correction and 0.7619 for the Jackstraw
methods.

V. CONCLUSIONS

This paper presented a novel mechanism to ascertain the
difference between a starting and a modified set of mitigation
actions was developed. This mechanism allows the system
operator to explore the effects of different mitigation plans in
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the system in terms of four cyber-security KPIs using statistics
and machine learning tools.

To reiterate, experiments show that the proposed tool
achieves a score of 95.78% accuracy, in discerning whether
a statistically significant difference exists between different
mitigation plans using a data set with numerous outliers. The
algorithm outperforms another similar SoA method by 6.61%
in terms of Accuracy.

The Hypothesis testing tool is currently being integrated
with the system developed in the SerIoT project [1] and more
specifically with an approach using Software Defined Net-
working (SDN) controllers, an automated Mitigation Engine
and a Visual Analytics Dashboard that allows a user-friendly
overview and operation in the case where manual intervention
to the system is required.

Finally, we plan to further augment the proposed method
in order to improve its performance and usability by intro-
ducing two enhancements: The first enhancement, will be a
mechanism that will automatically fine-tune the model used to
cluster the mitigation action set. The second enhancement will
involve experimentation using ensemble methods to combine
the results of the Sigclust and the Jackstraw models to obtain
a method with improved performance.
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Abstract— The idea of the Internet of Things is to connect 
every physical device with internet. Each device should be 
presented by a unique address of Internet Protocol. There are two 
versions of IP known by IPv4 and IPv6. IPv4 assumed to cover 
whole network interfaces. Since the appearance of IoT, number of 
connected devices increased sharply and IPv4 could not afford this 
enormous numbers. Therefore, the solution came by introduced 
IPv6 to afford this massive number in IoT environment. Despite 
IPv4 provided interoperability with several types of protocols, 
robust and easy implementation but it’s vulnerable for several 

kinds of attacks. Therefore, IPv6 introduced while having security 
protocols such as IPsec, neighbour discovery protocol and Secure 
Neighbour Discovery Protocol. However, due to IPv4 still working 
as well as updated with security components, there is need to 
interact between both versions of protocol. Therefore, there is 
need for interacting mechanism between both them. These 
mechanisms made implantation of IPv6 complicated and 
consumed more resources. Besides, there are threats for attacks. 
Therefore, security features in IPv6 are not enough and there is 
need for a new defense line that can secure network services and 
IP from attacks. Intrusion Detection mechanism considered good 
mechanism to provide protection due to it works based on two 
levels Host and Network. Besides, it uses several security 
approaches such as signature-based and network-based. However, 
considering this tool as it’s in IoT environment will not bring the 

light of security in IoT. Therefore, it should be developed while 
considering features of IoT devices to secure IoT environment. To 
achieve this, we have to investigate every feature, component and 
operation in network. This review paper aims to analyse difference 
between IPv4/IPv6 and point out security threats related to IP in 
both versions. Also, identifying main security threats to IPv6. 

Keywords— IPv4, IPv6, IP Security threats, ICMPv6, Network 
Layer attacks. 

I. INTRODUCTION. 

The 21st century is considered the time of development of 
technology due to the appearance of Internet-Of-Things (IoT). 
The main core of IoT is to associate physical devices in human 
life through connections over internet. This association provided 
several facilities for human activities. IoT has several 
application such as Smart City, Smart Home, Smart Grids and 
Smart Buildings [1]. Ideally, it should apply with every 

industrial fields. This association leads to massive financial 
gains. Several studies estimate the financial impact of IoT from 
2018 to 2023 to have increased from 249.4 to 2,0030.1 Million 
Dollar respectively [2]. This massive impact came from massive 
numbers of newly connected devices that interact and share data 
over internet. Studies suggest the estimated number of 
connected devices over internet increased from 7 to 21.5 billion 
device from 2018 to 2025 [3]. However, devices need Internet 
Protocol/Transmission Control Protocol IP/TCP to exchange 
data. The main advantage of IP/TCP is to allocate unique 
addresses to recognise of each device. Since the introduction of 
IoT, IP has been changed sharply from version 4 (IPv4) to 
version 6 (IPv6). This amendment introduced several security 
challenges for security mechanism as well as security attacks 
due to IPv4 still working and there is need to interacts between 
both versions while these mechanisms have interoperability 
challenges and vulnerable for  network layer attacks [4]. In this 
review paper, we are going to draw a roadmap of potential 
security threats based on IPv4 and IPv6 in IoT/Smart City 
environment. To achieve this purpose, I am going to use my 
knowledge in Pentesting as well as most updated works toward 
it. Updated work will be collected from strong conference and 
journals. Ideally, there are three main questions to be highlighted 
through this study:  

A. What are differences between IPv4 and IPv6? 

B. What are security threats for IPv4 and IPv6? 

C. What are specific threats for IPv6? 

II. IPV4 VS IPV6 

A. Open Source Interconnection model 

The Open Source Interconnection (OSI) model is considered 
to be the updated model in communication and interacting data 
between devices. It consists from seven layers known by 
Application, Presentation, Session, Transport, Network, Data 
Link and physical layer. Application layer is responsible for 
providing access to applications that are in connection with an 
internet. Presentation layer is responsible to present data into 
translated formats. Session layer is responsible for creating, 
opening and closing sessions in order to share data between 
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devices.  Transport layer is responsible for processing message 
delivery between senders and receivers. Network layer is 
responsible for identifying addresses, destinations, and routes of 
data through different networks. Data link layer is responsible 
for error detection, corrections, link access, framing and reliable 
delivery.  While the physical layer is responsible to define 
physical network. Since IP is located in network layer, we can 
assume rules for IP. Fig1, shows several protocols in each layer 
[5], [6]   

 
Fig 1, OSI communication model. 

 

B. Length of Address. 

The length/size of IPv4 is 32 bit while it is 128 bit in IPv6. 
Therefore, the number of available address in IPv4 and IPv6 are 
232 and 2128 respectively. The format of address used in IPv6 is 
alphanumeric hexadecimal notation while it is numeric dot 
decimal notation in IPv4. Prefix notation is 24 in IPv4 while it’s 
48 in IPv6. Also, IPv6 is represented by four hexadecimal digits 
in eight groups while in IPv4 is presented by three numeric dot 
decimal in four groups. Beside IPv6 supports auto configuration 
while in IPv4 support Dynamic Host Configuration Protocol 
(DHCP) or manual configuration. Table 1, shows comparison 
between IPv4 and IPv6 based on address features [7]. 

Table 1    address features between IPv4 and IPv6.  
IPv4 IPv6 

Length: 32 bit Length : 128 bit 

Available address: 232 Available address : 2128 

Format: numeric dot decimal 
notation 

Format: Alphanumeric 
hexadecimal notation 

Prefix notation : 24 Prefix notation : 48 

Represented by: Four 
hexadecimal digits with 
eight groups 

Represented by: Three numeric dot 
decimal in four groups. 

Supports: DHCP and 
Manual configuration. 

Supports: Auto configuration. 

 

C. Header. 

     Header in IPv4 consists of 14 fields. Firstly, the version 
value is 4 bits. Internet Header Length (IHL) have varying sizes 
between 20 to 60 bytes and is used to avoid errors. The type of 
services (ToS) used to provide quality of services such as Voice 
over IP (VoIP). Explicit Congestion notification (ECN) is 
optional, and it used to notify senders or receivers network 
updates. Total length size is 16 bits and is used to point out the 
size of total datagram. The size can be ranged between 20 to 
65535 bytes. Since this, fragmentation process has been 

introduced to deal with packet that have size bigger than this 
range. Identification (ID) is a feature used to identify fragment 
of IP uniquely. Flags are used to control and identify fragment. 
There are three flags known by Bit 0, Bit 1 and Bit 2 which are 
used for reserved, do not fragment and more fragments 
respectively. Fragment Offset has a length of 13 bit and is used 
to specify the offset of a fragment relative to the beginning of 
IP datagram. Time to live (TTL) has length 8 bit and used to 
present maximum time of datagram will be live on the internet. 
TTL is measured in seconds and it range between 0-255. In the 
case TTL value is zero then datagram will be removed. Protocol 
is used to present used Protocol in portion of datagram such as 
6 present TCP and 17 present UDP. Checksum of header has 
16 bit and is used to check errors in header. It is used to compare 
values of header checksum at each hop and discards packets in 
case of mismatch. Source Address has 32 bit and it present 
sender of data. Destination Address has 32 bit and present 
destination of sent packet Options it used for settings related for 
security, route, time-stamp and usually used when value of IHL 
is set to more than 5 [7]–[9].   

It is unlikely for IPv4, IPv6 has less than 8 fields. Starting by 
version and it represent the version of IP and has 4 bits. Traffic 
Class has 8 bits and is divided into two main parts. First one 
consists of first six bits and is used to make router familiar with 
kind of services that should be provided. Secondly, last two bits 
and used for ECN. Flow label has 20 bits and designed for real-
time media and streaming. Also, it used to maintain sequential 
flow of packets. This help router to identify particular packet 
belonging to specific flow of information. Therefore, it helps to 
avoid reordering of packets. Payload length has 16 bits and used 
to inform router with size of information that packet have. The 
size can be up to 65535 bytes and it will set for zero in case the 
maximum size is exceeded. Next header has 8 bits and used to 
indicate the type of extension header or Upper layer in case 
header is not present. Hop limit has 8 bits and used to stop 
looping packet in network. It is the equivalent to TTL in IPv4.  
Source address and destination address have 128 bits [7]–[9]. 

D. Quality of Service. 

      Quality of Service (QoS) is a set of requirements that are 
used to ensure proper delivery for packets. Ideally several 
parameters are used to construct metrics of QoS such as 
bandwidth, transmitted data, delay, lost data, received data and 
other parameters. Therefore, to evaluate the QoS between IPv4 
and IPv6, will be based onto fields that indicate proper delivery.  
In IPv4, the flow of packets will be based on source, 
destination, ports and type of protocol in transport layer. 
However, these parameters could be affected due to 
fragmentation and encryption process. While in IPv6, the flow 
of packets based on previous fields plus flow labelled which is 
pre-defined in header. Flow labelled consists of 20 bits. The 
field of 8 bits for traffic class and used to distinguish between 
classes or priorities of IPv6 packets. This distinction made by 
source node and router.  Flow labelled provided several 
advantages such as reduce average time for processing in router 
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in network, reduce delays of packet, reduce the use of resources 
that caused by frequent change route [10].   

E. Auto Configuration. 

      The main aim of this feature is to connect devices such as 
PC to internet automatically without need for manual 
configuration or software.  Also, it provides a unique IP address 
to overcome scalability issues. This feature is an improvement 
of Link Layer Discovery Protocol (LLDP) which uses a set of 
attributes to discover neighbour devices. The set of attributes 
known by Type Length Value (TLV) which consists of type, 
length, and descriptions of value [11]–[14]. 
Dynamic Host Configuration Protocol (DHCP) is used for 
automatic configuration of devices in network. It is used 
elements in configurations such as IP, subnet mask, gateway, 
and other information. Generally, this process consists of 
discover, offer, request and Knowledge. There are some 
similarities on functionality of DHCP in IPv4 and IPV6. Firstly, 
the components of DHCP are DHCP Client, DHCP Server and 
DHCP Relay. These components are not changed in both IPv4 
and IPv6. DHCP client is a device on a network that utilise a 
DHCP protocol to get network configuration. DHCP server is a 
component that provides a network configuration to DHCP 
client. This server is configured by a network administrator 
with network parameters to meet client needs. DHCP relay also 
known by DHCP relay agent and it used to pass messages in 
DHCP client and DHCP server are in different network. 
Secondly, scopes and leases. Scopes is a group if information 
that are used to configure device on network while lease is 
determine how long device on network can use that 
configuration. Finally, both use four messages to provide basic 
configuration of device on network. These configurations are 
discover message/solicit message, offer message/advertise 
message, request message/request message and 
acknowledgment messages/ replay message [11]–[14]. 
There are differences between DHCP for IPv4 and IPv6. Firstly 
called a reservation. In IPv4, MAC address been used to obtain 
IP address while in IPv6 used DHCP unique identifier (DUID) 
to allocated IP address. This mechanism is more sophisticated. 
However, reservation always require updating, as IPv4 is based 
on MAC while in IPv6 is based on DUIDs. The second 
difference is stateful and stateless. IPv6 have these two methods 
to configure devices on the network. Stateful stores device 
configuration while stateless not. In stateful DHCP sever knows 
IP address for all devices on network while in stateless it does 
not record any IP address and devices use router advertisement 
message to configure itself with an IP. A part of this IP is 
configured by device itself. In IPv4, it’s not possible for a 

device to configure a part of IP for itself due to limitation on 
number of usable addresses. Second difference is Broadcast and 
Multicast. IPv6 uses multicast rather than broadcast. Broadcast 
packets goes to all devices on the network once the device is 
loaded on a network. This consumes more resources if the 

network has many devices. IPv6 uses multicast which it sent 
packets for selected devices on network rather than all devices. 
This reduce traffic on network [11]–[14]. 

F. Mobility. 

      The main idea behind Mobile IP protocol (MIP) is to keep 
devices connected to the internet while device in continuous 
mobility. In IPv4, mobility mechanism consists from three 
functional units known by home agent (HA), forgiven agent 
(FA) and mobile node (MN). Every MN has permanent home 
address allocated from home network but when it moves out, it 
gets a temporary address (CoA) which is used to identify MN 
in visited network. However, routing issue cause delays in 
mobility in IPv4. While IPv6 provide a great support for 
mobility due to its uses two IP address known by home address 
and CoA. However, routing has been improved in IPv6 [15].  

G. Security.  

      IPv6 loaded with IP security series (IPsec) for security, 
authentication and data integrity provides authentication on 
header and encapsulating security payload extension (ESP). 
Also, it is designed based on end-to-end encryption and it 
supports more-secure name resolution. Besides, the secure 
neighbour discover protocol (SEND) added extra security 
features to neighbour discovery protocol (NDP) which is 
responsible for discovering other node on local link. However, 
NDP is not secure but SEND secure it with cryptographic 
method. Updated IPv4 include IPsec features. Therefore, 
security is different but not that big [4] [7].  

 
 

III.  SECURITY THREATS TOWARDS IPV4 AND IPV6. 

In this section, we are going to investigate Cyber security 
attacks based on bothIP addresses. We would like to mention 
new sophisticated attacks are multi-use which means it will be 
based on IP and other services. However, we are going to 
classify attacks based onto previous features and operations in 
IPv4 and IPv6.. 

A. Fragmentation attacks 

Fragmentation process is used when sent packet in more than 
maximum size therefore, attacks related for this process are: 

1) Ping of death. 
The main aim of this attack is to destroy services on destination 
machine. Idyllically, this attack used ping feature to create a 
small fragment and when these fragments assemble at 
destination, they exceed the max size of IP packet of 65535 
bytes. This attack belong for Denial of Service (DoS) but it 
utilised connection features to be conducted [16]. 

2) Drop attack. 
This attack based on reassemble rules of fragmentation. One of 
these rules is to indicate location of fragment to reassemble 
successfully at destination. Hence, hackers utilise this rule 
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through sending fragment with overlap in order to make 
destination node unable to reassemble sent packet [16]. 

3) Overlapping. 
The main aim of this attack is to gain access based on TCP 
flags. It sends first fragment with TCP flag in order to reach the 
destination. The second fragment is sent with different value of 
TCP flag.  This fragment is not blocked due to verification 
conducted only at the first fragment and when both fragments 
reach the destination, flag of first fragment will be over written 
with value of second fragment [16]. 

4) UDP and ICMP attack. 
The main aim of this attack is to consume resources through 
sending UDP or ICMP packets bigger than network MTU 
[16]. 

B. Routing attacks. 

      Routing is a process to identify path of traffic inside or 
outside the network. It works in both versions of IP. Therefore, 
there is a threat for several attacks such as: 

1) Flood attack. 
This attack is based on sending large amount of traffic that 
make the destination unable to process sent packets. This attack 
belong for DoS. This attack utilises several types of protocols 
such as TCP, UDP and ICMP [17]–[19]. 

2) Sniffing attack. 
This attack aims to capture traffic while being sent through a 
network. It has many aims such as stealing confidential data or 
dropping some packet. The best example of this attack is Man 
in the Middle (MiTM) which is based on fool router and source 
to make traffic passed through it [17]–[19]. 

3) Fake attack.  
This attack is based on introducing a fake device or access point 
which is not authorised to be inside a network. Once this fake 
device is installed inside a network, it can pass traffic through 
it in order to steal data [17]–[19]. 

4) ARP spoofing. 
ARP protocol is used to enable network communication 
between devices. It is used to map MAC and IP address and this 
mapping information stored in ARP table. This attack is based 
on sending wrong ARP messages over local networks to 
connect hacker MAC addresses with legitimate devices. Hence, 
hacker devices will obtain IP address and start spoofing, 
modifying and blocking communication. This attack belongs 
for MITM [17]–[19]. 
 

IV. SECURITY THREATS TOWARDS IPV6. 

            There are some threats toward IPv6 such as:  
1) ICMP Threat. 

IPv6 networks use ICMP message to conduct some important 
mechanisms such as router discovery when router respond for 
end node with router solicitation message (RS) with router 
advertisement (RA). This information saved for a time in 
routing tables. Therefore a threat here hackers could fool 
victims with RA messages to present itself as a router. 

Therefore, hackers can steal and see traffic. This attack 
conducted by MiTM tools. Unlikely in IPv4, blocking messages 
of ICMP is common development of secure features in IPv4 
network [7]. 

2) Fragmentation process. 
In IPv6, fragmentation processes are denied by an intermediate 
node and it conducts only by source node. The minimum 
recommendation size for MTU is 1280 bytes. Some security 
features recommend discarding all fragment with less than that 
value except if it’s in the last round of flow. Using fragments, 
an attacker establishes that port numbers are not in the first 
fragment. This helps in overcoming security mechanisms and 
in order to send massive numbers of small fragments which 
cause system crashes. Therefore, it is recommended to limit 
number of fragments [20].  

3) Transition mechanism. 
IPv4 and IPv6 protocols still coexist. Therefore, there is a need 
for compatible transmission in order to avoid risk of failure in 
internet connection. Despite the core of IPv6 is to provide 
improvements of IPv4 but different between both protocols 
resulting in two completely different protocols. This case 
compatibility problem means IPv4 hosts and routers will not be 
in a position to directly manage IPv6 neither IPv6 will directly 
manage Ipv4. Therefore, there is a need for transition 
mechanisms such as tunnelling, and dual-stack configuration. 
Tunnelling is capable of dealing with address selection and 
DNS resolution but it increases routing process and consumes 
more memory and CPU. Once it increased routing process, it 
will be vulnerable for routing attacks. Translation is easy to 
implement, works with private address and configured NAT 
node but it shows administration challenges due to its 
complexity and requires extra configuration which causes slow 
packet flow. Finally, it poses security threats with NAT due to 
it keeping sessions to apply address and port transition for 
inbound and outbound traffic. So, in case an injection of 
unknown packet came from inside network, a new session will 
be created.  Tunnelling mechanism allows IPv6 packets to 
transport over IPv4 but it causes problems such as delay loaded 
CPU to perform encapsulation [21]. To clarify these threats, we 
use NAT64 which used to translate between IPv6 and IPv4. It 
consists from three main parts known by NAT64 prefix, DNS64 
server and NAT64 router. Let’s presume, two networks A and 
B needs to communicate. Network A is a network IPv6-based 
and Network B is a network IPv4-based. In network A, there is 
a device need to communicate with a Website in network B.  
The first step is a device in network A communicate with 
DNS64 server asking about IPv6 for website in network B. 
Suppose, DNS64 server does not have record about this 
website. So, it will communicate IPv6 DNS server asking about 
it. IPv6 DNS server communicate with IPv4 DNS server about 
address of website. IPv4 DNS server replies with address of 
website in Network B due to it is located at the same network. 
Then IPv6 DNS server forward it to DNS64 which will do 
prefixing for it in hexadecimal. After that, it will forward it for 
a device which it used to communicate with NAT64 router 
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which be the main components between both networks. NAT64 
router made translation between IPv6 and IPv4 header. Finally, 
translated IPv4 packet will be forward it for website to conduct 
communication. This whole process is very complicated and 
need high resources such as CPU and routing process. Hence, 
it will be vulnerable for several attacks such as sniffing, DoS 
and routing.    

4) Secure Neighbour Discovery Protocol. 
ICMPv6 include Neighbor discovery Protocol (NDP). It is 
designed for several services in IP such as multicast, NDP, and 
neighbor discover (ND). It uses several messages such as router 
solicitation, router advertisement, neighbor solicitation, and 
neighbor advertisement.  However, security in NDP is based on 
its scope and without securing NDP, IPv6 is still vulnerable for 
several attack  such as MiTM, rouge and replay.  
Secure Neighbour Discovery protocol (SEND) introduced to 
protect NDP and make IPv6 safe protocol. However, 
deployment of SEND is not easy and it computes intensively 
besides massive bandwidth consumption. So, IPv6 is still 
vulnerable for these attacks [22].  

5) IPsec. 
Internet Protocol Security (IPsec) is used to secure network 
packets at IP through enables cryptographic. It used widely in 
build Virtual Private Network (VPNs) by establishing Internet 
Key Exchange Protocol (IKE). IKE consists from two versions, 
each one in different mode and phases. Also it uses several 
authentication methods and configuration options.  In case pair 
keys refused at different versions and modes in IKE, can 
introduce bypass authentication and made network vulnerable 
for authentication attack [23].  

V. FUTURE WORK. 

The main aim of this review paper is to point out security threats 
for IP in both versions. I plan to use this knowledge in my PhD 
research which is titled “identify security architecture 
compromised Intrusion Detection Mechanisms (IDS) to detect 
major attack in IoT and Smart City context”. IDS is considered 
a promising security mechanism but not suitable to apply as it 
currently stands and should be improved, therefore we need to 
recognise threats related to IPv4 and IPv6 [24].  

VI. CONCLUSION. 

IPv6 have been introduced in order to overcome of IPv4 
challenges in IoT context which it’s limited to number of 
address while scalability issue is very clear in IoT. Besides, it 
introduced to overcome security issues in IPv4 through 
adapting several security protocols such as IPsec and SEND. 
However, existing of IPv4 introduced requirement of 
interoperability issue with IPv6. Several mechanism been 
introduced to server this purpose such as tunneling. These 
mechanism consumed many resources and this made network 
vulnerable for several types of network attacks. Besides, 
security features in IPv6 such as IPsec is also vulnerable for 
authentication and MiTM attacks. 
There are several feature of IoT nodes, one of them is 
lightweight due to only capability to send small size of packet. 
Therefore, adapting IPv6 while holding translation mechanism 

that consumed plenty of resource introduced challenges for 
interoperability in IoT devices. Therefore, proposed solution 
for adapting IPv6 in IoT network, should be lightweight.    
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Abstract—Poultry farming has contributed immensely to 

global food security and the economy. Its produces are 

favourites and hugely subscribed, due to the uniqueness of their 

nutrients to all categories of people and the alternatives they 

provide to other high-cholesterol proteins.  The increase in the 

world's population will continuously stretch for an increase in 

demands for poultry products. A smart way to ensure 

continuous production and increased yields in various farms is 

to adopt automated and remote management of poultries. This 

paper modelled and developed a collaborative system using the 

synergistic wireless sensor network technology and the internet 

of things. The system integrated resourcefully selected wireless 

sensors, mobile phone, other autonomous devices and the 

internet to remotely monitor and control environmental 

parameters and activities within the farm. Parameters such as 

temperature, humidity, water level, food valve level, ammonia 

gas, illumination are sensed, benchmarked against selected 

thresholds, and communicated wirelessly to the sink node and 

the internet cloud. The required control actions can also be 

initiated remotely by the administrator through messages or 

command signal. Also, the various parameters and actions can 

be read or documented in real-time over the web. The system 

was tested and evaluated to give an average of about 93.7% 

accuracy in parameters detection and 2s delay in real-time 

response. Therefore, a modelled system has been developed to 

provide robust and more intuitive solutions in poultry farming. 

Keywords—internet of things, early chicken, monitoring 

system, poultry, wireless sensors. 

I. INTRODUCTION 

Food security and food quality enhancement is an 
important global issue being addressed by the sustainable 
development goals (SDG). The increasing world population 
has also pressurized the food production capacity to be 
drastically increased and improved upon, to cater for the 
survival of people. The past few years have experienced 
increased awareness around the globe about the need for 
increased agricultural yields and food safety. Poultry farming 
has contributed immensely to the economies of many nations 
and global food security.  Poultry has been described by [1], 
[2] to include a range of domestic bird species. Poultry 
farming identifies specifically with the agro-food sector for 
raising chicken for meat and eggs. However, food security is 
directly affected by poultry farming due to consumer issues 
linked to availability for meeting demands, affordability, 
accessibility, and consumption safety [3]–[5]. Good 
productivity and profitability in the sector have a crucial 
impact on national revenues and incomes to the farmers [6]. 
The profitability of a poultry farm is a measure of the revenue 
fewer costs, and dependent on the efficient economics of 
productivity [7]. Human civilization and industrial revolutions 
have introduced synergistic technologies to help the agri-food 
sector to grow and thrive [8]. Nations are adopting new 
measures and protocols to digitalize food production and 
automate agricultural practices. Beyond the impending 
possibilities from traditional ways of managing poultries and 

others, food production continues to present the need to 
incorporate innovative disruptions for automated systems [9], 
[10]. Poultry management systems characteristically contain 
three basic separate functions which include sensing or 
monitoring, decoding and decision-making, and necessary 
intervention [11]. 

Internet-connected objects can collaborate with other 
autonomous devices, and with themselves to execute tasks in 
poultry management and food production. Internet of things 
(IoT) has been described as a revolutionary technology 
associated with devices such as sensors and personal 
computers being connected to communication infrastructure 
and the internet via software solutions for self-sufficient 
actions devoid of human interference. In recent times, the IoT 
capacity being utilized by machinery, modern tools, 
information technologies, and emerging communication, is a 
major consideration for the agri-food sector. The aim is to 
bolster the food regime with automation, connectivity, 
digitalization and efficient use of resources [12], [13]. IoT is 
poised for a far-reaching inference on the agri-food sector and 
becomes an important part of a smart poultry farm. 
Implementing IoT technology in smart poultry production will 
incorporate internet-based devices to autonomously act, while 
humans are only to intervene at a point requiring a higher 
intelligent level [14]–[19]. The communication capability 
between sensors and various equipment used on the farm 
remains the main advantage of IoT in the process of process 
and tasks automation, to enhance management efficiency. The 
feasible communication types within the IoT network include 
device-device, human-device, and device-human 
communications. A simple communication signal can initiate 
the automation of different procedures within the system. 
Presently, most nodes of sensors within the IoT network are 
homogenous, thereby making the required communication 
architecture very similar to that of a wireless sensor network. 

The new complex IoT-based multi-device 
communications are meant to face greater challenges 
associated with heterogenous nodes such as limitation in 
power supply, storage, processing units, and the inconsistency 
of the network access. The multi-device challenges can be 
addressed through instrumented algorithms, thereby allowing 
a higher capability of farm automation and processes such as 
precision feeding instrumentation in which feeds are 
administered based on prior weight determination of the 
broilers [15]. The application of radiofrequency tags is also 
very useful in poultry systems to monitor the feeding 
frequency, the frequency of egg-laying, and health status 
detailing. The data on the birds can then be used to decide and 
initiate control of the previously measured parameters.  
Therefore, an IoT infrastructure can be implemented in the 
poultry farms by ensuring the processes and methods for data 
protection, data overseeing and governance to ensure 
continuous data integrity and quality [20], [21]. Existing 
poultry management systems are attributed to automated 
condition monitoring, but manual intervention methods. The 
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manual feeding process has its unique limitations which 
include injurious over-feeding, and delayed supply of feeds. 
This paper aims at combining a synergistic approach in 
combining autonomously designed devices with the internet 
to solve ecological monitoring, decision-making, and 
interventionist action automatedly. 

II. MATERIALS AND METHODS 

The poultry management system is modelled and 
developed using resourcefully selected devices and validated 
algorithms.  

A. System Model 

The multiple function decision-making model [22] is 
adopted in designing the poultry management system. The 
intervention provided by the system at any particular time is a 
subject of the decision-making pitch arising from multiple 
monitored input parameters.  

The system is considered as a large entity with � 

subsystems and � major actions being taken. Assuming ���
�  is 

the value of the input environmental factor � being monitored 

in initiating a unit action �, and 	�
� is the total output of action 

� in the subsystem 
 . Consider ��  as the final relevance of 
factor �  in the entire system. Therefore, the representative 
equation of the entire system is as stated in equation (1). 

∑ ∑  ���
��

���
�
��� 	�

� + �� = ∑ 	�
��

���         � = 1,2, … , �     (1) 

Assuming ��
� represents the total output of action �  in 

subsystem k as determined by the decision-making of the 

subsystem. Meanwhile, if all ��
�(
 = 1, 2, , �, � = 1, 2, … . �) 

is the solution to equation (1), the decision-making of the 
entire system should agree with the collective decision made 
by the subsystems which set the decision-making plan of the 

entire system as 	�
� = ��

�(
 = 1, 2, , �, � = 1, 2, … . �) . 

However, this is observed not to always be true as ��
� does 

not often satisfy equation (1), thereby making the 
requirement for a further procedure necessary. 

Meanwhile, if any of the solutions of ��
�(
 =

1, 2, , �, � = 1, 2, … . �)  minimizes all the differences 

amongst 	�
�  and ��

� , a satisfactory solution of the entire 

system can be established. Weighted measure multi-criteria 
decision-making technique is hereby proposed as a 
mathematical model solution as highlighted in equations (2) 
and (3). 

min �∑ ∑ �
 !�

�(	�
� − ��

�) �
���

�
��� #             (2) 

∑ ∑ ���
� 	�

� + �� = ∑ 	�
��

���
�
���

�
���             (3) 

where !�
�(
 = 1, 2, , �, � = 1, 2, … . �) are the weighting 

coefficients, while !�
� ≥ 0 and ∑ ∑ !�

��
���

�
��� = 1. 

B. Hardware Design 

The system has the main objective of monitoring some 
ecological parameters and initiating interventionist corrective 
measures, while the system status is related through the 
internet. For instance, a low-level feed could be an indication 
for an automatic supply of feed from the food shelf and a 
message to place an order to the feed suppliers. Also, a high-
level of sensed ammonia gas and humidity is a signal for 

automated increased ventilation rate and the need to evacuate 
chicken droppings/wastes.  The block diagram of the system 
hardware is as shown in Fig 1.  

 
Fig. 1. The hardware block diagram of the system 

The hardware unit of the system was designed with 
wireless and autonomous sensor nodes to monitor 
temperature, humidity, air quality, water level and feed 
availability in interested poultry space, and communicate the 
processed data via their transceiver to the access node. The 
access node communicates the data to the internet where it 
can be accessed in real-time. The interventionist actions 
being initiated by the access node and the cloud, based on the 
data from the sensor nodes are also being relayed in real-time 
to the necessary stakeholders and administrator of the poultry 
system.  

For accurate calibration of the temperature and humidity 
requirement in the system, the thermal neutral zone of the 
chicks/birds is required.  This is often required weekly. 
However, this changes on an approximately daily basis due 
to poultry growth from 'placing' to 'lifting', hence the need for 
the system to cover the daily weight average. For instance, 
the bodyweight difference of chicks from day 7 to day 13 is 
often significance, just preceding the weekly change 
occurrence.  A 7-day old chick can weigh 190 – 200 grams 
while weighing 490 – 500 grams at 14 days.  

The system consists of two heterogeneous sensor nodes. 
The first node contains the temperature, humidity and air 
quality sensors, while the second node had the water level and 
feed availability sensors which measured its required 
parameters with a 1kg load cell. The hardware devices are 
selected from the comparative analysis of some alternatives 
and decided upon based on resourceful considerations. 
DHT21 AM2301 was selected for temperature and humidity 
sensing having analyzed its features against LM series, TMP 
series, SHT series, and DHT variants for temperature, and 
HR202 series, SENS-HYD2, SHT series and other DHT 
variants for humidity.  

This study has selected MQ137 as its gas sensor. It took 
into account the possibility of some gases in the air such as 

&' , ( ), &(*,+(, , but it focused on the presence of the 

ammonia gas (+(,) due to the poultry droppings and waste. 
Ammonia gas affects the growth of chickens and can cause 
several diseases like hand foot disease, mouth disease, bird 
flu etc. The threshold value of ammonia gas in the air is 40%. 
The capacitive 2-probe sensor was selected for water 
detection, while a weight sensor was chosen for the feed 
sensing. Arduino Nano was selected for the microcontroller 
unit due to size, compatibility in voltage and current 
requirement, and the grove pins. The microcontroller board is 
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based on the ATmega328, having 14 digital input/output pins 
(of which 6 can be used as PWM outputs), 6 analogue inputs, 
a 16 MHz crystal oscillator, a USB connection, a power jack, 
an ICSP header, and a reset button. XBee RF module was 
selected for the transceiver unit after comparing the ZigBee, 
Bluetooth, and WIFI communication network standards. The 
modules are designed to meet IEEE 802.15.4/Zigbee 
standards. This standard defines a dual physical (PHY) layer 
and media access (MAC) layer, which is 2.4Ghz and 
868/915Mhz. The Xbee has the capability of communicating 
these modules with the microcontroller (MCU) through a 
universal asynchronous receiver/transmitter. The General 
Packet Radio Service (GPRS) module was selected for 
mobile connectivity, having compared it with the Enhanced 
Data rate for GSM Evolution (EDGE) and High-Speed 
Packet Access (HSPA) technologies. 

C. Software Design 

The algorithm of the system was designed and developed 
in two sections, to report the changes in parameters 
(temperature, humidity, water level, feed availability, 
ammonia gas level) in the poultry farm; and initiate the 
appropriate control measure to normalize the changes as 
designed with the overall system. The algorithm flowchart of 
the system working model is as shown in Fig 2. The flowchart 
mainly highlights the specific operational details of the 
system, while the configuration details of the transceivers and 
microcontroller modules are accordingly generic. The system 
was developed to cover the three main units: the monitoring 
sensor node, the network coordinating node, the internet and 
mobile unit, and the control unit. 

III. RESULTS AND DISCUSSION 

 The implemented IoT-based poultry management system 
incorporated the proposed model, and the resulted hardware 
and software units. The resulted system nodes are as shown in 
Fig 3. The sensor node monitoring the temperature, humidity 

and ammonia gas is shown in Fig 3(a), while the sensor node 
measuring the water level and food availability is shown in 
Fig 3(b). The critical temperature for layers is 20°C. For every 
1°C lower than 20°C, the birds require an extra 1.5 g of feed 
per day. The most efficient temperatures for layers are 
between 20 – 24°C. When temperatures rise above 24°C, shell 
quality and egg weight will reduce. The critical temperature 
for broilers and rearing birds is highly dependent on age. The 
load cell measures the quantity of feed in grams and was 
calibrated to measure the food weight in the percentage of the 
standard value. As the feed is being gradually consumed, the 
digital scale measures the reduction in the weight and once the 
quantity of feed reduced beneath 25% of the standard which 
is the maximum quantity of feed the load cell can 
accommodate, it will turn the servo motor which in-turn opens 
the nozzle for grains to pour back into the plate. Also, as water 
is being consumed, the digital scale measures the reduction in 
the weight and once the quantity of water reduced beneath 
25% of the maximum water capacity, the solenoid valve opens 
the tap for the water chamber to be refilled. 

The ventilation unit and the coordinating node with the 
internet gateway and the display LCD are as shown in Figs 
3(c) and 3(d) respectively, while the prototype system unit 
during testing is shown in Fig 3(e). The average parameters 
reading and the corresponding intervention action taken by the 
system is as highlighted in Table 1, while the user application 
interface result connected to the internet cloud and the 
corresponding indicated result on the LCD at around 16:20 
hours on Wednesday 6th of January, 2021 is as shown in Fig 
4. It can be deduced that the Temperature was higher during 
the day and lower at night and the relative humidity was higher 
in the night time and lower in the day. The bulb is controlled 
based on the temperature, if the temperature dropped below 
24℃ the bulb automatically came ON and it remained ON 
until the temperature rose above 35℃ then it went OFF after 
which the fan was turned ON. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. The algorithm flowchart of the system 
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Fig. 3. The system hardware units (a) sensor node 1, (b) sensor node 2, (c) 
the fan unit, (d) coordinating node, and (e) the prototype system under 

testing. 

TABLE I.  AVERAGE TEMPERATURE AND HUMIDITY READING WITH 

THE CORRESPONDING SYSTEM RESPONSE 

The smart poultry management system was integrated 
with an MQ2 gas sensor senses toxic smoke, dust and gases. 
However, ammonia was the most important gas to measure. If 
the concentration of the gas was below recommended levels 
whereby the system was designed to have an upper critical 
level for ammonia as 20 ppm. The Alarm comes ON whenever 
the threshold value is triggered, this prompts the farmer to re-
evaluate the nutrient of the feed given to the chickens. The Fan 
was also controlled by the MQ2 gas sensor to achieve 
optimization of the system ventilation whenever the system 
faces certain irregularities of been smoky, dusty or increased 
levels of ammonia. 

The indicated results on the system local LCD and that of 
the user application interface are almost the same, with about 
2s delay response time. 

 

Fig. 4. The interface results  (a) LCD, (b) Application interface  

IV. CONCLUSION 

A precision poultry management system based on IoT 
synergistic approach has been developed. The system 
monitors and regulates the condition of the poultry chickens 
through the internet in real-time. This study synergized among 
sensor technology, wireless communication, internet-of-
things and automation in the implementation of the system. 
The achieved aim was to improve the health and growth of the 
birds by preventing infectious diseases among the birds, 
ensure increased egg production, reduce the gaseous 
pollutants, reduce human intervention, and maximize the 
overall profit. The system consists of resourcefully selected 
node components and internet-enabled autonomous devices 
and networks. This study has modelled and developed the 
management system to enable the farmers or administrators of 
the poultry farms to relate with or control the conditioning 
parameters of the birds based on the temperature, humidity, 
water level values, food dispensing, and ammonia gas 
coefficients in the poultry farm. In further works, the system 
would be more robust by incorporating energy rechargeability 

Period 

(GMT) 

Measurement System 

Response 

Average 

temperature (0C) 

Average 

relative 

humidity 

(%) 

00:00 - 02:00 25 63 No response 

02:00 - 04:00 24. 67 Bulb turns ON 

04:00 - 06:00 23.7 70 Bulb stays ON 

06:00 - 08:00 23.5 68 Bulb stays ON 

08:00 – 10:00 25 58 Bulb turns 
OFF 

10:00 – 12:00 27.3 50 No response 

12:00 – 14:00 29.7 46 No response 

14:00 – 16:00 31 43 Fan turns ON 

16:00 – 18:00 30 44 Fan stays ON 

18:00 – 20:00 28.8 47 Fan turns OFF 

20:00 – 22:00 26.9 53 No response 

22:00 – 24:00 26 58 No response 

 
(a) 

 
(b) 

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 575



and portability to the nodes. Also, the proposed model would 
be validated and evaluated to depict the real-timeliness of the 
developed system. Furthermore, the system portends a 
possibility for integrating more than one poultry farm in the 
same neighbourhood and monitored over the same internet 
space and infrastructure. 
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Abstract—A granary is designed to manage and control 
different environmental factors to ensure the desirable quality 
of the stored bulked grains, hence an effective monitoring 
system. This paper aims at establishing a model for an effective 
granary system to achieve multi-objective balance on real-time 
monitoring, minimum deployable nodes, coverage efficiency, 
longer node life, reduced cost and reduced power consumption. 
Multi-variable linear regression analysis was used to develop the 
mathematical model which formed the basis for formulating the 
objective function of the generic algorithm requisite. The 
simulated result of the model was validated by using a weighted 
sum method. The optimized model by using the available 
constraints is a template for a developed network of wireless 
nodes approach to establish a promising and resourceful 
representation of an operable granary monitoring system 
design. 

Keywords— granary, model, monitoring system, multi-
objective design, optimization 

I. INTRODUCTION 

In recent times, researchers have established the possible 
and tremendous gains of applying wireless sensor networks in 
the condition monitoring of stored agricultural produces. 
Considerably, grains contribute well to the global economy 
and food security. Adequate monitoring is a necessity to 
ensure the desired quality of grains across the entire value 
chain, especially storage [1]. A granary is effectively designed 
to store grains, and also manage and control the different 
environmental factors that can affect the desirable quality of 
the stored bulked grains. Losses during storage can have 
relative economic impact on small-scale farmers and the 
nation, causes mainly due to poor storage infrastructure. The 
important factors to be monitored and controlled during 
storage include relative humidity, temperature, moisture, 
carbon gases and others [2]. Storage of agricultural produces 
is a very crucial component of ensuring food security. A poor 
and unscientific design of storage bins cannot guarantee the 
desired storage objective of the produces. Cereals and grains 
are the major agri-food products and income source for the 
dwellers of most developing countries. Globally, the annual 
losses during the storage of the products are being estimated 
at 30% [3], [4]. Beyond the losses due to other factors and 
effects, the quality of the post storage grains is an important 
area of consideration. The diffusion of moisture contents from 
warmer region of a storage bin to the colder end as a result of 
the temperature gradients is the main cause of grain 
deterioration. Therefore, effective monitoring of grain quality 
requires a distributed detection of the temperature gradients 

and other parameters at the different locations within the bin 
[5], [6]. In effect, an efficient storage setup demands to be 
designed to cater for both the multiple factors and the constant 
varying temperature gradients within it. 

Various designs and measures are being developed to 
provide the needed schemes to solving the problems 
associated with granaries as being illustrated in Figure 1 [1]. 
A pilot test is good a measure to provide the experimental 
details of the desired designs due to the large variability of the 
involved parameters. However, on-site natural experiments 
present a time-consuming, irreproducible and expensive 
feasibility. Also, most devices for grain monitoring have been 
discovered to generally under-predict parameters for freshly 
dried grains. This is a basis established from the assumption 
that most devices are relatively sensitive to the outside layer 
of the grains. Consequently, a veritably developed 
mathematical model is the out-to-out scheme to be simulated, 
validated and implemented as the solution [7]. 

Fig. 1. A typical distributed scheme of granary monitoring [1] 

Designing granaries and the attendant monitoring systems 
to minimize grain losses requires the requisite prediction of 
the temperature and moisture distribution within the bins. The 
prediction will also assist in developing and evaluating the 
strategies necessary for ventilation or aeration [8], [9]. 
Predictive models are particularly based of simplified 
observations and assumptions, and embedded in mechanistic 
theories when acceptably substantiated. This is recognized in 
[10] by developing a probabilistic model to generate a strain 
in predicting the other behaviour of the same species using 
maize grain extracts. The model is useful for introducing 
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strategies to improve grain storage conditions and preventing 
economic losses. Meanwhile, to establish a practical 
predictive model to cater for the generation of mycotoxin in 
the post-harvest period of storage is difficult, because of the 
constant changes in stored grains temperature and humidity, 
and the complexity of the granary environment. Also, multi-
fungal grain loading which enables interaction among 
different fungi can lead to nonconformity between the 
modelled and real-life acquired results [11]. Other literature 
have also indicated that most methods and models employed 
in diagnosing the condition of grains during storage could not 
provide sufficient information that adequately determine the 
required parameters. Mathematical models for convective 
wheat drying, and the drying characteristics prediction is 
reported by [12]. In many of the cases, the analysis of the 
models are implemented by numerical methods, which foists 
some restrictions on their real-time application for detecting 
defects in grain mass. The discrete-element approach has been 
discussed to be suitable in modelling particulate structures like 
silos and bins.  Calibration and validations have been 
introduced alongside the simplifications approach of 
numerical models, in reference to obtaining consistent results 
for comparison with the experimental outputs [13]–[15]. The 
implementation of derivable expert systems from the models 
of technological ecosystems yields the new approach to 
solving the dire problems [16], [17].  

A system to adequately predict, monitor and control the 
various parameters to ensure a safe storage of grains should be 
designed using a multi-objective scheme [2]. The existing 
systems in the monitoring of the grains conditions do not solve 
issues related to inefficient coverage, high power 
consumptions, high rate of monitoring node failure, and data 
acquisition delays. An efficient solution will be required to 
overcome these issues and ensure optimal trade-off among 
them. Wireless sensor networks (WSNs) have been designed 
into a promising field as granary and greenhouse monitoring 
systems. Mathematical models involve the representation of 
the real-world problems with mathematical equations, and the 
solutions predicted from the simulated and validated results of 
such equations. The issues and the representative parameters 
to be considered in designing a monitored granary are many, 
therefore, the solutions to be proposed should be multi-
objective in nature [18]. Different models related to specific 
features of WSN had been discussed [19], [20]. The various 
existing WSN models concentrate on addressing at most two 
or three of the several issues at stake. Hence, this study 
presents a multi-objective approach to designing an 
environmentally monitored granary system using the genetic 
algorithm. Genetic algorithm effectively adopts the useful info 
within a set of solutions to produce new solutions with 
enhanced performance. The remaining parts of the work is 
structured under the sections that include: methodology, 
results and discussion, conclusion and the references. 

II. METHODOLOGY 

The design optimization adopted in this study is the 
artificial genetic approach as earlier being proposed by 
Goldberg [21], [22]. Design optimization involves the process 
of determining the minimum/maximum of the objective 
function parameters, and must satisfy certain set of specific 
constraints. In this multi-objective optimization problem, all 
the vectors components that store the different objectives are 
being optimized simultaneously. The pilot bin was 
constructed with a capacity of one tonne of maize grains. The 
internal configuration was designed for monitoring nodes 
localization which was determined using Zigzag pattern 
deployment algorithm by [23] 

A. Mathematical Model 

The model equations of the multivariable linear regression 
(MVLR) analysis used here were incorporated in the adopted 
generic algorithm. Assuming there are ‘r’ independent 
variables, having a functional relationship with the dependent 
variable Y. Therefore, the dependent variable can be 
approximated by using [24]. 

𝑌𝑖 =∝0+∝1𝑖 𝑥1𝑖 +∝2𝑖 𝑥2𝑖 + ⋯ +∝𝑟𝑖 𝑥𝑟𝑖+∈, 

 𝑖 = 1, 2, 3 … . 𝑛        (1) 

In the determination of the threshold interests, the grain 
quality Q is the dependent variable with the main independent 
variables taken basically as moisture content m, temperature t 
and other factors represented as g. Therefore, the variables are 
related in equation (2). 

𝑄 =∝0+∝1 𝑚 +∝2 𝑡 +∝2 𝑔                    (2) 

For control measures, the two major means in controlling 
the uneven airflow, temperature and the humidity 
concentration are the operable heater, H and fan, F within the 
designed storage bin. The operation of the two control 
components is dependent upon all the variables in equation 
(2) as expressed in the form shown in equation (3) and (4) 

𝐻(𝑥) =∝′
0+∝′

1 𝑚 +∝′
2 𝑡 +∝′

2 𝑄            (3)  

𝐹(𝑥) =∝′′
0+∝′′

1 𝑚 +∝′′
2 𝑡 +∝′′

2 𝑄     (4) 

By substituting the regression coefficients in Table I, the 
final model equations to determine the ultimate conditions for 
the control measures can be determined as, 

𝐻(𝑥) = 237.5692 + 0.3451𝑚 − 0.0453𝑡 − 0.2101𝑄   (5) 

 𝐹(𝑥) = 86.7592 + 0.1512𝑚 − 0.0118𝑡 − 0.0817𝑄     (6) 

𝑄(𝑥) = 𝑤1 × 𝐻(𝑥) + 𝑤2 × 𝐹(𝑥)       (7) 

TABLE I.  EXPERIMENTALVALUES IN CHROMOSOMES REPRODUCTION AND OBJECTIVES FUNCTIONS OF THE OPTIMIZED PROCESS 

Initial Population 
of the 
chromosomes 

Objective 
function 
H(x) 

Objective 
function 
F(x) 

Initial 
channel 
number 

Quality 
function 
value Q(x) 

Probability 
in selection 
P(x) 

Random 
number 
set 

Final 
channel 
number 

Cumulative 
probability in 
selection P’(x) 

231456545612987 235.34 85.441 1 163.54 0.1541 0.453 3 0.1541 
632657451123854 238.68 88.431 2 167.77 0.1553 0.675 2 0.3094 
843222345624427 245.56 89.218 3 169.56 0.1632 0.143 2 0.4726 
951239874352356 242.56 86.754 4 165.11 0.2210 0.743 5 0.6936 
754219765992316 248.21 87.381 5 170.21 0.2304 0.563 4 0.9240 

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 578



Using the weighted function method to obtain the 
objective function, this can be expressed as shown in equation 
(7), where 𝑐 and 𝑤2 are the weight functions. The conformity 
of minimizing the effect of the uneven air-flow through the 
constant use of the fan is much higher than the necessity for 
intermittent drying process through the circulation of drying 
air. Hence, 𝑤1  and 𝑤2 can take values of 0.1 and 0.9 
respectively. 

B. Genetic Algorithm Supporting Approach 

The genetic algorithm (GA) approach resolves 
optimization problems by replicating the nature of evolution 
of life. GA randomize the survival of the fittest within a set 
of string structures and exchange of information used to form 
searched algorithms. Repeatedly across generations, different 
new sets of artificial strings are created from the evolution of 
the old sets of strings with the fittest features. GA works on 
the contents of reproduction, mutation and crossover 
operators. The step-by-step GA approach used in this work 
follows a pattern as expressed, using an ‘n’ number of 
populations with 1-bit chromosomes randomly generated. 

• The fitness F(x) was calculated for each chromosome ‘x’ 
• Using three operators: selection, mutation and crossover; 

‘n’ offspring was created from the current population 
• A different new population is adapted to replace the 

current population 
• The iteration “i” – “iii” continues repeatedly to achieve 

the termination criterion. 

In validating the model for both the correlation coefficient 
and the MVLR, the analysis of variance (ANOVA) approach 
is the best choice [25].  The square of the correlation 
coefficient (R2) relates to the significance (or otherwise) of 
the link between the objective function and the design input 
variables. The aim of the design in using the MVLR is to 
ensure a large value of the R2 in between 0 and 1. The 
coefficients and constants of the accepted model were 
expressed using the multiple regression analysis in terms of 
air temperature (drying) by adapting the Page Model.  

• 𝑅2 = 0.713 for the modelling equation of heating 
temperature 

• 𝑅2 = 0.727 for the modelling equation for drying air 
flow 
 

The closeness of the values of 𝑅2 to unity in both cases 
validates the model approach. 

III. RESULTS AND DISCUSSION 

The different genetic algorithm input parameters were 
varied during test-runs being carried out on the GA for both 
the sensing unit and the control units. Better results were 
achieved with more tests being run. The GA parameters are as 
shown in Table II. The grains temperature within varying bin 
column height were recorded across 4 hours for air velocities 
of 0.25 m/s and 0.1 m/s respectively.  The simulated results for 
the control heating temperature and fan airflow for the 
composite nodes within the monitoring system are as shown 
in Figs 2 – 3. 

The final solutions of the optimization front by Pareto 
method is as shown in Figure 4. It is observed that the 

optimization model can find different solutions based on the 
constituent variable parameters of the quality of grains in 
focus. 

TABLE II.  THE RESULTING GA PARAMETERS 

Details Values 
Population 45 

Iteration number 100 
Probability (Cross-over) 0.870 
Probability (Mutation) 0.032 

 

Fig. 2. The simulated heating temperature variation 

 

Fig. 3. The simulated air-flow variation 

IV. CONCLUSION 

In this paper, a multi-objective optimization technique has 
been proposed for granary systems. The approach focusses on 
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the possibilities of monitoring and controlling the parameters 
affecting the quality of stored grains. The airflow constraint 
from the controlling fan and the mitigating heating 
temperature are the parameters of interest in the optimization 
process of the model. The genetic approach combines the 
multiple objectives into a singular scalar function and 
randomly specify for each selection. The model has a good 
application for storage in modular forms and suitable for 
middle-level farmers and marketers of grains. 

 

Fig. 4.  The simulated result of the optimization front of the variables 
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Abstract—This research provides a comparative study of the
genre classification performance of deep-learning and traditional
machine-learning models. Furthermore, we investigate the perfor-
mance of machine-learning models implemented on three-second
duration features, to that of those implemented on thirty-seconds
duration features.

We present the categories of features utilized for automatic
genre classification and implement Information Gain Ranking
algorithm to determine the features most contributing to the
correct classification of a music piece. Machine-learning models
and Convolutional Neural Network (CNN) were then trained and
tested on ten GTZAN dataset genres. The k-Nearest Neighbours
(kNN) provided the best classification accuracy at 92.69% on
three-seconds duration input features.

Index Terms—machine-learning, deep-learning, music genre
classification, CNN, MFCC

I. INTRODUCTION

Genre is one of the most common of factors distinguishing
music pieces. Human responses to genre can be biased,
however, broad genre definitions exist worldwide. Observing
the shift of music to digital platforms, it becomes clear that the
automating the task of music classification would be beneficial
to all parties involved.

This research explores automatic music genre classifica-
tion with the aim to show that machine-learning and deep-
learning approaches can be utilized to classify music from
only the audio signal itself, reducing search-time for music
pieces within the large music databases that have emerged
with digital music platforms. We compare the deep-learning
approach to traditional machine-learning models, furthermore,
we investigate the performance of machine-learning classifiers
with three-seconds duration features, to those implemented
with thirty-second duration features.

This study was conducted in three phases, namely, ‘phase
A’, ‘phase B, and ‘phase C’. Phase ‘A’ and ‘B’ utilized six
traditional machine learning classifiers to perform automatic
music genre classification, however, the two phases experiment

with different dimensions of input features. Phase ‘C’ provides
the deep-learning approach and a machine-learning approach
with more audio excerpts but shorter duration.

Related literature shows that digital music platform users
are more likely to browse music by genre than artist simi-
larity or recommendations, therefore, successful music genre
classification will allow end-users to efficiently browse music
within genre categories [10].

This paper continues with a brief background and review of
related literature, followed by Section III with the procedures
implemented. Section IV presents the automatic music genre
classification results, and Section V concludes the paper.

A. Music Features

We present four categories of features utilized for music
genre classification. The correct set of features needs to be se-
lected in order to perform correct and informed classification.

1) Magnitude-based features: these features can be de-
scribed as timbral features, describing the loudness, pitch,
and compactness of music [1]. Timbral features of music
are essential for humans to categorize and group together
different sounds coming from a single source [19]. Some
examples of features belonging to this category are spectral
features which are embedded in the magnitude spectrum, a
spectrum obtained from the absolute value of the Fourier
transform of a music chord [1], this examples include: spectral
rolloff, spectral flux, spectral centroid, spectral spread, spectral
decrease, spectral slope, spectral flatness, and Mel Frequency
Cepstral Coefficients (MFCCs).

2) Tempo-based features: these are the features that de-
scribe the rhythmic aspects of music such as the rhythm and
tempo [1]. Examples of features belonging to this category are;
Tempo measured in beats per minute (BPM), Energy (audio
signal intensity) measured using the root mean square (RMS),
and the Beat Histogram to visualize important properties
of audio signals through evaluation of the histogram peak,
amplitude, and other statistical measures.978-1-6654-4067-7/21/$31.00 ©2021 IEEE
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Author(s) Dataset Model used Classification Accuracy

Sturm (2013) [20] GTZAN Sparse Representation Classification 83.00%

Bergstra et al. (2006) [5] GTZAN ADABOOST 82.50%

Li et al. (2003) [12] GTZAN Support Vector Machines 78.50%

Lidy et al. (2007) [13] GTZAN Sequential Minimal Optimization 76.80%

Benetos and Kotropoulos (2008) [4] GTZAN Non-negative Tensor Factorization 75.00%

Choi et al. (2016) [6] Navier Music CNN 75.00%

Bahuleyan (2018) [3] Audio Set CNN 65.00%

Tzanetakis and Cook (2002) [21] GTZAN Gaussian Mixture Mode 61.00%

Table I: Various studies that have shown capability to perform genre classification. The columns list the author(s), dataset
utilized, model implemented, and the classification accuracy attained.

3) Pitch-based features: features belonging to this category
describe the pitch of a music piece, this is an essential building
block of the harmony, key, and melody of an audio piece [11].
This category is important to explore because pitch perception
determines the frequency level of the underlying audio signal
[11]. An example of a pitch-based feature is the ‘zero crossing
rate’, which is the count of sign changes in consecutive blocks
of an audio excerpt [1].

4) Chordal progression features: these group of features
explore the pitch ‘chroma’, which is a twelve-dimensional
vector with each dimension representing one pitch class [11].
Chroma can also be viewed as a distribution, where both
the number of occurrences of a pitch and its energy can be
deduced from the class values [11].

B. Related Work Results

A review of related literature reveals that several studies
have displayed the capability to solve the problem of music
genre classification. We present notable genre classification
algorithms in Table I.

II. METHODOLOGY

This section outlines the method and set of experiments
performed in the studies reviewed. The procedures carried out
include further preprocessing of the dataset, feature selection,
and a description of the machine learning classifiers employed.

A. Data Description

The dataset utilized for all three studies conducted was the
GTZAN dataset [17]. This GTZAN dataset is an ensemble of
1000 excerpts of thirty second duration each. The 1000 music
pieces are categorized into 10 genres with 100 music pieces
for each genre.

For one of the studies conducted [9], the original dataset
was duplicated and divided into 10 000 excerpts of three
seconds duration each. This procedure provided more training
data, however, the dataset did not have a consistent number of
samples per genre, with some genres having slightly less or
more than 1000 music pieces.

B. Feature Extraction and Representation

We have identified four categories of features that are gener-
ally hypothesized to contribute in the correct classification of
music genre. Prior to the selection of these features for model
implementation, vital preprocessing experiments have to be
conducted to make the raw data suitable for the classification
task. Feature extraction was performed in this study for two
purposes:
• Dimensionality reduction: the raw data dimensions are

usually too large, that is, an entire raw audio file may
be too large to process efficiently. Related studies show
that a feature set is used to present the data with fewer
values, a single feature value may be produced for an
entire audio signal [11].

• Meaningful representation: the raw audio fie contains
all the information we can possibly extract and use,
however, it is important that we represent the musical
aspects in an interpretable manner by machines or humans
[16].

The computation of features from a music excerpt usually
gives rise to an n-dimensional vector, where the value of n
is dependent on the length of the audio piece under analysis.
If the value of n is large, we deal with high dimensional
feature vectors which are inefficient to process, therefore, for
a feature vector V = (v1,v2,v3 . . . ,vn), the following feature
representations were explored:
• Mean: the average value of feature V, computed as:

µV =
1
n

n

∑
i=1

vi (1)

• Standard deviation: a measure of the spread of values
of feature V, computed as:

σV =

√
1
n

n

∑
i=1

(vi−µv)2 (2)

• The Feature Histogram: obtained by arranging the
feature’s local window intensities into bin ranges then
taking a count of each bin’s contents and modelling a
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frequency histogram [1]. The normalized histogram bin
values can be used for classification.

• Mel Frequency Cepstral Coefficients (MFCC) Aggre-
gation: this representation takes the first n coefficients
that form part of the short-term sound power-spectrum
[8], [14]. Independently, each dimension is assessed,
producing n coefficients per dimension. For this work,
n = 4 was selected.

• Area Moments: this is an important concept in computer
vision and image processing. This work follows a classic
image moments implementation where 10 area moments
were produced for image processing, treating each image
as a two-dimensional vector V (v1v2), with v1,v2 indexing
the underlying matrix [14]. We treat the extracted feature
values from the audio signal as two-dimensional images
and apply the moments algorithm in the work cited above.

C. Feature Selection
In this section, we present the various features utilized to

perform automatic music genre classification in the studies this
paper extends [1], [9], [16]. Feature selection is essential for
the reduction of irrelevant and redundant data, the reduction
of which may result in improved model learning accuracy, and
reduced training time. Information gain ranking algorithm was
utilized for comparison of the various features’ contribution to
a correct classification.

Features Maintained Rep. Dim. 54
Spectral Contrast Mean 7
Spectral Rolloff Mean + SD 2
Spectral Flux Mean + SD 2
Spectral Crest Mean + SD 2
Spectral Flatness Mean + SD 2
Spectral Decrease Mean + SD 2
Spectral Kurtosis Mean + SD 2
Spectral Slope Mean + SD 2
Spectral Skewness Mean + SD 2
Spectral Centroid Mean + SD 2
Spectral Spread Mean + SD 2
Spectral Entropy Mean + SD 1
Zero Crossing Rate Mean + SD 2
Mel Frequency Cepstral Coefficients Mean 17
Root Mean Square Mean + SD 2
Beat Histogram Sum + Mean + SD 3
Temporal Statistic Spread Mean + SD 2
Features Eliminated Rep. Dim. 51
Spectral Crest Factor Mean + SD 2
Spectral Tonal Power Ratio Mean + SD 2
Mel Frequency Cepstral Coefficients SD 35
Chroma Mean 12

Table II: The set of features selected for training the employed
machine-learning classifiers in ‘phase B’. The upper shaded
portion the table presents the features maintained after using
Information Gain Ranking (IGR) algorithm, while the lower
portion presents the eliminated features. The column heading
acronym Rep. and Dim. are the feature representation and
feature dimension respectively. A total of 54 features were
selected in ‘phase B’, [16](sic).

The work presented in this paper was carried out over
three studies referred to as phases, therefore, we continue by

presenting three different sets of features selected. TableIII
presents the features selected for ‘phase A’, Table IV presents
the features for ‘phase B’, and TableII presents the feature set
selected for ‘phase C’.

Features Maintained Rep. Dim. 459
Spectral Flux MFCC 4
Spectral Variability MFCC 4
Compactness Mean + SD 2
MFCCs MFCC 52
Peak Centroid Mean + SD 2
Peak Smoothness SD 1
Complex Domain Onset Detection Mean 1
Loudness + Sharpness and Spread Mean 26
OBSI + Radio Mean 17
Spectral Decrease Mean 1
Spectral Flatness Mean 20
Spectral Slope Mean 1
Shape Statistic Spread Mean 1
Spectral Centroid MFCC 4
Spectral Rolloff SD 1
Spectral Crest Mean 19
Spectral Variation Mean 1
Autocorrelation coefficients Mean 49
Amplitude modulation Mean 8
Zero Crossing + SF MFCC 8
Envelope Statistic Spread Mean 1
LPC and LSF Mean 12
Root Mean Square Mean + SD 2
Fraction of low energy Mean 1
Beat Histogram SD 171
Strength of Strongest Beat Mean 1
Temporal Statistic Spread Mean 1
Chroma MFCC 48
Features Eliminated Rep. Dim. 223
Peak Fux 20-bin FH 20
Peak Smoothness Mean 1
Shape Statistic Centroid and Skewness Mean 1
Shape Statistic Kurtosis Mean 2
Strongest Frequency of Centroid MFCC 4
Spectral Rolloff Mean 1
Strongest Frequency FFT MFCC 4
Envelope Centroid, Skewness and Kurtosis Mean 4
Beat Histogram Mean 171
Strongest Beat Mean + SD 2
Strength of Strongest Beat SD 1
Fraction Low Energy SD 1
Beat Sum MFCC 4
Relative Difference Function MFCC 4
Temporal Statistic Centroid Mean 1
Temporal Statistic Skewness Mean 1
Temporal Statistic Kurtosis Mean 1

Table III: The set of features selected for training the employed
machine-learning classifiers in ‘phase A’. The upper shaded
portion the table presents the features maintained after using
Information Gain Ranking (IGR) algorithm, while the lower
portion presents the eliminated features. The column heading
acronym Rep. and Dim. are the feature representation and
feature dimension respectively. A total of 459 features were
selected in ‘phase A’, [1](sic).

D. Traditional Machine-Learning Models

For this research, we implemented the following off-the-
shelf machine-learning models were implemented through
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Features Maintained Rep. Dim. 57
Chroma Mean + SD2 2
Root Mean Square Mean + SD2 2
Spectral Centroid Mean + SD2 2
Spectral Bandwidth Mean + SD2 2
Spectral Rolloff Mean + SD2 2
Zero Crossing Rate Mean + SD2 2
Mel Frequency Cepstral Coefficients Mean + SD2 20
Harmony Mean + SD2 2
tempo Mean 3
Features Eliminated Rep. Dim. 51
Spectral Crest Factor Mean + SD 2
Spectral Tonal Power Ratio Mean + SD 2
Chroma Mean 12

Table IV: The set of features selected for training the employed
machine learning classifiers in ‘phase C’. The upper shaded
portion the table presents the features maintained after using
Information Gain Ranking (IGR) algorithm, while the lower
portion presents the eliminated features. The column heading
acronym Rep. and Dim. are the feature representation and
feature dimension respectively. A total of 57 features were
selected in ‘phase C’, [9](sic).

the Scikit Learn library [20]: k-Nearest Neighbours, Linear
Logistic Regression, Multilayer Perceptron, Random Forests
trees, and Support Vector Machines. The hyperparameters for
each model are provided in Section III.

E. Deep-Learning Approach

The Convolutional Neural Network (CNN) architecture in
this research was constructed using Keras [7]. The CNN
built here has an input layer and five convolutional blocks,
with each convolutional block consisting the following: The
Convolutional Neural Network (CNN) architecture in this
research was constructed using Keras [7]. The CNN built here
has an input layer and five convolutional blocks, with each
convolutional block consisting the following:

• Convolutional layer with mirrored padding, 1x1 stride,
and 3x3 filter

• The rectified linear activation function (ReLu)
• Maximum pooling with 2x2 stride and window size
• Probability of 0.2 for dropout regularization

The last layer of the CNN outputs the probabilities of ten
label classes through a fully-connected layer implementing
the SoftMax activation function. The class that attains the
highest probability becomes the classified label for a given
input. The CNNs were trained on the spectrograms, twenty
Mel Frequency Cepstral Coefficients (MFCC) of the three-or-
thirty-seconds feature set, and the extracted spectrograms.

F. Evaluation Metrics

To reduce bias and produce credible results, we performed
3-reapeted 10-fold cross-validation prior to the models clas-
sifying the test dataset. We utilize the classification accuracy
and training time to evaluate the performance of all employed
models.

III. RESULTS AND DISCUSSION

This section outlines the results obtained when we use the
features provided in Table III, IV, and II to perform genre
cassification on ten GTZAN genres.

A. Traditional Machine-Learning Models

The traditional machine-learning models implemented in
this research were tested on the GTZAN dataset, the results
are presented in Table V, VI, and VII.

Table V presents the results obtained during ‘phase A’ of
this research. The Linear Logistic Regression provided the best
classification accuracy at 81%, however, with the exception of
the Multilayer Perceptron, we note that the logistic regression
had the longest training time. We also note that the níve Bayes
classifier was outperformed by all the trained classifiers.

Table VI presents the results obtained during ‘phase B’ of
this research. The Support Vector Machines (SVM) provided
the best classification accuracy at 80.80%. The SVM also
attained a relatively low training time taking 0.3 seconds to
build. Logistic Regression displayed notable accuracy again
with a classification accuracy of 75.80%, however, failing to
outperform the LogitBoost implementation followed in ‘phase
A’.

Table VII presents the various models’ hyperparameters and
performance during ‘phase C’ of this research. The k-Nearest
Neighbour (kNN) provided the best classification accuracy at
92.69%, furthermore, the kNN attained the shortest training
time of 78 milliseconds. We note that ‘phase C’ utilized a
three-seconds duration feature set as opposed to the thirty-
seconds duration dataset utilized in ‘phase A’ and ‘B’ of this
research.

Figure 1 presents the confusion matrix attained when clas-
sifying music into ten GTZAN genres using Linear Logistic
Regression models during ‘phase A’ of this research. We note
the significant overlap between rock and country music, where
ten country music excerpts were classified as rock music.
Furthermore, rock music was the most misclassified genre,
with rock music excerpts classified as blues, country, disco,
metal, and pop.

Predicted Genre
G1 G2 G3 G4 G5 G6 G7 G8 G9 G10

A
ct

ua
l

G
en

re

G1 84 0 3 3 0 5 1 0 2 2
G2 0 96 1 0 0 2 0 0 0 1
G3 3 0 77 2 0 4 0 1 3 10
G4 1 1 5 76 2 0 0 4 5 3
G5 1 0 0 1 85 0 4 3 6 0
G6 3 4 5 1 0 82 1 2 1 1
G7 2 0 0 1 1 0 90 0 0 6
G8 0 0 4 4 1 0 0 84 1 6
G9 2 0 3 6 6 1 1 4 70 7
G10 5 0 7 9 2 0 5 5 1 66

Figure 1: A confusion matrix obtained in the classification
of music into ten GTZAN genres using Linear Logistic Re-
gression during ‘phase A’ of this research. The row labels
represent actual genre labels, while the column labels represent
the predicted genre labels, where: G1 = Blues, G2 = Classical,
G3 = Country, G4 = Disco, G5 = Hiphop, G6 = Jazz, G7 =
Metal, G8 = Pop, G9 = Reggae, and G10 = Rock.
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Classifier Accuracy Training
Time (s) Hyperparameters

Linear Logistic Regression 81.00% 25.2500 maximum number of itterations for LogitBoost=500
Random Forests 75.70% 18.0800 number of trees = 1000

Support Vector Machines 75.40% 3.8200
kernel degree=3, tolerance=0.001, epsilon for loss func-
tion=0.1, used polynomial kernal: γu′v+coe fo, and did
not normalize

Multilayer Perceptron 75.20% 27.480
number of hidden layers= number of hidden classes,
learning rate=0.3, training time=500 epochs, validation
threshold=20

k-Nearest Neighbour 72.80% 0.0100 number of neighbours=1, using absolute error for cross-
validation, and appied linear search algorithm

naíve Bayes 53.20% 0.5600 used normal distribution for numeric attributes and su-
pervised discretization

Table V: Classification results and implementation details of each of the models employed during ‘phase A’ of this research.
The columns list the accuracy, training time and hyperparameters related to the implementation of each classifier, [1](sic).

Classifier Accuracy Training
Time (s) Hyperparameters

Support Vector Machines 80.80% 0.3000 radial basis function kernel, tolerance=0.001, and regu-
larization=0.17

Multilayer Perceptron 77.30% 0.2300 hidden layers=2, learning rate=0.02, activation=ReLu,
max iterations=200, solver=adam, and tolerance=0.0001

Logistic Regression 75.80% 0.0800 solver=newton-cg and max itterations=500

Random Forests 72.40% 61.080 split function=gini, number of trees = 100, and max
depth 100

k-Nearest Neighbour 69.70% 0.0110 k=7 with manhattan distance metric, weighting=distance
naíve Bayes 54.50% 0.0019 Gaussian naíve Bayes with smoothing

Table VI: Classification results and implementation details of each of the models employed during ‘phase B’ of this research.
The columns list the accuracy, training time and hyperparameters related to the implementation of each classifier, [16](sic).

Classifier Accuracy Training
Time (s) Hyperparameters

k-Nearest Neighbours 92.69% 0.0780 nearest neighbours=1
Multilayer Perceptron 81.73% 60.620 activation=ReLu solver lbfgs

Random Forests 80.28% 52.890 number of trees=1000, max depth=10, α = e−5, and
hidden layer sizes=(5000,10)

Support Vector Machines 74.72% 3.8720 decision function shape=ovo
Logistic Regression 67.52% 3.6720 penaty=12, multi class=multinomial

Table VII: Classification results and implementation details of each of the models employed during ‘phase C’ of this research.
The columns list the accuracy, training time and hyperparameters related to the implementation of each classifier, [9](sic).

B. Deep-Learning Approach

In this subsection, we present the classification results
of the Convolutional Neural Network (CNN) when trained
on spectrograms, three-seconds features, and thirty-seconds
features. Table VIII compares the accuracy attained and brief
details of the implementation followed.

We see that the classification accuracy provided by the CNN
is relatively lower than that provided by traditional machine
learning models. The highest classification accuracy attained
with the CNN is 72.40%, where the three-second feature

Classifier Epochs Test Loss Accuracy
CNN (3-Sec Features) 50 0.873 72.40%

CNN (Spectrograms) 120 2.254 66.50%
CNN (30-Sec Features) 30 1.609 53.50%

Table VIII: Classification results attained from CNN im-
plementation using the three-seconds duration, thirty-second
duration, and spectrogram input feature sets, [9](sic).
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set was utilized. The three-second feature set provides more
training data which could explain the higher accuracy attained
through it. Thirty-seconds duration features gave the CNN
implementation the lowest accuracy at 53.50%. We note that
the implementation of CNN with spectrograms attains higher
accuracy as the number of epochs is increased, however, time
and computational constraints did not allow increasing epochs
further than 120 in this research.

IV. CONCLUSION

This work aimed at automatic music genre classification
using deep-learning and traditional machine-learning models.
A review of related literature revealed the capability of these
classifiers and a benchmark to compare the work of this
research. We note that the reliability of a learning model
is dependent on the quality of its ground truth, therefore, it
is essential to ensure the ground truth is well-founded and
motivated.

This research was conducted in three phases, namely, ‘phase
A’, ‘phase B’, and, ‘phase C’. Each phase had a significance
that aligns with the contribution made by this research to the
current body of work. We present music genre classification
via machine-learning and deep-learning approaches, further-
more, this work provides a comparison of the accuracy of
machine-learning models and deep-learning models in com-
pleting the classification task.

After training several classifiers, the k-Nearest Neighbours
(kNN) provided the best accuracy at 92.69%, furthermore, the
kNN had a relatively low training time of 78 milliseconds. The
higher accuracy attained by kNN relative to related literature
can be explained by the three-seconds duration feature set
which provides more training data. Backed by these findings,
We conclude that three-second duration input features can pro-
vide better accuracy than thirty-second duration input features.

Further noteworthy performances were provided by the Lin-
ear Logistic Regression and Support Vector Machines (SVM),
attaining 81.00% and 80.80% respectively. The Convolutional
Neural Network (CNN) implementations followed in this re-
search provided relatively low accuracy, with the most accurate
CNN implementation attaining 72.40%.

This work has shown that automatic music genre classifi-
cation is possible, furthermore, traditional machine learning
models tend to outperform deep-learning approaches.
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Abstract—On-device AI is one of the latest cutting-edge 
technologies which allows devices to run the machine learning 
models on the device. This provides low latency, fewer privacy 
concerns, and many other advantages. But even though modern 
mobile devices come with great performance, there are 
situations where these mobile devices cannot handle the 
resource requirements of these on-device based mobile 
applications. As a solution for this lack of resources issue, mobile 
devices can transfer their heavy computational tasks to other 
devices such as nearby devices to minimize the burden. 
Transferring all computational tasks to resource-rich devices 
will not yield favorable under all circumstances. Depending on 
various conditions such as network strength and execution time, 
the mobile device should be able to choose a way to execute the 
task, either execute locally or execute remotely with the help of 
a resource-rich device. This paper will discuss the 
implementation of a decision making engine that decides when 
to offload machine learning tasks in on-device inference based 
Android mobile applications. Main objective of the proposed 
solution is to minimize the execution delay. Experimental results 
show that our decision making engine has an accuracy of 
81.33% in identifying the best decision. The proposed research 
is a novel approach designed for on-device inference based 
Android mobile applications.   

Keywords—offloading decision making, smartphones, on-
device Inference 

I. INTRODUCTION 

Smartphones are intertwined with day-to-day activities. 
Over the years, smartphones have faced advances in 
increasing computational power, integrating the latest 
technologies, and so on. These latest technologies have led to 
the development of more and more sophisticated and complex 
mobile applications. As a result of that, today cutting-edge 
technologies such as artificial intelligence, prediction, and 
recommendation using machine learning, etc. can be found in 
many mobile applications. 

A. On-device AI and the smartphone 

Machine learning was able to transform the mobile 
applications into more person-oriented applications that can 
provide accurate predictions and recommendations based on 
user’s behavior. Usually, machine learning models used in 
these mobile applications are hosted in the cloud, which 
allows mobile applications to send data to the cloud, execute 
and get the results back. Recently there is an increasing 
movement towards On-Device AI, which allows the mobile 
applications to run the machine learning models on the devices 
due to the various drawbacks of the cloud-based approach 
such as high latency and privacy concerns. 

According to Gartner, by 2022, most of the smartphones 
shipped by the percentage which is 80% will have on-device 
AI capability [1]. Since the model is much closer to the data 
sources such as sensors and cameras, the latency is very much 
lower compared to the cloud-based paradigm. Since the data 
does not need to upload to anywhere, there is no need to worry 
about privacy concerns. 

Even though On-device AI seems to be the best approach, 
it has some drawbacks as well. Since the machine learning 
model runs on the device, it needs much processing power and 
energy. Recent research shows that there is a visible difference 
between on-device inference based mobile applications and 
cloud-based mobile applications when it comes to energy 
consumption [2]. Mobile devices are made lightweight and 
smaller to fulfill their main objective, mobility. Thus, there 
could be situations when required resources for on-device AI 
based tasks in the mobile application cannot bridge the 
available resources in the mobile device. This is where task 
offloading comes to the scene. 

There is a pervasive computing technique called Cyber 
Foraging, which allows resource-limited mobile devices to 
offload their heavy computational tasks to powerful devices in 
the vicinity to boost mobile devices’ performance [3]. Thus, it 
has opened the door for resource-limited mobile devices to use 
unused resources in resource-rich devices. 

Offload machine learning-based tasks every time is not the 
preferred approach due to many reasons; sometimes the 
smartphone may have enough resources to execute the task, 
current network conditions might take lots of time to send the 
data to the resourceful device and get the result back. Due to 
these reasons, there should be a mechanism that decides when 
and what to offload based on the environment. This paper 
introduces a decision making engine for task offloading in on-
device AI based mobile applications to resourceful personal 
devices such as laptops. 

Further, the major contributions of this paper can be 
summarized as follows. 

• The proposed Decision  Making Engine is a novel 
approach designed for on-device inference based 
Android mobile applications. The proposed approach 
minimizes the execution time of the machine learning 
tasks in the application, considering the Round Trip 
Time (RTT), historical data such as previous execution 
times for each task, the current situation of the 
smartphone as well as the connected resource-rich 
device. The decision making engine decides when to 
offload based on the given parameters. 
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• Unlike decision making algorithms based on pre-
trained machine learning models, the decision making 
algorithm is based on both real time data and historical 
data gathered from the application itself. Even though 
the algorithm is same for any offload enabled 
application that runs on any  smartphone, it will not 
executes in the same way for two different applications 
in the same device nor the same application in two 
different devices. This makes the developer to worry 
less about the compatibility of the application in 
smartphones in various range since the decision 
making algorithm acts in own way in all these devices. 

• The decision making engine has an automated 
offloading process terminating functionality to prevent 
the halting problem. 

• The decision making engine resides in the mobile 
application, that stating all the data used for the 
decision making engine remain within the application, 
which ensures the privacy of the user’s application 
usage.  

The remainder of this paper can be structured as follows. 
Section II describes the recent related work on the decision 
making process on mobile devices. Section III proposes the 
decision making engine for on-device AI based task 
offloading. Subsequently, Section IV evaluates the proposed 
approach. Discussion, conclusions, and future work are 
discussed in Section V and VI, respectively. 

II. RELATED WORK 

Existing work on offloading decision making can be 
divided into 3 components based on the used approach; 
Reinforcement learning-based decision making approaches, 
traditional approaches that use algorithms such as the 
Lyapunov function, and deep learning-based approaches. 

A. Reinforcement Learning Based Decision Making 

Markov Decision Process (MDP) is used for modeling and 
solving decision making situations under stochastic conditions 
[4]. Predicts of the Markov Decision Process are only based 
on the information provided by the current state. Yang et al. 
[5] used MDP model to find an optimal place to offload. 
Notable factor in this research is it shows how the available 
network bandwidth of the edge servers and the mobile device 
location can be used in selecting the optimal place to offload.  

B. Traditional Approaches Based Decision Making 

Optimal Stopping Theory (OST) is concerned with the 
cases of choosing a time to take a particular action for the sake 
of maximizing the anticipated reward or minimizing the 
anticipated cost [6]. Alghamdi et al. [7] proposed an 
offloading decision-making process based on optimal 
stopping theory. The objective is to minimize the execution 
delay.  

Lyapunov function, which is a scalar function, is used to 
prove the stability of an equilibrium point [8]. Using the 
Lyapunov function to control a dynamic system in an ideal 
way can be defined as Lyapunov optimization. Wu et al. [9] 
proposed a Lyapunov optimization based energy-efficient 
decision algorithm to minimize energy consumption while 
satisfying a delay constraint. 

C. Deep Learning-Based Decision Making 

Ali et al. [10] proposed a deep learning-based computation 
offloading decision-making approach for mobile edge 
computing. To train the DNN model, they created a dataset 
that is generated using a mathematical model. Yu et al. [11] 
proposed a Deep Supervised Learning (DSL) method for 
offloading decision-making processes. The decision is based 
on the local execution overheads and the conditions in the 
network side.  

Learning with trial and error by being rewarded or 
penalized is known as Reinforcement Learning [12]. Deep-Q-
Network is one of the most popular algorithms in Deep 
Reinforcement Learning. Van Le and Tham [13] proposed a 
Deep Reinforcement Learning approach for computation 
offload decision-making approach. It is noteworthy that the 
decision-making process is based on the unreliability of both 
users’ and cloudlet’s movement and the resource availability 
in the cloudlet. Park et al. [14] proposed a deep reinforcement 
learning-based (Deep-Q-Network) framework for real time 
offloading to make decisions related to offloading. Results 
shows that the proposed algorithm was able minimize energy 
consumption and while providing low latency.  

Yu et al. [15] proposed a Deep Imitation Learning-based 
offloading model which could minimize the offloading cost. 
The decision is based on the local execution cost and remote 
network resource usage consideration. 

It is identified that even though there are various 
researches to identify the best decision for executing 
computational tasks in mobile devices, there is a lack of 
research focused on task offloading in on-device inference 
based mobile applications and finding solutions for the halting 
problem. 

Each approach discussed in the literature review has its 
advantages and disadvantages and they are shown in table I. 

TABLE I.  COMPARISON OF THE APPROACHES 

Approach Advantages Disadvantages 
Reinforcement 
learning 
Algorithms 

Does not require a prior 
knowledge 
  

High Complexity 

Curse of dimensionality 

Traditional 
Algorithms 

Ideal for slowly 
changing/ stable 
envirenments 
 

High Complexity 

Hard to implement on 
unknown environments 

Deep Learning 
Can be used in 
dynamic environments 
 

Long training time 

Requires a lot of data 

 

 Traditional algorithms and reinforcement learning 
algorithms are ideal approaches if the environment is known.  
Due to the high complexity of the traditional algorithms and 
reinforcement learning algorithms, it might be hard to 
implement these in a practical environment.  When it comes 
to deep learning based approaches, it requires a lot of data to 
learn. Further, since smartphones have a wider performance 
and resource range, the same trained machine learning model 
might not be successful for all the devices. It would be an 
added advantage if the decision making algorithm can use the 
smartphone’s data itself. Thus, the error that occurred by the 
data will be reduced. It is identified that most of the previous 
work does not consider the devices’ own historical data such 
as execution times. As stated in the previous publication, 
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historical data can be used to prevent the halting problem in 
computation task offloading. Thus, it was decided to 
investigate how historical data can be used in machine 
learning related tasks offloading to prevent the halting 
problem and further how it can be used in the decision making 
process. It is identified that there is a possibility of developing 
a decision making algorithm by using a decision tree 
algorithm for this purpose. Since decision trees are less 
complex compared to traditional algorithms mentioned in the 
literature review and there is a possibility that they would fit 
for the practical environment as well. 

Therefore, in this project, the decision tree algorithm is 
chosen, and the most important parameters defined in the 
literature review are chosen. Therefore, parameters such as 
Round Trip Time (RTT), surrogate device information such 
as CPU usage and memory usage, and mobile device usage 
are selected to use in the decision making system. 

In order to secure the privacy of the user’s and device’s 
interactions which are used in the decision making engine, it 
was decided to keep the decision making engine within the 
application. Hence, no data movement is done. Further, 
personal devices such as laptops were used as resource-rich 
devices, thus the data is only being transferred to personal 
devices which minimizes privacy concerns. Since the 
discussed approaches such as deep learning models, 
reinforcement learning, and complex algorithms might take 
considerable energy and time cost to execute, the research was 
focused on decision tree algorithms. 

III. METHODOLOGY 

A high-level diagram of the proposed system is shown in 
Fig. 1. Initially, the smartphone and the resource-rich device 
(hereinafter called the surrogate device) are connected through 
Wi-Fi. In the background, the surrogate device shares some 
information related to the surrogate device such as its Central 
Processing Unit (CPU) usage, memory usage with the mobile 
application. Further, the mobile application periodically sends 
data packets and waits for the surrogate device to send back 
data packets to the mobile phone in order to measure Round 
Trip Time (RTT). Round Trip Time is used for the expected 
remote execution time calculations. When there is a task to be 
executed, the decision making engine will decide whether the 
task needs to be offloaded or executed locally depend on 
various parameters. 

Architecture of the proposed solution is shown in Fig. 2. 
One of the key characteristics of the proposed decision making 
engine is that it resides in the mobile application. Thus, there 
is no data movement in the decision making engine. 

The system can be mainly divided into 5 parts: (1) 
Decision Maker, (2) Network Profiler, (3) Surrogate Profiler, 
(4) Device Profiler and (5) Database with historical data. 

A high-level architecture of the decision making system is 
shown in Fig. 3. 

A. Network Profiler 

The Network profiler is used to monitor the network. It 
provides Round Trip Time (RTT) to the decision maker 
periodically. After the mobile application is connected to the 
surrogate device, the mobile application sends data packets to 
the surrogate device via the network. After the data packets 
are received, the surrogate device sends data packets back to 
the smartphone. This process is a recursive process that 
executes periodically. The decision making engine will 
measure the time spent on the above process.  

B. Surrogate Profiler 

The Surrogate profiler provides information related to the 
surrogate device to the decision maker. Occasionally the 
profiler gathers data from the surrogate device. It collects CPU 
usage, memory usage, available power, and battery status 
(plugged in or not connected to a power source). 

C. Device Profiler 

Information related to the current memory usage of the 
smartphone is provided by the device profiler. It provides 
current memory usage and whether the mobile device is 
currently in a low memory situation. 

D. Database with Historical data 

The database consists of historical data. It contains local 
execution times, average execution times for both local and 
remote executions, execution time which the remote execution 
takes with the task ID. Each machine learning task in the 

Fig. 2 - High level architecture of the offloading process 

Fig. 1 – High level diagram of the on-device inference machine learning 
tasks offloading system 

Fig. 3 - High level architecture of the decision making engine 
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mobile application has a unique ID.  When the task is 
executed, the average executed time will send to the decision 
maker, and update the necessary record in the database with 
the execution times and calculate the new average execution 
time once the task is completed. There might be outliers in the 
execution times due to reasons such as network interruptions. 
These outliers will be identified before the database insertions 
and these data will be ignored. 

E. Decision Maker 

The algorithm used in the decision maker is a decision tree 
algorithm that interacts with network profiler, surrogate 
profiler, device profiler, and database with historical data 
every time. 

Historical data plays a huge role in this algorithm. Not only 
it is used to decide whether the task needs to offload or not but 
also it is used to prevent the halting problem. Each time when 
the task is executed locally or remotely the average execution 
time (local and remote execution have separate average 
values) related to the task will be used in the decision making 
process and halting problem preventing process. 

Since the execution happens in another device, the 
smartphone does not know whether the task runs forever (runs 
in an infinite loop) or it will halt. In 1936, Alan Turing proved 
that there is no general procedure to solve the halting problem 
[16]. Therefore, a mechanism to prevent halting issues has 
been implemented in this decision maker using historical data. 
When a task is executing remotely, the decision maker 
terminates the offloading session when the time consumed by 
the offloading task reaches the calculated remote execution 
delay for that task and then the decision maker executes the 
task locally. Formula to calculate remote execution delay for 
a task (hereinafter is referred to as Tr) is given (1). It is 
calculated using the Round Trip Time (Trtt) and the average 
execution time which the surrogate device takes (Tset), which 
is fetched from the database. 

 Tr  = Trtt + Tset () 

The decision maker also checks the current memory usage 
of the smartphone. If the smartphone is in a low memory 
situation, the decision maker decides not to execute the task 
locally and offload it to the surrogate device.  

The decision maker not only considers the smartphone's 
resource availability but also cares about the surrogate 
device’s resource availability as well. When there is a task to 
be executed, the decision maker checks whether the surrogate 
device’s CPU usage and memory usage are high, and the 
surrogate device is currently connected to a power source or it 
is running using its battery. If yes, it checks whether the 
battery is in its lower battery level. The decision maker 
decides whether the task needs to be offloaded or executed 
locally based on these parameters.  How the decision maker 
uses these parameters in decision making is given in the full 
algorithm which is given in Algorithm 1. 

 

 

 

 

 

TABLE II.  NOTATIONS 

Notations Meaning 
Tr Remote execution delay for a task 
Trtt Round Trip Time (RTT) 
Tl Estimated time spend for local execution 
Mlow The mobile device is in low memory 

situation 
Scpu CPU usage in the surrogate device 
Smemory Memory usage in the surrogate device 
Spower Power status in the surrogate device 

(whether the device is connected to a power 
source or in the battery) 

Sbattery Battery percentage in the surrogate device 
Hl Historical data related to local execution 
Hr Historical data related to remote execution 

 

Algorithm 1 Decision Maker 
Input:  Tl , Tr , Mlow , Scpu , Smemory , Spower , Sbattery 
Output: Decision of whether the task needs to be 
offloaded or executed locally 
IF Mlow  = True THEN 
   Return ‘REMOTE_EXECUTION’   
ELSE 
   IF Hl not found THEN 
      Return ‘LOCAL_EXECUTION’     
  ELSE IF Hr not found THEN 
      IF Spower  is in battery AND Sbattery is low THEN 
           Return ‘LOCAL_EXECUTION’     
      ELSE IF Scpu  is not in high usage AND Smemory is not in 
high usage THEN 
           Return ‘REMOTE_EXECUTION’   
     ELSE 
           Return ‘LOCAL_EXECUTION’     
   ELSE 
      IF Tl < Tr. or Tl = Tr THEN 
              Return ‘LOCAL_EXECUTION’     
      ELSE 
         IF Spower  is in battery AND Sbattery is low THEN 
            Return ‘LOCAL_EXECUTION’     
         ELSE IF Scpu  is not in high usage AND Smemory is not 
in high usage THEN 
            Return ‘REMOTE_EXECUTION’   
         ELSE 
            Return ‘LOCAL_EXECUTION’     

 

After checking all the parameters described above, the 
decision maker finally compares the estimated execution 
times in both local (Tl) and remote (Tr) execution for the given 
task. Average local execution time for the task is used as 
estimated local execution time (Tl). The task will be offloaded 
to the surrogate device for the remote execution if Tl > Tr. The 
task will be executed locally if Tl < Tr or Tl = Tr. 

There is a possibility that errors could occur when the 
remote execution happens due to network interruptions, issues 
from the surrogate device, and so on. Thus, apart from the 
above algorithm, it is handled by executing local execution 
when there is an error. 
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IV. EXPERIMENT DESIGN 

Since the execution time for a machine learning task gets 
longer when the smartphone is struggling with managing its 
resources due to limited resources, as stated in section I, the 
objective of this decision making engine is to minimize 
execution delay. The decision making engine will check 
which option either offload or local execution might take the 
minimum execution time based on the parameters. 

The connection between the smartphone and the surrogate 
device is done using TCP (Transmission Control Protocol) 
socket connection and the connection is established within the 
Local Area Network (LAN) using Wi-Fi.   

Application for the surrogate device is developed using 
Python to manage task execution and send data to the 
surrogate profiler. Psutil [17], which is a Python library for 
process and system monitoring is used to get surrogate 
system-related information. 

Various Android libraries such as ActivityManager [18] 
are used to get the necessary information for the decision 
maker. TensorFlow Lite [19] is used to developing and 
executing the on-device inference machine learning model 
(tflite file). 

A. Evaluation 

To conduct the testing and evaluation, an on-device 
inference based Android application was developed and 
integrated offload and decision making functionalities. The 
application is developed using Android Studio and 
TensorFlow Lite. 

Initially, testing was conducted to check the algorithm 
logic, followed by the performance testing. Performance 
testing was conducted in both a controlled environment and a 
realistic environment.  

Since the objective of the decision making engine is to 
minimize execution delay, the accuracy of the decision 
making engine is based on the execution time of both tasks 
offloading and local execution. For the testing purpose, the 
machine learning task is executed both locally and remotely 
despite the decision makes by the decision making engine. It 
was done to measure the task execution time on both remote 
execution and local execution at that time. The decisions made 
by the decision making engine is compared with the time 
spend on offloading process and the time spent on local 
execution. If the decision of the decision making engine is the 
approach that took the lowest execution time, that decision is 
considered as a correct decision. The accuracy was calculated 
as the following formula given in (2). 

Accuracy  = Number of the correct decisions         () 
         Number of the total decisions     

The evaluation was accomplished by conducting a self-
evaluation, getting feedback from the related expertise. 
Expertise feedback was collected based on a criterion of the 
depth of the research and the impression of the project, 
architectural design, and the prototype implementation. 

V. RESULTS AND DISCUSSION 

The proposed offloading decision making engine was 
tested under various situations. Initially, algorithm logic was 
tested, by conducting 192 test cases. The test was conducted 
to make sure that the decision making algorithm gives the 

correct output under the given conditions. It was able to 
achieve 100% accuracy for the logical testing. After the 
logical testing was conducted, performance testing was 
performed. For the testing, Nokia 1 Plus [20], Nokia 4.2 [21], 
and Nokia 8 [22] smartphones were used. The test was 
conducted both in a controlled environment and a realistic 
environment.  

The results are summarized in Table III. Based on the 
results, the decision making engines were able to achieve an 
average accuracy of 92% in the controlled environment. In the 
realistic environment, the average accuracy was reduced to 
81.33%. It is noted that the decision largely depends on the 
historical data. It is identified that the accuracy of the decision 
making engine is keeping high as long as the network is stable. 
The decision making engine gives wrong decisions when there 
are sudden unexpected interruptions. 

TABLE III.  ACCURACY 

Smartphone Environment Accuracy 

Nokia 1 Plus Realistic Environment 76% 

Nokia 1 Plus Controlled Environment 84% 

Nokia 4.2 Realistic Environment 72% 

Nokia 4.2 Controlled Environment 96% 

Nokia 8 Realistic Environment 96% 

Nokia 8 Controlled Environment 96% 

 

VI. CONCLUSION AND FUTURE WORK 

Most of the research analyzed did not consider much about 
the role of the device’s historical data in decision making. In 
this project, the past data of execution times were taken into 
account in the decision making process. Thus, the decision 
making engine is personalized to that device up to a certain 
amount. The results show that despite using machine learning 
models and complex algorithms, high accuracy can be also 
achieved from a decision tree algorithm based on historical 
data. The decision making engine was able to achieve 92% 
average accuracy in the controlled environment while 
maintaining an average accuracy of 81.33% in the realistic 
environment. The limitation of this approach is that the 
accuracy of the decision making engine might get reduced if 
there is less or no historical data. The following points and the 
limitation mentioned above are considered as future 
enhancements. 

• Advance this algorithm further to support multi-user 
environments. 

• When decision making, network interruptions take into 
account. 

This is a part of the ongoing research which is focused on 
offloading machine learning tasks in mobile devices to nearby 
devices. It was decided to integrate the decision making 
approach discussed in this paper into a fully-fledged on-device 
AI framework for machine learning tasks offloading for 
Android mobile applications. 
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Abstract- Various clustering algorithms use diverse settings, 
parameters, and initializations, generally result in different 
clustering solutions. Therefore, it is essential to compare and 
evaluate the clustering results and select the methods that best 
fits the “actual” data distribution. This can be achieved by 
using informative quality metrics that reflect the “goodness” of 
the resulting solutions compared to the ground truth. Different 
Extrinsic validation metrics have been provided in the 
literature, including F-measure, Entropy, Rand Index, and 
Purity. However, there is a gap in the literature in evaluating 
the level of divergence between multiple clusterings in an 
aggregate, especially in consensus clustering. In this paper, we 
propose three scattering measures that calculate the divergence 
level (i.e., scattering level) between two or more clustering 
algorithms. The proposed metrics are Scatter F-score, Scatter 
Entropy, and Scatter Purity. The proposed scattering measures 
are variants of the traditional F-measure, Entropy, and Purity 
quality measures. The scattering measures are used as pre-
assessment criteria for deciding which clustering algorithms to 
combine in an aggregate. Experimental results on artificial, 
real, and text datasets show that the scattering measures play 
an important role in enhancing the clustering quality in 
consensus clustering and increasing the feasibility of the 
consensus.  
Index Terms—Machine Learning, Clustering, Classification, 
Validation Measures, Divergence, Internal and External 
metrics. 

I. INTRODUCTION 
Machine learning has received great attraction in many 

applications, including gene expression analysis [1][2], 
segmentation [3]-[5], prediction and time-series analytics 
[6]-[11], distributed computing [12]-[15], outlier detection 
[16]-[18], recommendation systems [19]-[24], text mining 
[25][26], and beyond. Machine learning can be classified 
into unsupervised and supervised methods [27][28]. In 
unsupervised learning, the training of the algorithm does not 
depend on any external knowledge, i.e., it does not use any 
external labeling for building the model [29]. However, in 
the supervised approach, to build a prediction, classification, 
or regression model, the data must be labeled to develop the 
required model. At some point during the learning process, 
the solutions provided must be assessed using validations 
metrics. There are many validation metrics in the literature 

used to determine the quality of the machine learning 
method's solutions. In clustering analysis, the validation 
process estimates how well a partition fits the underlying 
structure of the data. Cluster validation measures can be 
categorized into two classes, external clustering validation 
and internal clustering validation [30]. External measures 
evaluate the result based on some supervised information 
available, while internal ones only evaluate the result based 
on the information intrinsic to the raw data. F-measure, NMI 
measure, Entropy, and Purity are popular external clustering 
measures [31]. A good validation should be invariant to data 
size changes, cluster size, and the number of clusters [32].  

The traditional external quality metrics measure the 
disparity between the original labeling of the dataset (i.e., 
class labels) and the resulting clusterings. In consensus 
clustering [4][18][26], two or more clustering algorithms are 
combined to provide better clustering solutions than 
individual-based methods. However, there is a research gap 
in assessing the quality of the aggregate before building the 
consensus. Various work has been done by trial and error 
without a solid evaluation of the feasibility or the quality of 
the combined collection of the clustering algorithms. This 
pre-assessment stage before building the consensus is 
mandatory to reduce the computational time and increase the 
chance of obtaining a high-quality aggregate with the proper 
set of combined algorithms. In this paper, we propose the 
scattering-based validation metrics that measure the 
diversity of the clustering solutions obtained from two or 
more clustering algorithms. These measures can be easily 
applied to the aggregate before actually building the 
consensus to evaluate the feasibility of the aggregate. The 
scattering-based validation measures are considered variants 
of the original extrinsic measures in which we consider the 
ground truth as the opposed clustering method. We proposed 
the scatter F-score (SF), scatter-Entropy (SE), and scatter-
Purity (SP) evaluation measures. The effectiveness of using 
the scattering measured is shown through the application on 
six datasets with various levels of overlapping and sparsity. 
Two single-based clustering algorithms and one consensus 
clustering is used in the experiments. It has been shown that 
using the proposed metrics assesses in determining which 
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clustering aggregates should be combined to obtain a 
successful ensemble or consensus.  

The rest of the paper is organized as follows: In section 2, 
extrinsic quality measures are introduced. Section 3 
discussed the adopted clustering algorithms. In section 4, the 
proposed scattering measures are presented. Experimental 
analysis and results are shown in Section5. Finally, the 
conclusion and future directions are given in Section 6. 

II. EXTRINSIC QUALITY MEASURES 

The external clustering measures are based on external 
criteria. Such that these measures are used when the real 
partition of the clustered data is given a priori. A cluster 
validity has two features: (1) the quality of clusters using 
homogeneity and separation, and (2) the second feature 
relies on a given “ground truth. The “ground truth” is 
obtained from domain knowledge or other knowledge 
repositories. Thus, the evaluation depends on prior 
knowledge, i.e., class labels. This labeling compares the 
resulting clusters with the original labels; these measures are 
known as extrinsic metrics. 

A. F-measure-based Measures  

F-measure is based on pairing similar clusters in two 
clusterings solutions [31]. It relies on a pre-processing step 
such that each cluster is mapped to a class [33]. F-measure 
is broadly used in text mining based on precision and recall 
concepts [34]-[36].  

R(𝑆𝑖, 𝐿𝑗) = !!"
!!

     (1) 

P(𝑆𝑖, 𝐿𝑗) = !!"
!"

  (2) 

where 𝑛"#  is the number of instances of class Si that are 
mapped to cluster j, 𝑛# is the number of instances in cluster 
Sj, and 𝑛" is the number of instances in class Li. For a cluster 
Si and class Lj, the F-measure is: 

F(Si, Lj) = $∗&(",#)*(",#)
*(",#)+&(",#)

 (3) 

The total F-Measure is formulated as the weighted sum of 
the max values of the F-Measures for each cluster. 

𝐹 = ,
-
∑ 𝑛"max#

$!!"
!!+!"

.
"/, (4) 

F-measure cannot be applied for cases where nested 
clustering is presented [36], and it cannot handle the problem 
of class size imbalance properly [34]. However, F-measure 
is appropriate for partitional clustering since it tends to split 
a large and pure cluster into many smaller disjoint partitions. 
The hF-measure is commonly used for nested clustering 
[36]. The L-measure is a derivative of the F-measure to 

compute the quality of a computational lexicon using some 
clustering criterion. The L-measure achieved significant 
results when applied to small-sized data [37]. 

B. Homogeneity-based Measures 

Entropy provides a solution to the “matching problem by 
measuring the homogeneity of a solution [33]. The entropy 
of a cluster is computed as: 

𝐸# = ∑ 𝑝" 	log	(𝑝")" 		(5) 

Pi is the percentage of instances mapped from the clustering 
to the defined initial classes. The overall entropy is 
calculated as the weighted sum of the cluster-wise entropies. 

𝐸 = ∑ !"
!

0
#/, 𝐸# (6) 

V-measure (values lie in [0, 1]) is an entropy-based measure 
that measures the relative satisfaction of the criteria of 
homogeneity and completeness. It depends on the number of 
clusters, the size of the data set, and the adopted clustering 
algorithm [33]. The V-measure favors solutions with many 
clusters, and it strongly favors a clustering having many 
small clusters [38]. The V-measure is computed as the 
harmonic mean of homogeneity h and completeness c of the 
clustering with a tuning parameter β [33]. 

𝑣1 = (1 + 𝛽) 2∗3
1∗2+3

 (7) 

where h stands for homogeneity, and c stands for 
completeness.  

VI is the variation of information with two properties: it 
satisfies the metric axioms, and it is convexly additive [39]. 
The range of scores given by VI depends on the size of the 
dataset [38]. The possible values of VI lie in [0, 2log n], 
where n is the size of the dataset. The VI has limited use 
when evaluating the performance on different datasets. The 
VI is defined as: 

VI(C, K) = H(C|K) + H(K|C)(8)  

where H(C|K) is the conditional entropy of the class 
distribution C given the proposed clustering K, and H(K|C) 
is the conditional entropy of the clustering distribution given 
the proposed class [38]. 

Normalized Variation of Information (NVI) lies in [0, 1], 
and it keeps the convex additivity property of VI but not its 
metric axioms.  Perfect solution means that the NVI = 0. NVI 
achieves better performance on a highly non-trivial NLP 
application with large datasets[38][39]. 
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Purity measures the homogeneity of a solution such that a 
clustering solution with purity values close to 0 is considered 
a poor solution [31][33]. The difference between Purity, 
normalized Van Dongen (NVD) [40], Criterion H (CH)[41], 
and Centroid Similarity Index (CSI) [42], is related to their 
matching. If the matching result is the same, these indexes 
will provide equivalent results [31]. The purity of a set of 
clusters is calculated as below.  

𝑃𝑢𝑟𝑖𝑡𝑦 = ∑ ,
!

.
4/, 𝑚𝑎𝑥"(𝑛4" ) (9) 

𝑛4"  is the points in class i that are grouped in cluster r. 

The Normalized Mutual Information (NMI) quantifies the 
shared information between the clustering and the true 
partition. The NMI values are in the range [0, 1] such that a 
value close to 1 indicates a decent clustering [32].  

𝑁𝑀𝐼(𝐾, 𝐶) = 5(6,7)
89(6)9(7)

 (10) 

Where 𝐼(K,C) denotes the mutual information between the 
consensus clustering K and the true class C. 𝐻(K) denotes 
the entropy of K.  

III.   ADOPTED CLUSTERING ALGORITHMS  
Clustering algorithms can be classified into two main 
categories, partitional and hierarchical methods. In 
partitional clustering,  the clusters are obtained as partitions 
(crisp or overlapping), while in hierarchal clustering, the 
clustering solutions are obtained in the form of a hierarchy 
called dendrograms. In this paper, we will adopt two 
clustering algorithms and their variants, the k-means (KM) 
and fuzzy c-means clustering (FCM) [43]. We have also 
used the Cooperative Clustering (CC) clustering algorithm 
[4] as a consensus clustering to show the proposed scattering 
measures' efficiency in enhancing the clustering quality of a 
given aggregate.  

A. The Crisp Clustering  

The crisp clustering algorithm, k-means algorithm (KM) 
(Fig.1), chooses k cases randomly as initial cluster’s 
centroids and then maps each instance x to the closest center 
ci, i=1,2,..k. The centroids are then updated as the mean of 
the cases set assigned to each cluster. The objective function 
J defined in (Eq.11) is invoked as the stopping criterion of 
the iterative clustering process. 

𝐽 = ∑ ∑ 𝐷𝑖𝑠𝑆𝑖𝑚𝑖𝑙𝑎𝑖𝑡𝑦	(𝑥# , 𝑐")!
#/,

.
#/,  (11) 

DisSimilarity(xj,ci) is the distance between the point xj and 
the centroids ci. The Euclidian distance ||xj-ci||2 is used as a 
dissimilarity measure. A similarity measure explicitly used 
in document clustering is the cosine correlation measure 
(Eq.12). The J values can be updated as shown in Eq.13. 

 
𝐶𝑜𝑠𝑖𝑛𝑒𝑆𝑖𝑚(𝑥, 𝑦) = :.<

=|:|=||<||
 (12) 

 
 𝐽 = ∑ ∑ (1 − 𝐶𝑜𝑠𝑖𝑛𝑒𝑆𝑖𝑚	_𝑥# , 𝑐"`)!

#/,
.
#/,  (13) 

Algorithm: Crisp Clustering (KM)  
Input: dataset X, and the number of clusters k. 
Output: Set of k clusters S 
S= {}, Randomly, select k initial centroids ci 
Begin 
 Repeat 
   Step1 (Assignment Stage): instances are mapped to the 
closest centroid,    
the objective function J (Eq.11) is calculated.  
   Step2 (Revising Step): new centers ci are computed as the 
average of the instances in each new cluster Si 
 Step3: Modify the set S with the new clusters Si 
 Until a stopping criterion is satisfied 
Return S 

Fig.1. The Crisp Clustering  Algorithm 

B. The Fuzzy Clustering 
In the fuzzy c-means (FCM) algorithm (Fig.2), each point is 
assigned multiple membership values uij [0,1]. Initially, 
random memberships are designated for data point xj such 
that ∑ 𝑢"#∀	𝑗 = 1, . . , 𝑛.

"/, , uij represents the membership of 
object xj to cluster Si, i=1,…,k and j=1,…,n.. For text 
datasets, we use a similarity function (e.g., Cosine 
Similarity), the cluster centers and membership formulas are 
modified as: 
   

𝑐" = ∑ 𝑢"#0 ∗ 𝑥#d∑ d∑ 𝑢"#0 ∗ 𝑥"∝!
#/, e@

∝/, eA,/$!
#/, (14) 

𝑢"# = fgh
𝐷𝑖𝑠𝑆𝑖𝑚𝑖𝑙𝑎𝑖𝑡𝑦	(𝑥# , 𝑐")
𝐷𝑖𝑠𝑆𝑖𝑚𝑖𝑙𝑎𝑖𝑡𝑦	(𝑥" , 𝑐4)

i
,/(0A,).

4/,

j

A,

 

 

𝑢"# = k∑ l7CD"!EF"0	(:",3!)
7CD"!EF"0	(:!,3#)

m
,/(0A,)

.
4/, n

A,

(15) 
 
The objective function J (Eq. 16) is also used as a 
convergence criterion to be minimized, where m is the 
weighting exponent. 
  

𝐽 = ∑ ∑ 𝑢"#0(1 − 𝐶𝑜𝑠𝑖𝑛𝑒𝑆𝑖𝑚	(𝑥# , 𝑐")!
#/,

.
#/,  ) (16) 
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Algorithm: (FCM)  
Input: Dataset X, weighting exponent m, and number of 
clusters k. 
Output: Set of k clusters S 
S={}, randomly initialize the membership matrix uij. 
Begin 
   Repeat 
     Step1: Compute k centers using Eq.14. 
     Step2: Calculate object’s membership to the k clusters as in  
Eq.15. 
    Step3:  Evaluate the objective function J using Eq.16. 
     Step4:  update the set S with the newly obtained clusters 
   Until a stopping criterion is satisfied 
Return S 

Fig. 2. The Fuzzy Clustering  Algorithm 

C. Cooperative Clustering (CC)  

Combining clusterings invokes an aggregate of multiple 
clustering algorithms in the clustering process. Cooperative 
Clustering (CC) (Fig.3) enables concurrent execution of 
multiple clustering algorithms to achieve better performance 
synchronously. The cooperative clustering model is 
established in four stages, mainly (1) executing individual 
clusterings, 2) obtaining the set of co-occurred sub-clusters, 
(3) building sub-clusters histogram representation of the 
pair-wise similarities, and (4) merging of sub-clusters until k 
clusters are obtained. 

 
Algorithm: Cooperative Clustering  (CC)  
Input: Dataset X, Ai algorithms, i=1,..,c, and number of 
clusters k. 
Output: Set of k clusters S={S1,S2,..,Sk} 
Initialization: S={}. 
Begin 
     Step 1: Generate c clusterings  each of size k 
     Step 2: Find the set of subclusters  Sb 
    Step 3:  build similarity histograms and assign  S=Sb 
Step 4: Repeat  
     Find the most homogenous two clusters in Sb, A, and B. 
     Merge A and B into C 
     Remove A and B from the set S  
     Add the cluster C 
   Until the number of clusters in the set S equals k 
Return S 

Fig. 2. The CC Algorithm 

IV. THE PROPOSED SCATTERING-BASED 
EVALUATION METRICS 

In the proposed measures, assume we have two clustering 
algorithms A and B, with k clusters SA(k)={ SiA, 1≤i ≤k}, 
and SB(k)={ SjB, 1≤j≤k}, respectively. Assume |SiA| is the 

number of instances in cluster Si (obtained by A), and |SJB| is 
the number of instances in cluster Sj (obtained by B). 

A. The Scattering F-score (SF) 

The scatter F-score of a cluster SiA is defined as: 

𝑠𝑐𝑎𝑡𝑡𝑒𝑟	𝐹𝑠𝑐𝑜𝑟𝑒(𝑆"H) = 𝑚𝑎𝑥	( $∗!!")
|F!
%|+|F"

&|
 (17) 

Where nij is the number of instances in the cluster SiA that 
co-occurred in the cluster SjB, with respect to cluster SiA, the 
cluster with the maximum F-score value is considered the 
cluster SjB that is mapped to SiA. That value is considered as 
the score for cluster SiA. The overall scattering F-score for 
the clustering result of k clusters is the weighted average of 
the F-score for each cluster SiA. 

𝑆𝐹 = 	
∑ JF!

%J∗KAD3C4E(F!
%)'

!()

∑ |F!
%|'

!()
 (18) 

The higher values of the overall Scatter F-score indicate a 
closer solution both A and B produce. This is mainly due to 
the greater accuracy of the resulting clusters of A mapping 
to B's clusters. In a consensus clustering model, we seek 
lower values of the scatter F-score between the adopted 
clustering approaches to obtain significant improvement in 
the clustering performance, otherwise combing two 
similarity clustering algorithms will not generate any 
significantly better results than the two methods.  

B. The Scattering Entropy (SE) 

The Scattering Entropy provides a measure of 
“homogeneity”. The SE metric tells shows how homogenous 
two clustering solutions are.  Lower values for the SE 
measure indicate that the two clustering solutions are of high 
similarity (low divergence) and vice versa. The SE of two 
exact clustering solutions  (perfect homogeneity) is zero. 
Assume two partitioning results of clustering algorithms A 
and B consisting of k clusters. For a cluster SiA , we calculate 
pij, the probability that a member of cluster SiA is mapped to 
class SjB. The scatter entropy of each cluster SiA is calculated 
using Eq.19, where we compute the sum over all clusters in 
SB: 

SE(𝑆"H) = ∑ 𝑝"#log	(𝑝"#)# 		(19) 

The total SE for SA and SB  is formulated as the weighted 
sum of the cluster-wise scattering entropies. 

𝑆𝐸 = ∑
|LF!

%M|

!
.
"/, E(𝑆"H) (20) 

The overall weighted scattering entropy avoids supporting 
smaller clusters compared to larger clusters. Typically, the 
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SE measure reports a complete matching if the cluster's 
Entropy is zero (i.e., the perfect similarity between A and B). 
If a cluster contains all the cases from two different clusters 
in B, its entropy will be zero, and the SE measure does not 
convey if a cluster is fully mapped to one or more classes, 
which is not the case in the SF. 

C. The Scattering Purity (SP) 

The Scattering Purity (SP) of solution A is calculated by 
averaging the cluster’s precision wrt. their best matching 
clusters generated by B. For a single cluster SiA, the scatter 
purity is calculated as the ratio of the number of instances in 
the leading cluster to the total number of instances within the 
cluster: 

𝑆𝑃(𝑆"H) =
,

|F!
%|
∗ max	( 𝑛"#)#/,,..,.

"/,,...  (21) 

nij is the number of instances from cluster SiA into cluster SjB, 
and |SiA| is the number of instances in cluster SiA. To evaluate 
the total scattering purity for the entire k clusters, the 
cluster’s purities are weighted by the cluster size, and the 
average value is calculated: 

𝑆𝑃 = ∑
JF!
%J

!
.
"/, 𝑆𝑃(𝑆"H) (22) 

High values of the SP indicate closer solutions of A and B. 
The above formulation for the SF, SE, and SP can be 
generalized to any extrinsic quality measure with two 
clustering solutions labels SA and SB. 

V. EXPERIMENTAL RESULTS 
In this section, we used two single-based clustering methods 
as KM and FCM, and one aggregate-based (consensus) 
method, as the cooperative clustering (CC) method. The goal 
is to show that the scattering measures are used as an 
efficient assessment tool to decide which algorithms to 
combine (i.e., the feasibility of the aggregate). We evaluate 
the performance of each algorithm using the traditional F-
measure, Entropy, and Purity.  

A. Datasets  
In this paper, we have used two artificial datasets, two real-
world datasets, and two text documents datasets.  
 
Synthetic Datasets: We have generated two artificial 
datasets, DataSet1 and DataSet2. DataSet1 contains two 
overlapped clusters in 3-dimensional feature space with the 
same covariance matrix. DataSet2 contains three overlapped 

 
1 www.uwaterloo.ca 

clusters in 2-dimensional feature space with different 
covariance matrices. The number of data instances in 
DataSet1 and DataSet2 is 100,000 and 150,000 instances, 
respectively. DataSet1 and DataSet2 are generated from 
Gaussian distribution. Experiments were also performed 
where the synthetic datasets were randomized before feeding 
into the KM, BKM, and CC. 

Real-World Datasets: The pageblocks dataset involves five 
classes of page layout blocks of documents that a 
segmentation process has detected. The dataset has 5473 
instances with ten numeric are obtained from 54 documents. 
Such that each observation belongs to one block. The 
pageblocks dataset was used in both [45] and [46]. In the 
Imgseg dataset [47], 2310 instances with 19 numeric 
features were drawn randomly from a database of 7 outdoor 
images. The hand-segmented images create a classification 
for every pixel. Each instance is a 3x3 region.  

Document Datasets: The UW dataset is a manually 
collected text corpus from the University of Waterloo 1 
various websites. The data set also has many documents 
from other Canadian websites. The UW dataset has 314 
documents, categorized into ten categories, with 469 average 
words per document [42]. The ReutersNews contains 2340 
documents classified into 20 different categories, with an 
average of 289 words per document [29] [40]. A summary 
of the datasets is shown in Table 1. 
 

Table 1: Summary of the Datasets 
Dataset k d n 
DataSet1 2 3 100000 
DataSet2 3 2 150000 
pageblocks 5 10 5473 
Imgseg 7 19 2310 
UW 10 15133 314 
ReutersNews 20 28298 2340 

B. Experimental and Computational Analysis  
As KM and FCM depend on the initial assignment of 
instances to clusters, we have used random variations of each 
method based on changing the initial conditions. As shown 
in Fig.3, the KM and FCM have similar performance for the 
DataSet1 and pageblocks datasets measures by the large 
values for the SF and SP and lower SP values (almost zero 
for the two datasets). On the other hand, the two algorithm 
shows great diversity in their solutions for the UW, 
ReutersNews,  ImgSegm, and DataSet2. The diversity (i.e., 
scattering) level is measured by small SF and SP values and 
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large SP values (as shown for the UW dataset as an 
example). The expectation is that when we combine the KM 
and FCM in an ensemble (i.e., consensus), there is a low 
chance of obtaining better solutions as they both have similar 
partitions, especially for the DataSet1 and pageblocks. As 
there is a higher level of divergence between KM and FCM 
in the UW, ReutersNews,  ImgSegm, and DataSet2, there is 
an opportunity to find a better aggregate with better results 
than both algorithms. Thus, the scattering measures, SF, SE, 
and SP, indicate that KM and FCM can be combined for the 
four datasets, UW, ReutersNews,  ImgSegm, and DataSet2. 
Simultaneously, it is not feasible to combine them for the 
DataSet1 and pageblocks as no better aggregate can be 
obtained. 

Figures 4-5 show the quality of the single-based algorithms 
and the consensus CC algorithm. It can clearly be 
demonstrated that as KM and FCM have very similar 
performance for the DataSet1 and pageblocks, the 
percentage of improvement is low (only up to 2%, 10%, and 
7% for the F-measure, Entropy, and Purity, respectively). On 
the other hand, due to the highly diverse solution between 
the two methods for the other four datasets, the consensus 
CC achieved an improvement of up to 63%, 34%, and 52% 
improvement in the F-measure, Entropy, and Purity, 
respectively. These results conclude that the proposed 
scattering measures are effective pre-assessment tools to 
decide on the feasibility of the ensemble prior to the design 
of an aggregate. These measures can be applied for 
supervised and unsupervised ensemble learning as a 
significant validation step in the preprocessing stags. 
 

 
Fig. 3. The Scattering Measures   

 
Fig. 4. The F-measure of the KM, FCM, and CC for the Six Datasets 

 
Fig. 5. The Entropy of the KM, FCM, and CC for the Six Datasets 

 
Fig. 6. The Purity of the KM, FCM, and CC for the Six Datasets 
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VI. CONCLUSION AND FUTURE DIRECTIONS 

 
Validation metrics play an important factor in assessing the 
performance of various machine learning algorithms. The 
process of unsupervised learning is a more challenging task 
than supervised learning as no class labels are provided to 
evaluate the quality of the adopted algorithm, especially for 
building an ensemble. Thus, there is a need to provide a pre-
assessment of the invoked algorithm before designing an 
aggregate. In this paper, we have proposed three scattering 
measures that effectively evaluate the divergence or the 
diversity in the clustering solutions to build a successful and 
feasible consensus. Experimental results have shown that 
clustering solutions with similar partitioning show no 
improvement when combined, while high diverse solutions 
indicate a high level of refinement when aggregated. These 
results are confirmed using the proposed three scattering 
measures. The proposed measures can be generalized to 
evaluate the performance of both supervised and 
unsupervised methods prior to the ensemble modeling stage. 
Future directions include investigating the scalability of the 
scattering measures if we have more than two methods, such 
iterative pair-wise evaluation of the scattering measures is 
used. We also plan to investigate the application of the 
proposed measures for different consensus learning 
approaches.  
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Abstract— In the current era robots play vital role in 

several industries, hospitals, and research organizations etc. In 

hospitals robots support and nursing staff currently may also 

use in this era during COVID19 Pandemic to transport such 

patient sample or dispose of their usage belonging to avoid 

spreading of this pandemic to clinical staff. From making 

deliveries, dispensing medication, visiting patients to aiding 

surgeries, robots are improving the way hospitals function. 

Central Sterilization Supply Department (CSSD) offers 

sterilization amenities to Outpatient Department (OPDs), 

wards and operation theatre (OT) of hospitals. It provides 

facilities to receive, clean, pack, disinfects, sterilizes, store and 

distribute instruments, in accordance with well-delineated 

protocols and standardizes procedures. An alarming boost in 

Hospital Ac-quired Infections (HAI) demonstrates the 

necessity of a well-organized CSSD to prevent surge in HAI. 

Although quality assurance procedures are followed to ensure 

safety and efficiency at all levels: appropriate handling of  

contaminated items, decontamination, proper cleansing, and 

instrument care, but the necessity of human presence to 

implement these procedure in-creases the threat of HAI. Thus, 

an intelligent autonomous multi-sensor wireless controlled 

NXT robot using MATLAB is proposed to handle                     

contaminated items and sterilize equipments in the centralized 

sterilization sup-ply department. The proposed system is 

entirely automated and eliminates the need of human presence 

to implement quality assurance procedures, thus decreasing 

the threat of HAI. An archetype using Lego NXT robotic kit is 

developed to implement tasks performed in CSSD. MATLAB 

is used to control NXT robot instead of Lego Mindstorms 

software, due to its versatility, capability to perform 

computationally intensive tasks and wide usage by researchers. 

A powerful control system is designed that allows user to    

interrupt, control and monitor autonomous NXT robots. 

Keywords— COVID19 , Robotics Invention System, Central 

Sterilization Supply Department, Hospital Acquired Infection, 

Operation Theater. 

Introduction  

In the current era robots play vital role in several 
industries, hospitals, and research organizations etc. In 
hospitals robots are the newest members of the hospital 
support and nursing staff. This project focuses on design of 
an intelligent autonomous multi-sensor wireless controlled 
NXT robot using MATLAB to handle contaminated item 
and sterilize equipments in the centralized sterilization 

supply department specially to protect clinical professional. 
The  

system is entirely automated and quality assurance 
procedures, thus decreasing the threat of HAI. The choice of 
robotic podium for this project is the Lego Mind storms 
NXT.  This system facility to collect, clean, pack, 
disinfects, sterilizes, stores, and distributes instruments, in 
accordance with well-delineated protocols and standardizes 
procedures [1-5]. 

Proposed System works as a single unit, which is control 
by MATLAB. MATLAB runs in monitoring computer 
which is wirelessly connected with robot via Bluetooth 
dongle and all other equipment in CSSD is connected with 
the serial port connection. We have to use advance software 
for controlling dongle. The dongle works as bi-direction 
serial port which enables us to use serial commands to 
communicate with Lego robot. For establishment of strong 
link between MATLAB and Lego NXT we have to install 
some program files in brick. This file helps us to easily 
communicate with robot by using MATLAB. First of all, we 
upgrade firmware of Lego NXT from 1.21 to 1.26. This was 
done because old firmware does not support RWTH toolbox. 
This Toolbox provides communication with robots with 
Bluetooth or USB. The toolbox includes routines for 
supporting interactions between robots and MATLAB.  We 
use RWTH toolbox in MATLAB the commands were send 
through the MATLAB after creating the connections and 
robot work according to the given instructions remember as 
the robot have motors and sensors all were activated by via 
wireless connection no user or wire interface is there. as we 
know that the CSSD staff work manually al the process, they 
take contaminated material from the O.T and they enter into 
the department and processed it through washer and 
autoclaves there are some indications which already known 
by the staff that the equipment shows it become sterile, in 
short all work done by the staff according to the instructions. 
Same process is performing by the robot technology NXT 
ROBOT more accurate more smoothly and shows best 
performance there according to the instructions. The washer 
and autoclave are controlled by the microprocessor which 
also takes instructions through MATLAB. All the 
equipments of the department are interconnected with each 
other, there data is transfer via port to the main circuit board 
and then via serial port the data is transfer to the computer 
placed in an operating room. In this way a continues 
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feedback is provided and robot is monitored continuously so 
there is almost no chance of human error. The instructions of 
doors open, and robot enter and exit all timing are set and 
command by MATLAB [6-18] 

 

 

 

Figure 1. Shows the Working Principle of the proposed designed  

 

I. DESIGN METHODOLOGY 

 

A. Material Selection in proposed designed  

Lego Mindstorms kit with MATLAB software were used in 
this project, in addition to design whole prototype some 
extra materials are also used in the completion of complete 
prototype design as shown in Figure 2. Lego Mindstorms 
consists of different construction blocks, sensors and 
controlling brick [6], The controller brick used in the 
proposed system in controlling all functions of Lego robot, 
which includes ,4 input ports,3 output ports,1 Bluetooth 
connection. Light Sensors used to help  the Robots to move 
on the desired location where the object placed, Ultrasonic 
Sensors are integrated with designed robot to assure not to 
collide with any surface or objects, Sound Sensor also used 
to identify if the hazardous material or object detected by 
the robots or not, Touch Sensor were also incorporated with 

robots to hold  the object after feeling touch sensation. 
Three servo motors are also used to control the robots’ 
gripper and arm angle. Shaft Encoder used to measure the 
speed of the servo motor to ensure that the designed robot 
manipulate its task accurately, finally Blue tooth dongle 
were also used, this wireless system helps robot to easily 
move anywhere and send back its location and status to 
monitoring system. This adapter is high speed and medium 
range which is about 100m in circle. Adapter is capable to 
operate in bi-direction mode. [6]. The conveyer belt is used 
inside the equipments to transfer the material from entrance 
to exit which is placed by the robot. The conveyer belt has 
widely used in industries for the supply chain and transfer of 
the material from the idea of that industries make me an 
example to provide a better way to hold and control the 
material through conveyer belt. It consists of single motor 
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Figure 2. At Left: Lego NXT Controller units connected with different sensors, At Right shows the Bluetooth dongle used with the 
system for wirelessly controlling the whole system. 

 

which is the center of the belt and belt is rotate on it when the motor allows to move clockwise or anti clockwise. 
 

B. HARDWARE ARCHITECTURE   

 

C. SOFTWARE DECSRIPTION   

In  Robot  designing two  NXT Robots’ bricks were used 
to control  severe  servo motors especially four motors used 
among which two were used for driving and steering wheels 
of designed robot while one used for robotic gripper and one 
for robotic lifter as shown in Figure 1-2. The proposed 
designed system also has ability to sense different color 
packages with the help of  color sensor to detect and 
distinguish visible colors based on these color sections Robot 
can easily pick and place of different color and  shape 
objects, an ultrasonic sensors also used to detect  obstacle 
during the Robot moving towards the object for handling or 
dispose of contaminated object like the mask or any 
belonging used by COVID 19 patient to protect the direct 
interaction of ward boy form this pandemic. ,an ultrasonic 
sensor may also use to retrieve the robot’s distance to its 
staring point and  light sensor was also used to rover the 
Robot in the straight path which may detect the lines for its 
path findings where user want to move the robot to move. 
The wireless BLUETOOTH communication used  in the 
proposed system which  provides access to control and 
communicate with robot from computer. 8-bit 
microcontroller and a 100x64 LCD monitor. This brick 
supports up to four  sensorial inputs and can control up to 
three servomotors. It also has an interface  displayed by the 
LCD System works as a single unit which is control by 
MATLAB. MATLAB runs in monitoring computer which is 
wirelessly connected with robot via Bluetooth dongle and all 
other equipment in CSSD relates to the serial port 
connection. We have to use advance software for controlling 
dongle. The dongle works as bi-direction serial port which 
enables us to use serial commands to communicate with 
Lego robot. For establishment of strong link between 

MATLAB and Lego NXT we have to install some program 
files in brick. This file helps us to easily communicate with 
robot by using MATLAB. First, we upgrade firmware of 
Lego NXT from 1.21 to 1.26. This was done because old 
firmware does not support RWTH toolbox. The toolbox 
includes routines for supporting interactions between robots 
and MATLAB.  We use RWTH toolbox in MATLAB the 
commands were send through the MATLAB after creating 
the connections and robot work according to the given 
instructions remember as the robot have motors and sensors 
all were activated by via wireless connection no user or wire 
interface is there. as we know that the CSSD staff work 
manually al the process, they take contaminated material 
from the O.T and they enter into the department and 
processed it through washer and autoclaves there are some 
indications which already known by the staff that the 
equipment shows it become sterile, in short all work done by 
the staff according to the instructions. Same process is 
performing by the robot technology NXT ROBOT more 
accurate more smoothly and shows best performance there 
according to the instructions. The washer and autoclave are 
controlled by the microprocessor which also takes 
instructions through MATLAB. All the equipments of the 
department are interconnected with each other, there data is 
transfer via port to the main circuit board and then via serial 
port the data is transfer to the computer placed in an 
operating room. In this way a continues feedback is provided 
and robot is monitored continuously so there is almost no 
chance of human error. The instructions of doors open, and 
robot enter and exit all timing are set and command by 
MATLAB. The robot performs the task till packaging 
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process after the completion of the task it will come back to 
its starting position. 

The Robot receive command from PC  from the 
execution of its work wirelessly for this purpose Bluetooth 
adapter was uses through the wireless Bluetooth adapter. The 
MATHLAB NXT toolbox has been used in this system  [14]. 
The software used in this designing is a free open source 
subject to the GNU GENERAL PUBLIC LICENSE (GPL). 
Desired task commands are sent to NXT robot to achieve 
task by using this connection, it is also use for receiving data 
from sensors like distance from ultrasonic sensor of each 
robot. A replica of CSSD was designed as shown in Figure 1 
(Working Principle Diagram) to A replica of CSSD was 
designed as shown in Figure 1 (Working Principle Diagram) 
to provide better practical approach system, we built replica 
of whole department with all necessary equipment use in 
process. Prototype includes model of washer disinfector, 
autoclave, supply cabinet and special chamber for sterilizing 
robot, all equipments are design by acrylic sheets. Models 
are mechanically active to perform basic functions like 
opening and closing of doors, receiving, and transmitting 
commands to main controlling computer. [15]. PIC 
controller is use as Communication Bridge between CSSD 
replica and PC server. C high level programming language is 
used to program PIC controller, PIC-C compiler. The main 
board is connecting the departments equipment with 
computer in monitoring area. this is done in a simple way 

that first data is sent via port to the main circuit board and 
then it is transfer serially to the computer where it is 
monitored as shown in Figure 1 and Figure 4 respectively. 

For the safety of complete Robotic system used in 
proposed design , The system will be  stopped if the system 
started malfunctioning  for example if the user give the 
system instructions command to follow the straight path and 
execute their work as per command received through PC 
software if system started malfunctioning and does acts upon 
received instructions the system will be because of many 
sensors are being incorporated within the system to assure 
the system behaves properly without or with minim error 
during execution of any task performed by the system. 
,whenever a robot is about to going outside the workspace or 
lost its path, the whole process is stopped, and robot come 
back to their initial position for this purpose an emergency 
button access given to operator in system control console 
which is shown in Figure 8 . This option may use if operator 
realized there is any automatic shut off needed in any 
emergency case. 

 

 

 

 

 

 

 

 

 

Figure 3. Proposed Robot Hardware Structure 
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Figure 4. Project Hardware Circuit 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Hardware Circuit Schematic designed for the proposed system 
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Figure 7. Basic Algorithm Flow Chart used in the Proposed Robot System Design 

 

Figure 8. Proposed System operating  console  At Left: Basic control with star/end/auto start/emergency switches, At 
Center: Different operating console having provision of sterilization equipment control , ,Robot chamber control and autoclave 

operation control depicted, At Right: Robot Navigation control depicted with gripper control provision. with basic access 
control. 

II. CONCLUSION 

Proposed designed project  may provide provides fast and 
hygienically secure environment to hospital Central 
Sterilization Supply Department especially now a days to 
cope the spreading of COVDID19 in clinical staff special in 
ward. Our system helps hospital administration to keep their 
hygienic quality at top. Whole system is cost effective and 

able to do those works which are hazardous for health of 
human. All hazardous material will be carrying out by robot. 
Whole process will automatic so very less chance of any 
error. In case of emergency whole system will auto, shutoff 
and inform operators immediately. System ensures 
sterilization process more reliable and accurate. We hope in 
future our design plays important role in maintaining 
hygienic quality of hospital and also make whole process 
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faster. Robot can work freely without any risk of infections. 
System will able to work 24x7 without any stop. Designing 
of GUI for simplicity for user. System can be monitor by 
wireless. This phase covers all monitoring and feedback 
systems. In this part we try to make our robot vision 
intelligent so it can differentiate between objects and 
equipments. Image processing also helps us to find out 
location of robot in CSSD. 
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Abstract—This work introduces a new microcomputing node
with long-term resistant data security, based on asymmetric and
symmetric encryption combined with the modern and established
scripting language Python. The presented microcomputing node
integrates a MicroPython runtime environment to address a
wide audience of application engineers as user base instead of a
selected group of embedded engineers, who have deep knowledge
in programming IoT devices using C/C++. It combines its
scripting capabilities with security features of modern smartcards
and secure cellular networking based on 4G.

Index Terms—IoT, MicroPython, smartcard, sensor node, en-
cryption

I. INTRODUCTION

The acquisition and processing of real-time sensor data with
real-time forecasts and downstream control is becoming a stan-
dardized tool in the industrial sector and general automation
thanks to powerful networks and power-saving processors.
The research area Internet of Things (IoT) lives from the
connection of cyber physical systems (CPS) to data centers or
other cloud instances. Over the last few years, a paradigm shift
from a classic industrial control system to powerful, reliable
and secure decentralized embedded systems based on wireless
networks has developed. The pre-processing in fog computing
corresponds to the worldwide highly available cloud systems
of large providers. A central element of acceptance in the
industrial sector is data security and encryption of process
data and configurations of industrial systems. Data centers
of industrial suppliers stand next to large companies that
offer highly developed evaluation methods. The monitoring
of systems for predictive maintenance by IoT is becoming
increasingly easier to implement. The expansion of existing
industrial plants in brownfield sites or the integration of
sensor nodes in urban areas will be an important technological
application in the upcoming years.

This paper presents a microcomputing node with secure 4G
connectivity, which is capable to interface a wide variety of
sensors, actuators and industrial networks in order to perform
both sensory and control tasks simultaneously. Data streams
such as process data, configurations or scripts can be securely
encrypted via OpenPGP similar to RFC4880 by the use of
a smartcard [1]. The microcomputing node is based on an

adapted implementation of MicroPython and thus ensures easy
access via a high-level programming language.

II. APPLICATIONS OF SENSOR NODES

Modern cloud providers offer REST-APIs and M2M proto-
cols to integrate microcomputing nodes into solutions running
on their servers. A commonly used protocol is MQTT. A
simple sensor node application in the context of industrial
IoT is illustrated in Fig. 1. Sensor data is received by the
microcomputing node and uploaded into the AWS cloud. If
necessary the data can be filtered and pre conditioned within
the node itself. Afterwards the data is marshalled into a JSON
string and inserted into an MQTT message. Fig. 1 shows two
use cases. In the first case the data within the MQTT message
is cleartext information and the messages topic belongs to an
AWS Thing shadow, which can be understood as the digital
twin of the microcomputing node. The message updates the
shadows state and according to the attached rules, the sent data
will be extracted and forwarded to any AWS cloud service. It
can be displayed in a semi-realtime dashboard using AWS
SiteWise, it can be processed further using AWS Analytics or
it can be stored into an S3 Bucket to be processed by an A.I.
application using AWS SageMaker.

All these applications are possible, because the data can be
read and interpreted by AWS, the cloud provider. If this does
not fit the users needs, then the cryptography features of the
nodes smartcard can be applied before the data is marshalled
for the transmission. In both cases the sensor data is securely
transmitted via TLS, but in the second case it is already
signed and encrypted using asymmetric cryptography before
the transport encryption applies. The cloud provider still gets
the necessary meta data to assign the message to the correct
digital twin but the sensor data payload itself is unreadable
ciphertext from the perspective of the cloud provider. By this
procedure the user has excluded the cloud provider from his
applications chain of trust. Due to asymmetric encryption it
is guaranteed, that the data can only have been sent from the
trusted microcomputing node, that it is unmodified and that
only the user can decrypt it.

Both use cases can also be combined within one application.
A logistic service provider for example can detect, upload
and analyze unwanted incidents during operation without
disclosing critical insights of his business to the cloud provider.
If any cargo stays in one place unexpectedly long or it gets978-1-6654-4067-7/21/$31.00 ©2021 European Union
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Fig. 1. Illustration of two AWS solution architectures. In the first solution the
data is only encrypted during the upload into the cloud. All AWS Services
can be applied to interpret the data. The solution below shows an encrypted
upload. Here AWS can only act as storage hoster and has no insight into the
process data.

exposed to vibrations and shocks of unacceptable amplitudes,
these incidents can be logged into the cloud. The incidents date
and location of occurrence can then be utilized as features
for further analysis to avoid or reduce the amount of these
incidents in the future. So these features are wanted to be
shared with the cloud provider to use the cloud based analytic
services. But other features like type of cargo or customers
associated with the cargo may be not wanted to be disclosed.
Hence this information is better uploaded in ciphertext form.
This procedure offers the logistic service provider to examine
the undisclosed information in the future outside of the cloud.
Without the custom encryption inside the sensor node, the
logistic service provider has to associate an incidents infor-
mation to a unique identifier and store the critical information
on self hosted instrastructure, which is wanted to be avoided
in the first place, so that both data sets can be linked by the
identifier for further inspection.

III. PLATFORMS

The node is expected to be a realtime-capable and generic
foundation, on which specialized solutions can be created.
Therefore the platform, on which the MicroPython runtime
environment operates, must weigh in several and partially
conflicting requirements to support the scripting languages
universal applicability. For example several IoT use cases do
rely on solar and battery powered sensor node solutions. So
energy efficiency and short response times out of deep sleep
states are requirements that have a higher impact on platform
decisions than data rates or bandwidths. IoT devices are also
often considered as insecure and easy targets in IT security

and hence as threats for a corporate networks integrity [5], [6].
So it is important to minimize the IoT devices attack surface,
because often they use the same network as other corporate
computers and thus have the same thread level [7]. Also the
formfactor can be important in terms of size. Sometimes IoT
devices are required to blend in into their surroundings, or
they have to be integrated in space constrained environments,
or their deployment itself must be simplified and be more cost
efficient, because their destination is in a remote area.

The main decision in identifying the right platform for the
microcomputing node is the choice between a Linux-capable
System on Chip (SoC) and a more constrained microcontroller
unit (MCU). The presented node is based on an MCU. The
computing performance of MCUs can be considered as gener-
ally lower than the performance of SoCs. So bandwidth intense
use cases like computer vision applications or the use of
interfaces like fast ethernet are excluded from the nodes scope.
But in most cases IoT applications require lower data rates.
The limited computing performance is an acceptable constraint
of MCUs, which outperform Linux capable SoCs in other
categories. MCUs consume less energy than SoCs, because
of lower clock frequencies, simplier hardware architecture
and less software overhead. The Linux kernel is not realtime
capable by default and must be patched to guarantee the
required response times. And even if a Linux based system
is patched and configured correctly, it is harder to maintain
than a more minimalistic firmware of an MCU, because of
the complexity of Linux operating systems in terms of their
code size. Linux based SoCs have to execute several utility
processes, like systemd. Every peace of software in the system
does not only offer comfort for the developers and users, it also
offers potential vulnerabilities to be exploited by attackers.
An MCUs firmware is advantageous through its simplicity. If
implemented correctly, it not only offers less attack surface,
it also switches faster and therefore more often between deep
sleep states and working phases, which helps to save even
more energy.

The chosen MCU is an STM32F415. Its set of peripherals
allows the microcomputing node to implement a sufficient
set of hardware interfaces and timing capabilities. A first
prototype based on a commercial off the shelf development
board, that is based on the STM32F415 is shown inf fig. 2. The
microcontroller board in the middle is adapted by a custom
designed PCB to offer the required hardware interfaces via
boxed headers. Configurable pull up/down resistors, two CAN
transceivers and three load switches are also integrated on the
prototypes adapter board.

Some of the firmwares internal modes of operation play
an important role for data security, although all signing and
encryption processes are sourced out into the trusted hardware
of a smartcard. The protection against firmware readouts
by unauthorized parties is a required feature. Many MCUs
have insufficient readout protection capabilites and also other
STM32 MCU families have shortages here, but an STM32F4
based microcontroller seems to offer sufficient protection to
date [2]. Another important aspect of the choice to use an
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Fig. 2. A first prototype, based on a commercial off the shelf development
board and a custom designed adapter PCB.

STM32 based MCU is the quality of existing libraries for
the Hardware Abstraction Layer (HAL) and the quality of
documentation.

IV. SYSTEM ARCHITECTURE

To optimize the cost efficiency of IoT sensor network
deployments, it is advantageous to design the microcomputing
node in such a way, that deployments do not require the
installation of additional infrastructure like routers, switches
or relays. Therefore the presented node integrates a cellular
(4G) modem and can fully rely on existing infrastructure.

After the internet connection is established by the modem,
the cloud provider can be chosen freely, because of stan-
dardized messaging protocols like MQTT, which uses TCP/IP
on the transport layer and is secured with TLS. Since most
of the common cloud providers like Amazon Web Services
(AWS), Google Cloud, Microsoft Azure, SAP Hana and Bosch
IoT Suite use MQTT, a switch between providers demands
only configuration changes on the application layer. Although
the presented microcomputing node supports Over-The-Air
(OTA) updates of the whole firmware, these updates are rarely
needed, because e.g. configurations, business logic and device
drivers can be implemented in the form of MicroPython script
files, that are exchangeable remotely via MQTT. Hence the
sensor network solution is capable to grow and evolve along
with the industrial business operation it has to conrol and
monitor. It is able to adapt to new problems and challenges

without demanding replacements or any manual labour on site,
which results in substantial cost savings during operation.

All cryptographic and thus security-relevant functions and
operations are outsourced onto a smartcard module, which
offers several advantages including a less constrained selection
of microprocessors as main processing unit, because it is not
mandatory to have specific ciphers or other cryptographic
hardware integrated in the MCU. Smartcards contain certified
hardware specifically hardened against physical attacks to
prevent any manipulations of the cryptographic operations and
to maintain the secrecy of all private key information. Since
the secret information is stored on the same trusted hardware
device that executes the cryptographic operations, there is no
reason for any private key to ever leave the trusted device.
In contrast to permanently soldered cryptographic ASICs, a
smartcard offers more flexibility. In case of compromised key
information or outdated and no longer secure cryptography
standards the smartcard can easily be replaced or updated
and can remain in the microcomputing node. Also when
the application demands new specific features like domain
specific ciphers for PGP, block chain applications or MiFARE
compatibility, then a smartcard offers the requested diversity
without the replacement of the whole microcomputing node.

The nodes firmware is built around the MicroPython runtime
environment. The layered structures of the firmware is illus-
trated in fig. 3. The application layer consists of MicroPython
scripts. Below that is the MicroPython runtime environment
and the operating system situated. Both of these subsystems
are built on top of the middleware layer, that implements
utilities like input/output orchestration of the MicroPython
runtime environment, block devices for file systems and rou-
tines to print system information for MicroPython application
developers. Below the middleware is the Hardware Abstraction
Layer (HAL) located as exchangeable foundation for maxi-
mum portability.

MicroPython offers the user to implement an IoT solution
in the modern and established scripting language Python.
The microcomputing node is capable to execute a subset
of Python 3 instructions that can be loaded from a script
or entered during runtime via a Read Evaluate Print Loop
(REPL). The firmware is designed in such a way, that any
hardware interface can be used as input/output for the REPL.
Hence MicroPython instructions can be tunneled via UART,
CAN, SPI, I²C or USB-VCP and the user can interact with the
node locally or remotely via a cellular connection for example.
The REPL demands parsing and compiling during runtime
before the instructions can be executed. Scripts on the other
hand can also be uploaded in a previously cross-compiled
bytecode format for immediate execution to save runtime and
memory resources. The microcomputing node supports three
sources of MicroPython scripts. They can be loaded over the
REPL, they can be imported from the internal file system or
they are statically flashed into the firmware as a so called
frozen module and can be imported from ROM. The REPL
and the file system are accessible remotely via the cellular
network. The set of frozen modules can also be altered when
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Fig. 3. Layered illustration of the microcomputing nodes firmware components.

an OTA update of the firmware is applied.

The firmwares application layer consists of MicroPython
scripts, possibly also including device drivers of connected
sensors or application specific algorithms for data conditioning
or process state detections to generate warnings and other
information, that can be uploaded to connected cloud systems.

The MicroPython runtime environment exists in the op-
erating system layer in form of a static library so that it
can be upgraded to newer MicroPython versions quickly
and independently. MicroPython offers multithreading and the
REPL is available anytime regardless of any scripts running in
the background. To support these features and to maintain the
realtime capability in parallel to responsive hardware interface
handling for sensor communications the realtime operating
system FreeRTOS is used. Different HAL utility threads fa-
cilitate deferred interrupt handling of the hardware interfaces.
Every user generated python thread is managed through its
own FreeRTOS thread. Interactions of the REPL are main-
tained by a seperate REPL thread. A scripting thread listens
for incoming scripts via proprietary protocols on different
hardware interfaces. The MicroPython runtime environment

has a dedicated thread to run all incoming instructions from
the other threads.

In order to make use of any microcontroller peripherals
from within the MicroPython runtime environment a variety
of MicroPython modules is defined in C and C++ language.
The user can import these modules in REPL mode or from a
script. They act as glue code to the middleware and the HAl.
The HAL is based on STMicroelectronics CubeF4 HAL and
like the MicroPython port it is linked into the firmware as
static library. The firmware and especially its HAL follows
the Ressource Acquisition Is Initialisation (RAII) ideom and
avoids dynamic memory allocation from the heap at its ab-
straction layer. All input and output buffers are allocated from
the application layer during firmware startup. Additionally the
call of malloc is strictly avoided to offer maximum safety
during runtime. The only free-storage (heap) allocation is done
by the MicropPython runtime environment. therefore out of
memory exceptions from heap overruns or heap fragmenta-
tion can only occur within the MicroPython heap and there
overruns can be caught from the firmware, which allows for
graceful reset procedures.
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V. MCU FLASH MEMORY UTILIZATION

The MCUs flash memory serves as nonvolatile storage for
three Firmware components. It holds the bootloader, that is
necessary for OTA-Updates. Further it contains the actual
firmware and the internal file system. Table I shows the flash
distribution between these three subsystems. One can see, that
the MCUs flash memory is organized in twelve sectors of
different sizes. The bootloader is the smallest subsystem, it
uses three of the smallest sectors. At the current state of
development the bootloader is still rudimental and listens for
update instructions on CAN bus only. So it is still small enough
to fit in less than three sectors, but because of its internal
mode of operation it must be distributed among at least three
separate sectors.The firmware is located at dedicated sectors,
independent from the bootloader, so that the bootloader does
not overwrite itself or its fallback state information during
updates, which ensures robustness against power losses. When
all features are included in the compilation process and when
debugging symbols are enabled, the firmware uses 58% of the
flash memory. The file system needs at least two sectors to
operate, so that the firmware is allowed to grow even further.
But without debugging symbols it is possible to shrink the
firmware down by two sectors to about 33% of flash and thus
to increase the file system.

TABLE I
FLASH MEMORY SECTORS OF STM32F415

Index Usage Size[KiB] Percentage
0 Bootloader 16
1 Bootloader 16 5 %
2 Bootloader 16
3 Firmware 16

58 %

4 Firmware 64
5 Firmware 128
6 Firmware 128
7 Firmware 128
8 Firmware 128
9 File System 128

10 File System 128 37 %
11 File System 128

Sector sizes vary between 16 and 128 kibibytes, which is
common for MCUs. The internal file system of the microcom-
puting node demands the flash storage to modify its content
during runtime. Flash memory is only rewritable in units of
sectors. So even when the file system needs to modify a single
bit, a whole sector must be rewritten and every erase cycle
wears out the flash cells. The block device below the file
system must compensate for the sector rewrite limitation and
implement a wear leveling algorithm to enhance the flash cells
life cycle. As shown in fig. 3 three different block devices
are implemented for the file system. The sd-card version
implements an SDIO interface, which outsources the wear
leveling to a connected sd-card and makes the internal file
system obsolete. The RAM-disk also avoids the usage of the
internal flash, but due to its volatile nature, it is unable to hold
its content persistently throughout a power outage. Persistent
storage is a mandatory feature of the microcomputing node and

since an sd-card can fail because of mechanical malfunction
and would also increase the formfactor, the internal flash
storage is used as block device. Therefore a third block device
based on a journaling flash storage (JFS) is implemented. A
flash sector has a size of 128 kibibytes and contains 250 blocks
of 512 bytes. Flash cells can not be erased from zero to one
individually but an individual conversion from one to zero is
possible. The JFS uses these individual changes from one to
zero to change block states in header bytes and to create new
copies of blocks. So when a blocks content must be changed,
first a new copy of that block is written into a free space of the
sector, containing only ones. Then the new blocks state is set
to valid and at last the state of the old version of the block is
set to invalid, which can also mean deprecated. When a sector
is full, it gets transferred to an available free sector. That is
why not all sectors can be used to hold data at once and that is
also why at least two separate sectors must be assigned to the
JFS. The sector transfer process is implemented in a similar
way as the block modification, to ensure that power outages
do not corrupt the block devices content. This implementation
can be the foundation of a robust journaling file system, like
LittleFS [3], [4]. But in the current state the FAT file system
is used to be compatible to Windows and Linux based host
systems by default. By using FAT within the microcomputing
node, it is possible to share the block device with the host
system as USB Mass Storage Device (MSC) and to exchange
files without the usage of the REPL. A journaling flash storage
is necessary to maximize the microcomputing nodes lifespan,
even if no journaling file system is used on top of it, because by
journaling write operations between flash cells, a wear leveling
is accomplished.

VI. PROOF OF CONCEPT APPLICATIONS

During its development the microcomputing node was used
as a sensor node and as a bus converter unit (BCU) in several
research projects. The BCU was e.g. the basis for several
subsystems within a test-stand for small electric ducted fans
for unmanned aerial vehicles.

Multiple sensors with different hardware interfaces were
controlled and sampled by the microcomputing node, which
was called BCU within that context. The aggregated data was
broadcasted on a CAN bus by each BCU, so that all data
could be read out by a workstation via a CAN-USB bridge.
All BCUs were supervised and updated from that workstation
via CAN bus. The bootloader mentioned above offered a way
to update the BCUs firmware and MicroPython scripts were
also exchanged via CAN bus. Fig. 4 gives an overview of the
test-stands system design.

Four BCUs integrated the sensors using a variety of hard-
ware interfaces. The power supply unit and the load cell
were connected via UART. They delivered data for power
to thrust ratio measurements. SPI and I²C busses were used
for pitot tubes, microphones and three-axes accelerometers
to measure air stream velocities and vibrations at different
locations. New protocols or interfaces were also implemented
during this use case. For example a OneWire interface was
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Fig. 4. System design of a test-stand for electric ducted fans for unmanned
aerial vehicles. The component that aggregates different sensor data and
broadcasts it via CAN bus is based on the presended microcomputing node
and is called Bus Converter Unit (BCU) within this project.

added for temperature measurements and a pulse counter was
implemented to measure the ducted fans rotational speed.
Thus the microcomputing node has proven as convenient and
generic sensor node solution for the development of the test-
stand.

The microcomputing nodes reliability in terms of the IoT
cloud connection was examined with another prototype. It was
designed as sensor node, that is mounted on a DIN rail, which
is established in industrial applications. The prototype is based
on a commercial off the shelf perfboard as shown in fig. 5.

Fig. 5. A prototype focused on industrial IoT applications with 4G connec-
tivity and a small formfactor to be mounted on a DIN rail.

In this approach the microcomputing node offers CAN bus
connectivity, REPL interaction via UART and USB-VCP, as
well as file system accessability over USB-MSC. A GPIO
pin is configurable to interface OneWire sensors, act as 3.3V
ADC/DAC or can be used as digital input/output. The focus of
this prototype was to create an industry suitable sensor/actor
node with 4G connectivity in a small form factor, which can be
mounted onto standard DIN rails together with other industrial
electronics like PLCs.

Multiple temperature sensors were connected to this pro-
totype using the OneWire interface. It was then integrated as
AWS Thing within the two AWS solutions shown in fig. 1 and
described in section two. The sensor node successfully passed
endurance tests in which it uploaded temperature data to its

AWS Thing shadow with an update interval of one minute.
It was located in a remote area with poor cellular network
coverage and successfully maintained operation based on
EDGE network. To harden the microcomputing node against
connection losses, the MicroPython based modem driver had
to be modified multiple times. This was successfully done over
the air via the REPL, without requiring a complete firmware
update.

VII. CONCLUSION

The presented microcomputing node introduces an innova-
tive foundation for IoT sensor/actor nodes based on the estab-
lished scripting language Python. With its trusted hardware in
form of an intergrated smartcard, it offers sufficient security
features, based on asymmetric and symmetric encryption. Thus
a smartcard is a valid and flexible approach to meet the
security requirements of modern IoT applications based on
MCUs.

It is capable to interface a wide variety of sensors and
actors and integrates these reliably in an IoT cloud solution.
Because of the scripting capability the microcomputing node
represents an accessible technology to a wide audience of
application engineers, who do not need to have deep knowl-
edge in programming constrained embedded systems. This is
considered as key advantage of the presented microcomputing
node, because experienced embedded system engineers have
become an increasingly constrained resource.

Future research must show to what extent it is applicable
to switch from classical C/C++ programming to script-based
application development in the area of IoT. The presented
microcomputing node has proven, that it is possible to solve
complex measurement and monitoring tasks by the use of a
scripting language on a constraint device according to current
status.
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Abstract—The fairness of electricity services lies in the 

provider being able to deliver the expected quality power, and 

recover the returns on investment. Energy theft, metering 

lapses, billing errors, and cumbersome payment procedures 

constitute the bulk of the non-technical power losses and 

contribute majorly to the incapacity of the electricity vendors to 

run a profitable business, and serve the customers effectively. A 

real-time approach has been identified as the innovative need at 

resolving the enumerated issues within the electricity value 

chain. This study is leveraging on the Internet of Things (IoT) 

technology to propose an extended modelled system capable of 

providing real-time data management, residential power system 

control, interactive platform for the vendors and consumers. 

The energy billing was modelled and developed from 

resourceful components. A website was developed with user-

friendly interface. The unique features of the system design are 

the possibility of customers to load their electricity credit online, 

and the supplier being able to lock or disconnect any defaulting 

customer remotely. 

Keywords— electricity billing, energy theft, internet-of-things, 

residential power system, smart metering. 

I. INTRODUCTION 

Electricity is a commodity with high-valued demand and 
supply, as it contributes extensively to the economy and better 
life for both corporate and individual entities. The monitoring 
and protection of the power devices in homes and facilities are 
very important. Meanwhile, ensuring that the actual electricity 
consumed is accurately tariffed is also crucial [1]. The fairness 
of any service relationship lies in the provider being able to 
deliver the expected quality service, and recover the invested 
capital through profitable returns on investment (ROI). The 
process of monitoring the track of electricity being consumed 
for verification is presently tedious and non-assuring, as 
manual meters are employed for data reading and recording. 
The metering strategy of the customers’ facilities has 
experience various evolutions in recent times [2].  

In Nigeria, energy metering by human data collection has 
been the major practice, until lately that pre-paid metering is 
gradually being introduced. The process involves human 
operators visiting the targeted facilities to collect the energy 
meter readings on a monthly basis, and use the collected to bill 
the customers. The process has been faulted by many errors 
associated with human interference and lapses, thereby 
resulting in consumers being billed on an estimated basis. 
Also, the pre-paid metering being introduced in batches as the 
new solution is being reported with cases of energy theft by 
connection bypass, and credit inconsistency [3]. The energy 
theft largely results in huge revenue loss by the providers. 
Energy theft is a major problem that manual, analog, digital 
and pre-paid meters have been unable to adequately curtail. In 
analog meters previously introduced, many consumers could 
slow down the rotation of the device by using the permanent 
magnet. In a similar way, digital and prepaid meters are being 
bypassed by consumers aiming at stealing electricity [4], [5]. 

The electricity theft, billing errors, and the customers payment 
debts constitute the bulk of the non-technical power losses, 
and the subsequent revenue losses. These are electricity 
problems that can therefore, be mitigated by real-time energy 
monitoring and billing over the internet,  innovative 
technologies and integrated devices and infrastructure [6].  
The growing population of electricity consumers [7], and the 
need to efficiently deliver their required electricity has made 
the adoption of Internet of Things (IoT) imperative. 

The IoT is a brilliantly evolving technology which has 
integrated the global space with established and intelligent 
computing. IoT enables interconnectivity among smart 
devices such as mobile phones and computers, the internet, 
people and things. IoT has successfully formed a synergistic 
bond with other evolving technologies such as blockchain and 
machine learning to build autonomous systems that can 
communicate with, and control devices and objects necessary 
for various innovative solutions. The IoT technology has 
helped to propel the importance of improved electronic 
devices in the provision of better living condition, and 
enabling profitable business venturing through cost-effective 
and timely transactions and business executions. It has birthed 
attractive ideas for solution provision in various sectors 
including safety, protections, accounting, entertainment and 
security [8]–[12]. 

The IoT technology has been introduced in many other 
areas of the electricity value chain. The three cardinal sectors 
of power chain: generation, transmission and distribution have 
had benefits of integrated IoT technology [13]–[21]. A 
transition towards a digitized and decentralized mode of 
energy billing and payment will be a major milestone in 
ensuring profitable ROI for interested investors. The energy 
billing system will be efficiently and effectively managed 
using the IoT. The management will involve such real-time 
systems that can gather data on electricity connections status, 
metering, billing, consumer payment, and energy audit. 
Importantly, the stakeholders at both the supply and demand 
ends could be integrated into the interfacing platforms of such 
systems to benefit in the real-time engagements for energy 
solutions.  

The study in [1] is herewith leveraging on IoT to extend 
the monitoring and protection of residential power systems 
capability to real-time billing, monitoring, recharge and 
control. This paper presents an advanced metering, billing and 
payment system with interactive application interface for 
consumers and the electricity supplier. The remaining part of 
the paper is structure as thus. Section II consists of the material 
and method of the system. Section III contains the results and 
discussion, while the conclusion is presented in section IV. 

II. METHODOLOGY 

The approach is to advance the IoT model and design to 
make available a system capable to provide real-time 
metering, billing, and recharge payment., in addition to the 

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 614



monitoring, control and protection of residential power 
system. The modified system is modelled, hardware and 
software designed, and then implemented. The system is 
designed based on the energy consumed on a line within a 
power supply section.   

A. System Model 

The energy consumed on a line, � over a period of time 
interval, � is defined by ��,� as indicated in equation (1). 

��,� =  	�,�� = 
�,���,� cos �        (1) 

where 	�,�  defines the power consumed on the line within 

the period. 

The tariff mechanism adopted is the progressive pricing 
technique referred to as the stepwise energy pricing (SEP) 
[22]. The assumption is that the energy quantity is categorized 
into n-steps, with each step corresponding to a unit price 
increase with the step. The monthly clearing price is equal to 
the sum of product (SOP) of electricity quantity across all the 
steps and the corresponding price. Considering the SEP 
schematic as shown in Fig 1, the energy quantity vector across 
all the steps is given by equation (2) while the unit pricing 
vector is given by equation (3).  

Fig. 1. The schematic of the SEP model 

 

�� = [��,, ��,, … … . ]       (2) 

   � = [�� , ��, ��]        (3) 

The monthly clearing price, 	�  is a function of the price 
and the quantity of energy usage on a stepwise basis, as 
expressed by equation (4), where �� is the total energy usage 
after the implementation of SEP. 

	� = ���� + ����� − ��� + ����� − ���         (4) 

The stepwise tariff model can be optimized to encourage 
energy efficiency, using the genetic algorithm analysis. 

B. Harware Design 

The system architecture is as shown in the block diagram 
of Fig 2. A unique website was designed for the system to 
connect and interface the smart devices with the internet. 

The building blocks of the system include four main units: 
the sensor module for current, voltage and temperature 
parameters measurement; the transceiver unit being integrated 
with the WIFI and GPRS modules for internet connection for 
the website and the mobile application; the relay unit which 
performs the make-or-break connection to the end power 

users; and the Arduino microcontroller which processes the 
received signal and output control signal to the relay unit. The 
ACS712 current sensor combined with the LM35 temperature 
sensor, an input voltage capacity measurement of about 
400Vac. The radio frequency XBee 2.4 GHz by Digimesh was 
the transceiver module integrated with the antenna as shown 
in the hardware connection of Fig 3.  

Fig. 2. The system block diagram 

Fig. 3. Internal block diagram of the transceiver module 

C. Software Design 

The software unit of the system is designed for a two-way 
communication feature. The main functions include the 
initialization with the commands over the internet website and 
to integrate the microcontroller and adjoining electronic units 
for control. The data for power consumption and the 
corresponding the billing information are directly transferred 
to the cloud and available on the website in real-time. The 
algorithm for the operational details of the system is as shown 
in Fig 4. 

III. RESULTS AND DISCUSSION 

The resulting system from the implementation of the 
design, and the operation of the developed user platforms are 
presented in this section. The hardware components of the IoT 
based metering system was developed as shown in Fig 5. It 
consists of an Arduino nano being connected to an integrated 
transceiver with the WIFI and GPRS module for internet 
connectivity. Also, there is a four-channel relay section for 
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disconnecting the supply to the end user, while the LCD unit 
displays all the data in real-time.  

Fig. 4. Flowchart of the system operation  

Fig. 5. The developed hardware of the IoT-based metering system 

The webpage and mobile application window developed 
is as shown in Fig 6. The webpage has an easy-to-use 
interface with good outlook. A user needs a unique identity 
number (ID) to login and navigate through the page. After 
profile login, there is an option to select between a customer 
or supplier. A customer selects accordingly and read the 
message available in the inbox. If there is no electricity credit, 
it is indicated, and the he cannot go further unless the system 

is recharged with credit unit. The system is linked with a 

payment platform, to be activated, for automated payment.  

Fig. 6. The user application interface 

The credit unit can be purchased and loaded manually. 
The sensors readings and the credit unit value are collected 
and stored. If any of the benchmarked parameters: current, 
voltage or temperature exceeds the threshold, the affected 
line is tripped off. All data and notifications are displayed on 
the LCD, and stored in the customer profile as a message. The 
supplier representative can also login with a unique ID, view 
the status of any customer power supply facility to monitor 
any discrepancies in the energy usage, and sends a control 
command to disconnect a defaulting customer. There is an 
automated 3 Kb/s data refreshing of the website every five 
seconds to allow for data update in real-time. Therefore, the 
data usage for the refresh is minimal. 

IV. CONCLUSION 

In this paper, an Internet of Things (IoT) based energy 
metering system for residential facilities has been developed. 
The study has extended and improved the existing work on 
the real-time monitoring and protection of a residential power 
system using IoT technology. The various units of the system 
were implemented on a resourceful-selection basis of the 
electronic devices. A user-friendly website and mobile 
application interface were also designed for real-time 
monitoring, collection of the metering and billing 
information for both the supplier and the customers with 
exclusive access codes. Previous methods and approaches 
adopted in energy metering and billing such as demand side 
load method, analog meter reading and digital prepaid 
metering were examined with relative flaws which have, 
therefore, been addressed with this IoT developed system.  
The developed IoT-based system is a combination of 
subsystems as energy meter, billing device, payment platform 
and residential power system controller. The customer credit 
is counts down according to electricity unit’s usage and 
automatically logs off whenever the credits exhausted. The 
unique features of the system design are the possibility of 
customers to load their electricity credit online, and the 
supplier being able to lock or disconnect any defaulting 
customer remotely.  
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Abstract— The new era of computing is not CPU-centric 
but enriched with all the heterogeneous computing resources 
including the reconfigurable fabric. In multi-FPGA 
architecture, either deployed within a data center or as a 
standalone model, inter-FPGA communication is crucial. 
Network-on-chip exhibits a promising performance for the 
integration of one FPGA. A sustainable communication 
architecture requires stable performance as the number of 
applications or users grows. Wireless network-on-chip has the 
potential to be that communication architecture, as it boasts 
the same performance capability as wired solutions in addition 
to its multicast capacities. We conducted an exploratory study 
to investigate different performance parameters using the 
Noxim simulator. The preliminary results showed better 
average delay and network throughput for wireless network-
on-chip as compared to the wired counterpart. 

Keywords—Wireless NoC, multi-FPGAs, reconfigurable 
computing 

I. INTRODUCTION 

Datacenter architectures provide for the need of 
computing workloads today, that is acceleration for more 
performance. Datacenters have heterogeneous computing 
resources, comprising of different processing fabrics that are 
suitable for a certain set of operations [1]. We have more 
choices than ever. GPUs offer better parallel performance, 
more efficient computing, and an easy-to-use programming 
model. On the other hand, FPGAs bring higher performance-
per-watt, improved hardware acceleration, and lower inter-
device latency. Assigning the right resource for the right job 
is mandatory for high performance and maximum utilization 
at the system level. Enhanced scalability and parallelism 
increase the possibilities for optimization at the algorithmic 
level, improved architecture and micro-architecture, and 
design methods focused on the target platform [2]. FPGAs is 
a competitive computing resource known for lower power 
consumption. The lifetime cost of data centers is majorly the 
cost of electrical power [3]. Therefore, data centers are 
looking for energy-efficient computing fabric and that opens 
new horizons in High-Performance Reconfigurable 
Computing (HRC). 

FPGAs have been used to accelerate datacenter services 
in both academia and industry. The choice of FPGA over 
GPU in Catapult [4] was driven mainly by power demand. 
The proprietary search engine of Microsoft achieved a 90x 
speedup as compared to the software-only solution, at the 
cost of a 10% increase in power consumption. Sustainable 
deployment of FPGAs in data centers requires an operating 
system to be designed in such a way that it can serve 
multiple users simultaneously. Without this vital 
virtualization characteristic, the investment would neither be 
economically feasible nor sustainable. Communication 
architecture and an operating system to virtualize the 
reconfigurable fabric in heterogeneous datacenters are two 

prime challenges to address in this area. We published a 
comprehensive review [5] of the area last year to direct the 
scientific community towards the most pressing problems. In 
this study, we explored the Wireless Network on Chip 
(WiNoC) to solve the bottleneck communication problem in 
the context of multi-tenant multi-FPGAs in a datacenter. 
Please refer to the mentioned review for the detailed context 
of the problem. 

Section II presents the state of the art on multi-FPGA 
virtualization techniques. Section III presents the theoretical 
foundation of WiNoC as a potential communication 
architecture in the given context. Section IV presents the 
results with an ample discussion on the limitations of this 
study. 

II. MULTI-NODE LEVEL VIRTUALIZATION 

The nomenclature of the node is being used in the 
continuity of the previous research that simply means an 
FPGA. The architecture depends on the organization of 
FPGAs to the host as illustrated in Fig. 1. In the direct model, 
nodes directly communicate, while the link represents the 
interface. In the slave model, the FPGAs are hosted on CPUs 
via PCIe. This means if FPGA wants to communicate with 
another FPGA then it must send the data through CPUs and 
network. In a standalone model, the FPGAs and CPUs are 
accessible to every node directly through the network. The 
hybrid models can be attained by combining two models to 
meet the specific requirements. 

Byma and colleagues focused to minimize the virtualization 
overhead of standard size datacenter that provides 
commercial cloud services [6]. They managed to attain 
remarkable performance when compared to regular virtual 
machines while reducing the iteration time of design. Kondel 
and his colleagues presented the work on maximizing the 
utilization of high-end FPGAs by paravirtualization [7]. 
They provided homogeneous virtualized FPGA regions for 
multiple users. This accommodating multi-tenancy approach 
allows the individual resources to embrace the user 
requirements. Zhang and colleagues implemented an 
operating system to share the single FPGA chip among 
multiple users at the run-time along with an upgraded 
resource manager [8]. These works did not write a detailed 
account of communication architecture and interfaces. 
Weerasinghe et al. [9] illustrated a different approach where 
FPGAs are connected through the datacenter network. This 
decoupled approach is useful for hyper-scale data centers 
where FPGA acts as an equal and distinct computing 
resource. They provided the detailed architecture of the 
system combined with an analysis on resource estimation, 
from a scaling perspective. The development of tightly 
coupled platforms is a recent trend, for example, IMB CAPI 
and Intel HARP collaborated to yield. The community 
responded to the call for proposals and since then significant 
contributions have been made using these platforms. 
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Fig. 1. Possible Arrangement and Connectivity of multiple FPGAs: a) Direct Model; b) Slave Model with PCIe interface; c) Standalone Model 

Some recent examples are [10,11]. There are three sub-
classes of multi-node virtualization that will be briefly 
revisited for the readers. 

A. Custom Clusters 

In parallel computing architecture, the concept of the 
systolic array model is based on custom clusters, where 
every node processes the data, and the processed data is 
moved from one node to another through a first-in-first-out 
(FIFO) buffer or network semantics. Some of these 
architectures [12–15] make use of fast series transceivers 
with FIFO buffers, Peer to Peer (P2P) connection 
MaxRing, and Peripheral Component Interconnect Express 
(PCIe) links, to transmit data across several nodes. 
Customized designs permit direct communication among 
the nodes through specific network connections. A  
systolic array model has been exploited by the cluster of 
512 FPGAs [16] to distribute and execute the computations 
on multiple FPGAs. This work is a good representative of 
a small to medium scale datacenter. 

B. Frameworks 

Frameworks make use of the conventional server-client 
architecture, where the computational part is dedicated to 
one or more FPGAs and the CPU server manages the rest, 
including application-related data, configuration, and 
scheduling. The central part of this architecture is data 
management. Architectures specified for CPU are 
extendible to FPGAs. For example, the concept of the 
MapReduce framework has been extended where the 
mapping and reduction operations are accomplished by 
FPGA accelerators [17-19] in the same way as in CPU 
client-server architecture. The advantage of these 
frameworks is that they helped in overcoming the gap 
between the heterogeneity of datacenters. An example of 
such a cluster consisting of FPGAs and GPUs based on 
MapReduce is [20]. In another work [21], the researchers 
used the Apache Spark to accommodate the FPGAs by 
extending the java virtual machine (JVM) framework, 
however, this requires precision and increases 
communication overhead. 

OpenCL is utilized through the Xilinx SDAccel 
framework to assign the data to multiple FPGAs by using 
an abstract layer and managing a transparent directory to 
virtualize the FPGAs at the lower abstraction level [22]. A 
few FPGA works [23] discussed an approach where 
multiple FPGAs can be shared by one group but 
configured within a setup of a matching accelerator. This 
approach comes with the drawback of occupying a 
complete FPGA that results in under-utilization, but it can 
be improved by the automation of the scaling algorithm. A 
similar approach has been proposed in [24] based on 
Hadoop YARN that comes with the advantage of the ease 

of programming. In a heterogeneous computing 
environment, the performance relies on a function of 
execution strategy. To explore the alternative execution 
strategies in disaggregated environments, a work based on 
the evaluation platform presented in [25] can be useful. 

C. Cloud Service Architectures 

Cloud service architectures promise computational 
correctness and guarantee Quality of Service (QoS) while 
abstracting the underlying complexity. The user is not 
concerned about the assigned computational node if the 
required acceleration or high-performance is delivered. 
Amazon EC2 F1 instance does not fall under this category 
but Microsoft’s Catapult achieved a substantial speed-up in 
search ranking. This is a hybrid architecture as it can 
distribute the acceleration jobs to either of the underlying 
node, standalone FPGA, or a host CPU. The same 
performance was achieved by Baidu [26] for deep neural 
networks. While in [27], the FPGAs have been used as co-
processors in complex problems for exploiting the multiple 
data streams. The architectures with network support 
broaden the choice of connectivity, which allows the CPU 
provisioning either as embedded on-chip or as a soft-core. 
OpenStack is known as the most common method that 
directly allows the user to program the FPGA through a 
physical or virtual address [6, 22, 28]. It offers the 
flexibility to the user for exploiting socket or remote 
routine approach to establish connectivity with an FPGA. 

III. NETWORK ON CHIP AS COMMUNICATION BACKBONE 

In most high-performance architectures the data 
transfers are limited due to communication architecture 
and memory hierarchy, as summarized in [29,30]. The use 
of NoC and dedicated links in a system with a huge 
number of processing cores are an effective replacement 
for buses [31-33]. NoC comprises of multiple tunable 
parameters like routing algorithm, network architecture, 
flow control, and network topology. These endless 
possibilities and given the rich FPGA resources today, 
System on Chip (SoC) designers prefer to use it as a 
central communication component. It ensures the high 
communication bandwidth with low latency as compared 
to the alternative methods of communication within an 
FPGA. 

A. Basic Architecture 

The architecture of the 2D mesh of size 2x2, comprising 
of four routers is shown in Fig. 2, presenting exposed edge 
ports, that are unused ports of the corner routers. Each 
router has five ports, in which the local port is connected 
to the network interface whereas the rest of the four ports 
communicate with the neighboring routers or processing 
elements. A network interface is connected to the core,  
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which represents any processing element. 

 
Fig. 2. A typical 2D mesh of size 2x2 with visible ports. 

B. Network Layered Model 

The layered model is shown in Fig. 3 along with the 
OSI reference model. 

 
Fig. 3. Network Layered Model 

Layered representation of network-on-chip contributes to 
the better understanding, as the top two layers of the OSI 
reference model are combined in the system layer. 
Likewise, session and transport layers correspond to the 
network adapter layer in NoC and the last two layers of 
the reference model are represented by links in NoC. 

C. Wireless NoC 

A case based on wireless network-on-chip was 
proposed by a scientist in 2012 as a potential backbone for 
all the multicore and manycore chips [35], another derived 
architecture using the same source is shown in Fig. 4. The 
router has a similar architecture but with an addition of a 
radio hub for wireless communication. The organization is 
illustrated in Fig. 6. The purpose of a radio hub is to 
govern the communication, typically single hop, between 
distant routers [36]. 

D. Objective 

This exploratory study is designed to have a proof of 
concept of this naïve idea that wireless network-on-chip 
can enable inter-FPGA communication in the given 
context. For the comprehensive state of the art and a 

deeper understating of the context of the problem, readers 
are invited to refer to our previous published work [37-45] 

 
Fig. 4. 2D Mesh of Size 3x3 with Radio Hub 

The inquiry-based iterative simulations were designed to 
establish the outcome. Fig. 5 depicts the basic idea 
through a concept diagram that we are aiming to achieve 
for multi-FPGAs in the given context. 

 
Fig. 5. Depiction of the Basic Idea 

E. Choice of NoC Simulator 

Simulation provides an early estimation of the decision 
variables that drive the physical implementation in the 
future. There are many simulators with a high level of 
abstraction that offer high code portability but lower 
efficiency, which we will discuss one by one. 

Booksim [46] is a cycle-accurate simulator developed 
in C++. The first version was not intended for a specific 
on-chip environment but mostly a generic simulator. 
Booksim2 provides a wide diversity of topologies, routing 
algorithms, and several options to customize the micro-
architecture of routers to simulate. 

DARSIM [47] is a cycle-level, parallel simulator, that 
allows simulating both 2D and 3D mesh architectures. It 
provides an advanced set of NoC parameters such as 
different virtual channel allocation and memory models. 
One of the strengths of this simulator is the ability of the 
hardware configuration, such as bandwidth, pipeline 
depth, and geometry. Besides, it allows to split the tasks 
between cores equally and achieves cycle-accurate 
simulations. 

Heterogeneous NoC Simulator (HNOCS) [48] is 
dedicated to heterogeneous NoC architectures and is 
based on OMNet++. OMNet++ provides C++ APIs to a 
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wide range of services to describe in detail the network 
topology. It also provides parallelism, various Quality-of-
Service (QoS), different arbitrary technologies, and power 
estimation. It offers three different router types, 
asynchronous, synchronous, and synchronous virtual 
output queue, and performance statistics such as 
throughput, VC acquisition, and transfer latency. 

Nigram [49] is a cycle-accurate and discrete event 
simulator developed in SystemC. It provides various 
network configuration commands to simulate different 
NoC architectures such as routing algorithms, topologies, 
flow control techniques. The simulation statistics include 
throughput and latency. 

Noxim [50] is a low-level, open-source, and cycle-
accurate simulator written in C++/SystemC. Noxim 
provides various configuration parameters such as packet 
and buffer sizes, packet injection rate, different routing 
algorithms, traffic distributions, structures, and topologies. 
In addition to the wired NoC simulation, Noxim also 
supports Wireless NoC (WiNoC) [51] evaluation and 
provides power consumption, throughput, and latency as 
performance analysis. Table 1 summarizes the NoC 
simulators. 

TABLE 1. NOC SIMULATORS SUMMARY 

Reference Simulator Abstraction 
Level 

Supported 
Topologies 

[46] BookSim High Multiple 
[47] DARSIM High All 
[48] HNOCS High Mesh 
[49] Nigram Low All 
[50] Noxim Low Multiple 

IV. RESULTS AND DISCUSSION 

 Table 2 present the evaluation environment with 
all the fixed and experimental configurations. The 
evaluation platform was based on 2D mesh platform. To 
ensure correctness, the simulation was repeated three 
times. The warmup and simulation times were 1000 and 
10000 clock cycles. The routing algorithm was fixed XY 
as this evaluation of the routing algorithm was not the 
objective of the study, however, this can be studied 
separately. Changes in average delay, network throughput, 
and the total energy were observed under various traffic 
distributions, random, transpose, shuffle, and butterfly. 

The use of synthetic traffic is a limitation to address, as it 
does not necessarily reflect the traffic patterns of a real 
application. We collated the performance and power 
analysis for a wireless and wired network-on-chip under 
similar conditions. We designed the experiment for three 
different sizes as the network-on-chip will grow as the 
users or applications increase. 

Results are straightforward but we would like to 
discuss a few trends. Better average delay and network 
throughput were observed for wireless network-on-chip as 
compared to the wired counterpart, with an exception for 
the butterfly traffic distribution and size 16x16, which can 
be an outlier. Total energy consumption in wireless 
network-on-chip is higher for obvious reasons, radio hub 
and wireless transmission that is a function of average 
wireless utilization, that varies in each simulation 
iteration. As the size of the network increases, the 
throughput reaches the same point, which can be seen in 
the second last column of the table. Although the results 
look favorable, yet hard to quantify the delay reduction or 
increase in throughput from this preliminary study due to 
its limitations, absence of real traffic, and complete 
system simulation. Recent research [52], however, has 
reported a 45% of delay reduction with real traffic and 
system simulation. 

V. CONCLUSION 

Sustainable deployment of FPGAs in the data 
center requires multi-tenancy and a dynamically scalable 
communication architecture. Dynamically growing 
network-on-chip showed significant performance. Given 
the context, the choice of wireless network-on-chip as an 
inter-FPGA communication backbone has been explored 
under certain configurations using Noxim simulator. The 
observed preliminary results showed better average delay 
and network throughput for wireless network-on-chip as 
compared to the wired counterpart. The results are 
however limited by simulator used, synthetic traffic 
patterns, absence of system-level simulation, and lack of 
support for heterogeneity. Further investigations and 
performance comparisons with reference to benchmarks 
are required to draw any concrete conclusion. 
 

TABLE 2. UNCHANGED AND EXPLORATORY CONFIGURATIONS WITH RESULTS FOR DIFFERENT TRAFFIC DISTRIBUTION AND SIZES 

Unchanged Configurations: 
    Topology = 2D Mesh 
    Routing Algorithm = XY 
    Warm Up Time = 1000 cycles 
    Simulation Time = 10000 cycles 

Performance and Power Analysis Legend: 
    AD = Average delay measured in cycles 
    NT = Network throughput measured in flits/cycle 
    TE = Total energy measure in joules 

 NoC Size = 4 x 4 NoC Size = 8 x 8 NoC Size = 16 x 16 
AD NT TE AD NT TE AD NT TE 

Random 
Distribution 

Wired 576.397 0.599556 2.12e-06 1329.21 2.62967 8.89e-06 407.462 18.897 3.86e-05 
Wireless 11.1289 1.27578 3.42e-06 23.804 5.12711 9.91e-06 377.227 18.9016 4.02e-05 

Transpose 
Distribution 

Wired 162.765 1.09 2.11e-06 227.148 4.75933 8.87e-06 466.332 13.6593 3.55e-05 
Wireless 11.0786 1.29944 3.48e-06 81.2728 5.02878 1.02e-05 452.839 13.6487 3.73e-05 

Shuffle 
Distribution 

Wired 633.628 0.800111 2.09e-06 249.256 4.50322 8.70e-06 873.656 11.6328 3.51e-05 
Wireless 8.18781 1.26967 3.43e-06 26.8224 5.15322 1.00e-05 675.111 11.8629 3.64e-05 

Butterfly 
Distribution 

Wired 400.513 1.09867 2.06e-06 17.4902 5.215 8.45e-06 131.697 18.1358 3.44e-05 
Wireless 7.10786 1.24333 3.43e-06 14.2698 5.06633 9.97e-06 135.339 18.2032 3.61e-05 
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Abstract— Online learning environments are vulnerable to 
disruption due to the present state of Wi-Fi security on the 
common at-home router. Current WPA2-protected devices are 
susceptible to a type of attack that uses disassociation and 
deauthentication packets to remove all connected users and 
prevent new users from connecting to the target access point. This 
paper seeks to display an example of this attack in the context of 
online learning environments, showing the disruptive potential of 
this vulnerability and the impact it could have on online 
instruction. We begin with target discovery and information 
gathering, then move on to executing the attack while an instructor 
and several students are connected to various video conferencing 
platforms. We conclude by discussing potential mitigation and 
prevention strategies, such as using protected management frames 
and upgrading to WPA3 when possible. 

Keywords—component, formatting, style, styling, insert (key words) 

I. INTRODUCTION 

 The COVID-19 pandemic forced millions of teachers 
and students to quickly convert to online meetings for 
education, such as Zoom, Google Meet, and Microsoft Teams. 
As these videoconferencing platforms became more heavily 
used for educational meetings, the vulnerabilities of these 
online meeting platforms became increasingly visible. When 
discussing vulnerabilities of this new wave of online learning, 
one may consider the online conferencing application Zoom, 
who’s user count jumped from approximately 10 million users 
per day in December of 2019 to over 200 million [1]. Among 
these users was a church group in California whose bible study 
session was intruded on by a user showing child pornography 
[1] [2]. Such attacks can play out in a variety of ways, such as 
a similar attack on instructional meetings for students. 
 While attacks can target vulnerabilities in the 
platforms themselves, the vulnerability discussed in this paper 
focuses on issues with connection to the internet itself. 
Specifically, modern routers that are using WPA2 encryption 
are vulnerable to disassociation attacks that prevent all wireless 
access to the internet for as long as the attack persists. Though 
various means of launching disassociation attacks are available, 
we will use the Aircrack-ng suite (a set of tools used for testing 
Wi-Fi security) to gather information about the target router and 
MDK3 (a tool used for exploring 802.11 vulnerabilities) to 
launch our disassociation attack. Our goal is to remove the 
instructor from the online meeting environment in Zoom, 

Google Meet, and Microsoft Teams, thus effectively disrupting 
the online learning experience. 

II. BACKGROUND 

 Wi-Fi Protected Access 2 (WPA2) was introduced in 
2006 as a security enhancement to the pre-existing WPA. WPA 
was intended to be compatible with devices that used WEP so 
that businesses and individuals would not need to purchase new 
hardware to accommodate this security update; however, this 
also meant that some of the same vulnerabilities present in WEP 
also appear in WPA [3]. WPA2 utilizes pre-shared keys and 
implements the National Institute of Standards and 
Technology’s Advanced Encryption Standard. Access points 

using WPA2 have two options available to users: WPA2-
Personal and WPA2-Enterprise. WPA2-Personal uses a key 
exchange between the user and the access point while WPA2-
Enterprise utilizes a server to grant access to users. Though 
considered highly secure against unauthorized users, several 
vulnerabilities have been discovered since WPA2’s 

deployment, such as the KRACK exploit and 
disassociation/deauthentication attacks [4]. Some of these 
vulnerabilities have been patched; however, 
disassociation/deauthentication attacks remain a threat to 
WPA2 devices that do not use protected management frames. 
 When discussing wireless access points and their 
vulnerabilities, the terms disassociation and deauthentication 
are frequently found. The two antonyms, association and 
authentication, must be somewhat understood to grasp attacks 
that leverage such vulnerabilities. Authentication occurs at the 
beginning of the access process. This is the stage in which a 
device that wants to connect to the wireless network must 
supply valid credentials to the access point. After a device is 
authenticated for access to the network it is recorded to the 
access point for frame delivery and gains full access to the 
network [5]. This is known as association. 
 The term “hacking” has long been a buzzword in 

cybersecurity and generally evokes thoughts of cybercriminals, 
intrusions, and stolen data. While there is no shortage of 
malicious users on the internet, they do not comprise the 
entirety of the hacking community; in fact, there are those who 
dedicate their proficiency with computers to benefiting the 
system that they hack. In its purest form, this is known as ethical 
hacking. Three main types of hackers are generally defined in 
the computing world: Blackhat, Greyhat, and Whitehat hackers. 
The principle separation amongst these three groups is the drive 
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and intent for hacking. Blackhat hackers are cybercriminals 
who employ malicious program writing and exploitation of 
security holes for their own benefit. They gain illegitimate 
access to systems and cause harm to people and property. 
Greyhat hackers operate in the area between Whitehat and 
Blackhat hacking, using their skills to find issues and security 
holes, but not always using this position for their own gain. This 
group may contain curious but non-malicious users that want to 
explore their capabilities and individuals who want to benefit 
from finding issues themselves rather than from gathering 
sensitive information. For example, these users may ask for 
payment from a target in exchange for fixing the hole that they 
found and threaten to publish the issue if not compensated. 
Finally, Whitehat hackers are motivated by improving security 
through hacking. They obtain permission from a network 
administrator (or other relevant figures) to test security and 
report on issues found. These hackers are also known as ethical 
hackers. 
 Penetration testing is a vital element of any serious 
network security plan. To protect a system from intruders, one 
must think and act as an intruder. A Whitehat or Greyhat hacker 
may be employed by a business or an individual to attempt to 
breach a network in some pre-agreed upon way. This gives the 
employer a third-party perspective on their security measures. 
In this scenario, Whitehat penetration testing methods will 
mirror those of Blackhat hackers. The attack itself may have 
been discussed previously to target a specific subsystem in a 
business or home or may have been left more general to allow 
for a wider range of intrusion attempts to test for preparedness. 
The key to ethical hacking and penetration testing is legality 
and consent. Though the attack may be disruptive, the impact 
of the attack should be controlled and should not pose a serious 
threat to data integrity or confidentiality. Penetration testing is 
a form of ethical hacking and seeks to better the security of a 
given system. 

III. LITERATURE REVIEW 

 Aung and Thant [6] seek to educate the reader on a 
variety of Wi-Fi attacks, focusing on general methods and 
attack techniques and listing specific examples later in the 
paper. The authors concisely explain an array of attack types, 
such as deauthentication, disassociation, dictionary attacks, etc. 
and their requirements (some attacks only work on WEP, for 
example). In addition, Aung and Thant discuss defenses for 
these attacks and list general tactics for detecting intruders and 
preventing unauthorized tampering. Finally, Aung and Thant 
set up a testing environment and use Aircrack-ng to execute 
each of the attacks described in their paper. Aung and Thant 
conclude by restating the importance of implementing and 
maintaining solid security methods in wireless networks.  
 Kristiyanto and Ernastuti [7] aim to test wireless 
security and how vulnerabilities to deauthentication attacks in 
Wi-Fi networks can put IoT devices at risk. They note that IoT 
is a growing quickly in the modern world and with this comes 
growing security concerns for the safety of IoT devices, in 
particular those devices that individuals may trust with their 
privacy and safety (i.e. autonomous cars, home security 

cameras, home alarms, etc.). Kristiyanto and Ernastuti establish 
a testing environment and use penetration testing tools to 
attempt a deauthentication attack on the test network, starting 
with no inside knowledge of the network. Kristiyanto and 
Ernastuti find success with their attack and conclude that the 
IEEE 802.11 frame management methods need to be updated 
for a long-term solution. For a short-term mitigation strategy, 
Kristiyanto and Ernastuti suggest APs to hold more than one 
MAC address to advertise in the event of an attack. 
 Until recently, WPA2 was the standard Wi-Fi security 
measure in many wireless access points. Lounis and Zulkernine 
[8]begin by introducing WPA3 as the next generation in the line 
of Wi-Fi security. WPA3 features added security measures to 
be more secure than its predecessor WPA2. Lounis and 
Zulkernine, however, identify a vulnerability in WPA3 and 
seek to exploit it. In their work, they show that while a 
legitimate user attempts to access the network an attacker can 
flood a WPA3 access point with messages that indicate that the 
legitimate user is entering the wrong password, thus preventing 
that user from accessing the network and effectively denying 
service to any target users. Lounis and Zulkernine conclude by 
stating WPA3 access points should implement a feature that 
examines authentication requests with more care by not seeking 
to reply as soon as a message is received; rather, the access 
point should respond based on a group of collected requests. If 
one message contains the correct authentication parameters, 
then that user should be allowed to proceed. This would likely 
need to be coupled with other measures to prevent unauthorized 
access. Lounis and Zulkernine show that despite the increased 
security provided by WPA3, attacks are still feasible. 
  As IoT devices become more prevalent in modern 
society, the security of these devices becomes a greater 
concern. Where once a few extra Internet-enabled may be 
sprinkled around a home, now we begin to see important items 
such as security cameras and alarms become Internet and Wi-
Fi dependent. Raghuprasad et al. [9] seek to educate about 
attack methods (such as DoS and Man-in-the-Middle) and 
defense strategies for common IoT devices. They establish a 
small testing network consisting of a temperature/humidity 
sensor, a personal hotspot with internet connection, and a cloud 
device. It is then demonstrated that the data stream from the 
sensor cannot reach the hotspot when the attacker launches their 
DoS attack, which is launched with the help of aireplay-ng. To 
conclude, Raghuprasad et al. implement a “MAC changer” to 

their proposed system, thus preventing similar attacks (that 
require a machine’s MAC address) in the future. 
 Wireless jamming has become a greater issue as 
wireless technologies have spread throughout our society. 
Grover [10] seeks to educate the reader on three main topics: 
types of jamming devices and techniques, how to find an active 
jamming device within a network, and methods for detection 
and response to a jamming scenario. Grover lists an impressive 
number of jamming tools, categories, and types within this 
paper and gives summaries of each jamming method covered. 
Continuing this trend, Grover lists several methods for 
localizing jamming devices within a network and states that 
jamming localization methods generally fall into two 

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 625



categories: range-based and range-free. Finally, Grover 
explains detection and response methods for jamming attacks 
by listing fifteen methods and tools for identifying and 
neutralizing a jamming attack. 

IV. METHODS 

 We set up a testing environment with a host connected 
to the target router and multiple guests operating on other 
networks (see Table 1 at the end of this section). The host will 
act as the instructor and will invite the guests to sessions on 
Zoom, Google Meet, and Microsoft Teams. Our goal is to 
disconnect the host from these meetings, thus successfully 
interrupting our established online learning environments. Our 
attack will occur in two parts. First, we discover information 
about the target network, specifically the router’s MAC address 

and the channels it is broadcasting on. We then execute our 
attack using MDK3 on a Kali Linux machine. 

A. Target Discovery 

 For target discovery and information gathering we will 
use the Aircrack-ng suite, a collection of tools used to test Wi-
Fi security [11]. Once we are withing range of the target router, 
we place our Kali Linux machine into monitor mode using the 
following command: 
sudo airmon-ng start wlan0 
This will change our interface from wlan0 to wlan0mon and 
allows our wireless NIC to capture data packets from all 
surrounding wireless access points (see Figure 1).  
 

 
Figure 1 - Airmon-ng start. This command places our wireless NIC 
into monitor mode, allowing us to capture beacons from access 
points 

 
Using a separate terminal window, we activate airodump-ng (a 
tool provided within the Aircrack-ng suite to capture 802.11 
packets from targeted access points [12]) so that all the data 
captured is displayed to us using the following command: 
sudo airodump-ng wlan0mon 
In a decently busy area this can yield a large list of available 
networks and will constantly be changing and reordering itself. 
To combat this, we will use the ESSID of the target network to 
narrow the search. This should make the information more 
manageable. 
sudo airodump-ng --essid WimmLab wlan0mon 

We are now able to concentrate on our target AP and gather the 
MAC address and the channels that the WimmLab router is 
broadcasting on (see Figure 2). 
 

 
Figure 2 - Our airodump-ng screen, showing information for 
surrounding access points. In this case, we have focused our search 
on routers with the ESSID of WimmLab 

Having recorded this information, we are ready to move on to 
attacking our target. 

B. Jamming Attack with MDK3 

 Wireless jamming is a broad term used to describe 
intentional disruption of wireless communication [10]. This can 
be accomplished in a variety of ways, from utilizing a device 
that emits radio waves to counter the target frequency to 
flooding a router with packets to the degree that it cannot 
process the legitimate user traffic. In this usage example, we 
will flood a target router with deauthentication packets to 
remove all connected users and keep any other users from 
joining. 
We now open another terminal window and enter the following 
command: 
sudo mdk3 wlan0mon d -c 1 -b Desktop/black.txt 
This command will utilize MDK3, a tool created to test 802.11 
networks for common vulnerabilities [13]. We use MDK3’s 

deauthentication attack (d) and specify channel 1 (-c 1) and look 
to the text file titled “black.txt” for the MAC address to target 
(-b Desktop/black.txt). This feature of MDK3 reads a list of 
MAC addresses on a text file and can either blacklist or 
whitelist those addresses (in the case of whitelisting, MDK3 
would target all addresses except those specified). In our case, 
we seek to target one specific address and jam the traffic from 
the router. 
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Table 1 - Test network diagram 

V. RESULTS 

 Within 10-20 seconds of executing the attack the host 
is removed from the meetings and is given some form of a 
“Trying to connect” message by the platform in question (see 

Figures 3 - 8). As the router is being jammed, all wireless access 
to the internet is also prevented until either the attack is 
cancelled by the attacker or the user switches to an unaffected 
router. It should be noted that this attack does not impact wired 
traffic from the target router. 
 

 
Figure 3 – Student view of a Zoom meeting with several colleagues 

 

Figure 4 - The host is disconnected from the meeting 

 
Figure 5 - Google Meet session with colleagues 

 
Figure 6 – Host’s connection severed after attack is launched 

 
Figure 7 - A Microsoft Teams meeting is in progress with multiple 
colleagues 
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Figure 8 - Host is successfully disconnected from MS Team meeting. 
In this case, the effect was immediate 

VI. IMPLICATIONS AND DEFENSE 

 With online learning becoming so prevalent during the 
COVID-19 pandemic, attackers find themselves rich with 
opportunities to negatively impact online instruction. The 
immediate implication of this research is that malicious users 
could easily interfere with online learning environments if they 
are within range of a target, which could be a student or an 
instructor. Worth restating are the facts that an attacker needs 
no private information about the target router and only needs to 
be in range of the router to launch the attack. A hacker could 
easily park outside the home of an instructor and, using the 
methods described above, could completely halt all of that 
instructor’s classes. Furthermore, it can be assumed that IoT 

devices in the home that rely on wireless connections are 
vulnerable to this attack. This creates potential for attackers to 
inhibit security devices around the home, thus posing a risk for 
harm to people and/or property. 
 There are several methods available to help to 
counteract this threat. Implementation of Intrusion Detection 
Systems (IDS) such as Kismet will help to mitigate an attack by 
notifying the victim once the system notices unusual traffic. 
This would be useful as a victim could immediately tell if their 
failed connection was due to network performance issues or if 
it was malicious. Beyond detection methods, the use of 
protected management frames in compatible devices will 
hinder this attack as packet forging is prevented, meaning that 
an attacker could no longer flood the router with disassociation 
packets [14]. The next generation of Wi-Fi Protected Access, 
WPA3, will require these management frames on its network 
[15]. Therefore, this attack vector should become obsolete on 
devices using WPA3. Additionally, the use of a wired 
connection would also secure this attack vector, as 
disassociation/deauthentication packets only apply to wireless 
communication. 

VII. CONCLUSION 

Using the Aircrack-ng suite and MDK3, we successfully 
gathered enough information to launch a disassociation attack 
against an instructor’s router, successfully removing the host 

from the educational instruction sessions on Zoom, Google 
Meet, and Microsoft Teams. This effectively halts the 
educational environment as students would be left without an 
instructor, severely hindering their education in the event of a 
persistent attacker that repeatedly targets the same instructor. 
Familiarizing one’s self with the current industry standards for 

Wi-Fi security and diligently upgrading all related devices can 
reduce the risk of victimization from this attack, resulting in 
safer and more secure environments for education and learning. 
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Abstract—The main challenges related to water affect human
settlements’ sustainability: the lack of access to safe and clean
water at all times. These problems have massive consequences
on human health, safety, economic growth, and development.
Rujban city faces this crisis despite more than five decades
trying to resolve this problem. In this paper, we describe the
existing water supply system, which consists of three main
components: Karthoom Automated Control System (KACS),
Idref Automated Control System 1 (IACS1), and Idref Automated
Control System 2 (IACS2). We propose the control system design
of the KACS to meet the city’s demand and keep the collecting
tank with an acceptable level of water continuously. This paper
presents the Karthoom Automatic Control System (KACS) design
to control the water supply system using the Programmable
Logic Controller (PLC). PLC controller is a central part of
the proposed automatic control system due to its reliability
and ease of installing and maintenance. Besides, we use PLC
to carry out the water level control, sequencing, monitoring,
display, and control functions, such as logic, sequence, timing,
counting, and arithmetic logic. To maintain an appropriate
water level in the collecting tank, we control the operation of
the feeding submersible pumps (”on” or ”off”) by sensing the
collecting tank’s water levels. This is accomplished by utilizing
four-stage-level sensors, seven water flow sensors, and an RF
transmitter/receiver to monitor and control all pumps’ operations
and protect them from dry running and then accomplish the
sensing stage. We introduce the control system components, the
operation flow chart, and the proposed system’s implementation.
Finally, we implemented and conducted a simulation experiment
using the Siemens S7-200 PLC to control the overall water
supply system and evaluate the proposed control approach’s
performance.

Index Terms—An automatic control system, Programmable
Logic Controller (PLC), Siemens S7-200 PLC, water flow sensors,
submersible pumps, Wireless communication network.

I. INTRODUCTION

Despite a sufficient number of deep wells and a reservoir

for collecting water in the Karthoom area, the lack of water

availability is considered a problem that is elevating and rising,

especially with the population’s growth in the city. To develop

root solutions for these obstacles which led to the lack of

water supply in the Rujban town, we propose a design of an

automatic control system to control water flow from seven

wells located in the Karthoom area water level in the local

collecting tank. The water level in the tank was measured

using the sensors. Four different water levels were considered,

we then decided which submersible pump must turn ”on”

accordingly by sending an ”on” signal wirelessly to the target

pump(s). The system also prioritizes which of the pumps must

be operated based on each pump’s number of working hours.

The lifetime of each pump is maintained in which each of

them has to run periodically. Besides, the flow of water from

the operating wells was monitored using a flow sensor for

each well while protecting the submersible pumps from dry

running by sending an ”off” signal through a wireless link to

the target pump to turn it off.

PLC controllers are usually a central part of many automatic

control systems in the industry due to their reliability and ease

of installing and maintenance. PLCs are used for the internal

storage of instructions to carry out control functions, such as

logic, sequence, timing, counting, and arithmetic. They are

also widely used to monitor and control plants or equipment

in industries such as oil and gas refining, water and waste

control, energy, transportation, etc.

The KACS system is located in harsh desert environments

that can damage any cabling. The long distances between

the wells’ locations and the collecting tank lead to higher

installation and maintenance costs due to low scalability and

connectors’ high failure rate. These reasons have inspired us

to use advanced wireless technologies as appropriate solutions

to these problems and reduce the installation cost of the KACS

system, which is distributed over a vast land area. Moreover,

the system will display each pump’s operational status (Run

or Stop) and the water level in the collecting tank.

The PLC controller will run or stop any pump by sending

RF signals ”on” or ”off” signal” via a transmitter. The trans-

mitter can send the RF signal to seven different receivers with

Omni-directional antennae. The receiver at the other end can

receive signals sent by the transmitter, which are only specified

for it by a specific unique code that uses ZigBee technology.

There are two main contextual areas of focus and problem

studying: wireless networks (WSN) and control systems. At

the same time, the previous paper’s primary focus is on WSN

[19, 14], Crucial consideration needs to be given to other areas.

There are many existing technologies and various approaches

in WSN regarding outdoor applications, but we depend mostly

on the reference (book) and radio mobile information. In [3],978-1-6654-4067-7/21/31.00 ©2021 IEEE
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a smart wireless technology designed and developed using a

microcontroller for various crops with irrigation systems. The

authors of this work use the Zigbee wireless control system to

create an intelligent irrigation system that provides an efficient

water supply for use by humans and agriculture, which is

crucial to reduce water use and reduce the workforce needed

for irrigation. The concept of water level monitoring and

management introduced by [16]. This paper presented water

level monitoring and management within the context of water’s

electrical conductivity. This paper also proposed a web and

cellular-based monitoring service protocol to determine and

sense water levels globally. The researchers in [17] analyzed

the existing oil pumping system and discovered that it has a

high power-consuming process and should entail more man-

ual power. They proposed a sensor network-based intelligent

control system for saving power and efficient monitoring of

oil wells’ health. If any abnormality is detected in the oil well

data sensing, the maintenance manager is notified through an

SMS via GSM. This system allows oil wells to be monitored

from remote places. In [7], designed an approach to help

people living in multi-storied buildings that face inconvenience

when there is a shortage of water in the tank. This system

automatically pumps water from the reservoir to the tank

whenever the water level decreases. The water level is checked

using a ping sensor connected to a micro stamp controller

to switch on the pump as soon as it is empty. Automatic

irrigation to the plants is provided by [8], which helps in saving

money and water. An 8051 microcontroller was used to control

the entire system. The proposed controller is programmed as

giving the interrupt signal to the sprinkler. The solar-powered

water pump controller was designed and deployed remotely

by [12] to detect the tank’s water levels and pumping the

water from a remote source such as a pond or well when

required. For more details on wireless communication, vision,

and technical challenges, see [13], and [4] and their reference

in which described the current wireless systems and emerging

systems and standards. The gap between these systems and

the vision for future wireless applications indicates that much

work remains to be done to make this vision a reality. In

[5] a low-cost solution to apply fuzzy logic control for a

water level control system using an Arduino was proposed.

It also gives a low-cost hardware solution and a practical

procedure for system identification and control. A prototype

system for artificial control and monitoring was implemented

by [1] using IoTs, two control systems were introduced:

classical PID (Proportional Integral Derivative) and fuzzy logic

with a comparison between them. For more information about

designing an implementation of water systems’ control using

some existing techniques raised in the literature, see [10, 18,

9, 2], and their cited references.

This paper proposes a control mechanism to control Ru-

jban’s water supply system using the Siemens S7-200 PLC.

We present several distinct contributions:

• First, we described the existing water supply system and

its components.

• Second, we proposed the control system’s main compo-

nents in more detail, including the PLC controller, the

water tank, water level/flow sensors, transmitter/receiver

stations, and auxiliary components.

• Third, we proposed the Karthoom Automatic Control

System (KACS) design to control the water supply system

using the Programmable Logic Controller (PLC).

• Finally, we implemented a simulation experiment using

the Siemens S7-200 PLC to control and evaluate the

proposed control system for the overall water supply

system.

• This paper’s primary goals:

1) Reducing energy consumption.

2) Eliminating water wastage.

3) Providing continuous water flow.

4) Maintaining the service life of the pumps.

5) Reducing the labor power of maintenance.

6) Ensuring the city’s necessary daily water usage.

The paper’s organization as follows: In Section II, we

define the problem statement. Section III describes the existing

water supply system, which consists of three main compo-

nents: Karthoom Automated Control System (KACS), Idref

Automated Control System 1 (IACS1), and Idref Automated

Control System 2 (IACS2). In Section IV, we propose the

control system’s main components in more detail, including

the PLC controller, the water tank, water level sensors, wa-

ter flow sensors, transmitter/receiver stations, and auxiliary

components. The implementation and experimental simulation

results are conducted in Section V using the Siemens S7-200

PLC to control the overall water supply system and evaluate

the proposed control approach’s performance.

II. PROBLEM STATEMENT

To fully understand the water dilemma and its infrastructure

and history in Rujban, you could review previous papers [15,

19]. The whole water providing system of the Rujban city

can be divided into three subsystems, and each subsystem is

divided into two parts, a wireless communication network and

an automatic control system, as follows:

1) Pumping water from the producing wells into the col-

lecting tank in the Karthoom area: There are seven

wells currently producing water and connected to the

karthoom collecting tank. The KACS is divided into

wireless communication network part [15], and the

automatic control system, which is the subject of this

paper.

2) Pumping water from Karthoom collecting tank using

big centrifugal pumps to the collecting tank located in

the Rujban center. The wireless communication network

part is studied in the previous paper [15, 19], and the

automatic control system is addressed in this paper.

3) Pumping water from the Rujban center collecting tank

to the upper distribution tanks and water providing

management ”IACS2” will be another future research.
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After conducting a thorough study on the Karthoom water

operation and management dilemma, we discovered the fol-

lowing:

• Manual operation of submersible pumps for wells and

their remoteness from the central station where the dis-

tance is sometimes greater than 3 kilometers.

• Lack of high-level water monitoring in the collecting

tank.

• Lack of means of transportation and difficulty in moving

from the station to wells.

• Power cuts from time to time and the consequent stop of

water pumping and being obliged to operate it.

• Lack of knowledge of water interruption.

• High labor prices. The primary motivation for conducting

this study and suggesting possible economic solutions is

to solve this problem and promote the city, especially

since the bulk of the expenses necessary to provide water

for residential communities have been paid. One of those

costs is the big modern water distribution network, which

cost 16 million Libyan dinars for all city districts.

III. DESIGN AND DEVELOPMENT

In this section, we divide this KACS system into two

parts. The first part is related to the control process, which

is the subject of this paper. The other is related to wireless

communication, and it is addressed in our previous research.

The block diagram of the KACS is shown in Fig. 1.

Water 
Level 

Sensors

Water 
Flow 

Sensors

Sensors
Data 

Processing

LCD
Monitoring 

System

Communication 
Transmitter

Receiver

Figure 1. Block diagram of the KACS.

The water pumping process is controlled according to the

tank’s water level measured by the four-level sensors. Thus,

the process control mode is on/off control. In this process,

the on/off controller turns pumps ”on” when the water level

is measured at its minimum value. And turns the pumps

”off” when the water level reaches its maximum value. The

system block diagram, designed according to environmental

conditions and the desired process control.

The water pumping process from the seven water wells to

the collecting tank at the Karthoom area requires water level

monitoring in the tank to avoid flooding and wastage of water

or completely drain the water tank. Furthermore, the daily

travel from and to the remote wells located away from the

collecting tank, as shown in Fig. 2, could keep a worker busy

without maintenance. The low efficiency of this type of system

prompted Rujban city to install an automatic control system.

The control system will enable water level monitoring and

Figure 2. Wireless links layout

distribution from a central location, reduce overall operating

costs, and maintain a running water distribution system. The

proposed control system can gather data, monitor, and control

remote pumps from a central location at the Karthoom area.

The control process consists of monitoring the collecting

tank’s level and accordingly controlling the seven submersible

pumps’ operation and the two centrifugal pumps. The centrifu-

gal pumps are used to pump water from the collecting tank

to the Rujban city center’s assembly tank. The PLC controller

checks the tank’s water level using four-level sensors (i.e., very

Low, Low, High, and Very High water levels). These four-level

values are inputs to the PLC controller, which starts and stops

the submersible pumps based on the measured water level (this

will be discussed in more details in Section IV). The digital

inputs of the PLC controller will also include seven water

flow sensors, one for each pipe that connected the well with

the collecting tank and two push button to start/stop the two

centrifugal pumps, and another push button to be used in the

case of an emergency shutdown to disable the PLC control

system or to change the control process to a manual mode.

The PLC controller will send the control signals to remote

far away, from 1.8 to 3.2 km, pumps via an RF modem.

One transmitter unit is located on the collecting tank’s side,

connected to the central PLC controller, and shares a base code

for initializing registers for the communication protocol (txrx.

c) [12]. A receiver stations at each well, which will receive an

”on/off signals” sent by the PLC via the transmitter end. The

site layout is shown in Fig. 2.

The main goal is to develop an automatic control system to

control the collecting tank’s water level using a PLC controller.

The following are the objectives that need to be achieved; these

objectives will act as a guide and will restrict the system to

be implemented for certain situations:

1) To check the water level in the tank: the PLC controller

will respond based on the detected water level and run

the well pumps accordingly:

• If the tank’s water level is high high (>= 98%), an

alarm will be generated, and the labor has to convert

to manual process to turn off all submersible pumps

and may turn ”on” centrifugal pumps.
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• If the tank’s water level is very high (>= 95%), all

submersible pumps must be turned ”off” and may

centrifugal pumps turned ”on”.

• If the water level in the tank is high (>= 80%), two

out of the seven submersible pumps will continue

in an ”on” situation.

• If the water level in the tank is low (>= 60%), the

PLC controller will turn ”on” four pumps.

• If the tank’s water level is very low (>= 10%),

all seven water pumps will be turned on, and the

centrifugal pumps will be stopped to protect the

motor from dry running.

• If the tank’s water level is low low (<= 8%), an

alarm will be generated and the labor has to convert

the control system to a manual process to turn on

all submersible pumps and turn ”off” centrifugal

pumps.

2) If the PLC controller detects no water flow from any

particular running pump, the corresponding pump will

be turned off after a specific time.

3) The PLC controller code will be written using the

Ladder diagram language: the code is implemented and

simulated using the Delta WPLSoft 2.49 software [6],

And it will include all control sequences in the process

as explained in the previous steps. There are different

PLC brands available in the market, such as Siemens,

Allen Bradley, Mitsubishi, ABB, Schneider, etc.

IV. CONTROL SYSTEM COMPONENTS

This section will describe our proposed control system’s

main components in more detail, including the PLC controller,

the water tank, water level sensors, water flow sensors, trans-

mitter/receiver stations, and auxiliary components.

A. The PLC Controller

The PLC controller is a computer programmed to perform

almost any control, sequencing, monitoring, and display func-

tion. The primary function of the PLC is to send wireless

signals to the water pump to turn it on or off, based on

the water level in the tank, using floating limit switches that

indicate the current water level in the tank. This work will

introduce a convenient solution to the process plants where ca-

bling is expensive or not possible. It also has lower installation

and maintenance costs, provides reliable operation, and robust

and flexible construction. Usually, a PLC system’s essential

functional components are a processor unit, memory, power

supply unit, input/output interface section, communications

interface, and programming device, as shown in Fig. 3. The

input and output sections are where the processor receives

external devices’ information and sends control commands to

external devices. In our case, the PLC’s inputs will include

four digital level sensors and seven flow sensors. The outputs

might be connected to motor starter coils or other visual and

audible alarms. All input and output signals in this project

are digital, and no existence analog signals. The pumps are

connected to the PLC controller’s digital output wireless via

specific relay circuits connected to the receiver station at each

well. For this paper, the Siemens S7-200 PLC was proposed to

automatically control the overall system and reduce the design

and control complexity. Siemens provides different S7-200

CPU models with various features and capabilities to create

sufficient water pumping process solutions. The CPU 222 [16]

is a perfect candidate for the presented control system with

eight inputs/6 outputs and two expansion modules to increase

the number of inputs/outputs up to 94 maximum, see Fig. 4,

[11]. Typically, PCs are used to write the control program

using the PLC Ladder logic. The control program is then

downloaded to the PLC memory through a physical connection

such as the RS 485 cable. The first step of the system

implementation is to download the Ladder logic program into

the PLC. The S7-200 CPU Models contain all instructions and

logic circuits required to control the whole system, as shown

in Fig. 5.

B. Water Level Sensors: Limit Switches

The level sensor’s assembly consists of four float switches,

these float switches are placed inside the collecting tank, and

they are arranged at very low water level (10%), low water

level (60%), high water level (80%), and very high water

level (the tank is full). These limit switches are connected

to the digital input of the PLC controller. The basic operation

is as follows: when the water level reaches one of the four

limit switches, the contact of that switch will close, and a

+24 V signal is set on the PLC’s digital input, which makes

the control system respond by opening or closing the relay

contacts to turn the pump on/off according to the detected

water level. A very high alarm switch would be positioned

at a level of 98% to turn off all submersible pumps, prevent

flooding and wastage of water from the tank, and activate a

warning audibly and a flashlight. A very low alarm switch of

10% can be utilized to detect a low water level near the bottom

of the tank and activate audibly and flashing light alarms;

accordingly, any operating discharge pump of the two pumps

will be turned off.

C. Water Flow sensors

The flow sensors are generally open contacts that close

if water flows from a specific well’s pipeline connected to

the collecting tank. There will be one flow sensor for each

submersible pump. The flow sensors are used to protect pumps

from dry running or leakage in the piping system. Therefore,

the control system will help prevent unwanted failures and

costly repairs.

D. Transmitter Unit

Data are transferred from the PLC to the transmitter, and

the USART module with Atmega 32 controls it. When initial-

ization occurs, tasks are timed on a 1ms time scale given by

timer 0 Afterward, it interrupts the timer 0 compare, match,

and (USARTUDREvect), triggered by an empty transmitter

buffer. The serial model’s baud rate is set to 4000 bps. The

MCU sends one packet of information every 200ms, and
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Figure 3. Block diagram of the control system.

Figure 4. The Siemens S7-200 PLC CPU 222, [11].

at the end of each 200ms unit, the float switch’s State is

checked, where the character symbol ”on” is transmitted when

the button is ”on” and the character sign ”off” is sent when it

isn’t. A modified version of the packet structure available by

Desai et al. is used. It consists of three synchronization bytes:

a start character, a single data byte, and an end character.

Each byte that is transmitted is governed by DC balancing,

meaning that it consists of an equal number of 0s and 1s;

this ensures that the receiver’s calibration is not lost during

the first transmission. Symbol ”off” (149) and Symbol ”on”

(180) are the data symbols that are transmitted one at a time

when the empty transmit buffer occurs (USARTUDREvect).

Afterward, the bits are outputted by the USART module out

Figure 5. Basic Structure of PLC.

of PIN D.1, which happens to be sent connected to an NPN

transistor base to turn the transmitter on and off. At least two-

bit flips are required before one symbol is falsely decoded as

another, which benefits the characters used above.

E. Receiver Unit

The receiver unit must detect its data and turn the voltage

on or off to control the pump. Here, the timer ”0” is used once

again to generate a 1 ms timer to compare match interrupts,

and the baud rate is also once again set to 4000 bps because

it must see that the receiver and the transmitter operate at the

same baud rate. When the USART buffer (UDR) receives a

byte of data, the (USARTRXCvectISR) gets triggered. At this

time, the program checks for the synchronization character,

and if it is not there, the program ignores the received byte,

but if it is there, then the program finds the start character by
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searching the next three bytes, and if it is found., the program

would receive the data byte. The reception of data bytes stops

if the stop character is found or 32 bytes are received, which is

the maximum number of received bytes. Afterward, the data’s

validity is checked by the program (if the 2nd element of the

message array is the start character). The 3rd element of the

message array is checked if the data is valid to see if its symbol

is in the ”on” sign. Pin B.0 is written as a logical high to turn

the pump on if the 3rd character is the symbol ”on” Still, if it

is not, then the pin B.0 is written as a logic low to turn it on

if and only if the Symbol ”On” is received, and the pump gets

turned off if after 3 minutes no other symbol ”on” is obtained,

which is to account for any problems at the transmitter end.

F. Auxiliary Components

Two bush buttons will be installed to start and stop the two

discharge pumps, and another bush button will be used in the

case of an emergency to shut down the PLC control system

or if the operator wants to set the whole system in manual

mode. In addition, to control some high-power devices such

as flashing lights, speakers, and high voltage electric motors

using a low volt PLC controller, interface devices between

the PLC and the high power devices are required. Usually,

mechanical relays (contractors) are available to switch currents

from milli-amperes to higher amperes. We should use a relay

circuit in the water pump system to adapt to a high voltage AC.

The relay circuit’s output is connected to the motor’s negative

side of the cable—the positive side of the line combined with

380V AC [3].

V. SYSTEM IMPLEMENTATION AND EXPERIMENTAL

SIMULATION RESULTS

A. Software Description

The ladder logic diagram for the PLC controller was written

and simulated using the Delta WPLSoft 2.49 software [6].

When the system is powered up, the PLC controller senses

the digital inputs connected to the level limit switch and flow

sensors; if the PLC digital inputs receive any changes, then

the controller sends signals to the digital outputs of the PLC

accordingly. The whole operation makes a cycle or repeats

itself concerning the input signals according to the flow chart

shown in Fig. 6.

B. Operation Description

The designed control system aims to meet the city’s demand

for water by using an automatic control system to operate the

pumping water process as a cycle and keep the collecting tank

full of water at all times. The control process will be achieved

by monitoring the input signals’ level and then sending control

output signals according to turn on/off water pumps or sending

alert signals when the tank’s water level is almost full (HH

alarm) or nearly empty (LL alarm). As shown in Fig. 6, the

control process can be described in the following points:

1) Suppose the water level is very low (LL Level < 10%),

which means the tank almost empty. In this case, the

PLC turns “off” any operating discharging pump, and

”on” signals will be sent wirelessly to all submersible

pumps via the RF transmitter to restore the low water

level in the tank at 60%. Moreover, a ”LL alarm” signal

will be activated. Audible alarms and flashing lights will

be activated to alert the collecting tank operator’s near

emptiness and protect the two discharging pump motors

from dry running.

2) If the water level reached the low level’s limit switch

(60%). In this case, the PLC input connected to the

L limit switch will send a +24v signal, which means

the water level is at 60%; accordingly, the PLC will

turn ”off” three pumps, and the other four pumps will

continue operating. Until the tank’s water level reaches

a high level at 80%, the PLC input connected to the H

limit switch will receive a +24v signal. Therefore, the

PLC will turn ”off” two pumps out of the four operating

pumps. Table I shows the description of the tank filling

and draining control procedure.

Table I
TANK FILING AND DRAINING CONTROL PROCEDURE

Tank Level Water Level Pumps Status Draining
”HH” 97% Alarm ”on”
”VH” 95% All Pumps ”off” ”on”
”H” 80% Two Pumps ”on” ”on”
”L” 40% Four Pumps ”on” ”on”
”VL” 10% All Pumps ”on” ”off”
”LL” 8% Alarm ”off”

3) If the tank is almost full and the water level becomes

High High (”HH”) at 98%, that means the PLC system

does not work. An audible / flashing alarm signal will be

activated to let the labor convert the system to manual

operation and turn all submersible pumps off.

4) If the tank is almost full and the water level becomes

Very High (”VH”) at 95%, the PLC will send turn ”off”

signals to all operating submersible pumps. And at the

same time, the PLC will send a ”VH” alarm” signal

note.

5) Furthermore, the pump priority based on the number of

working hours will be used as an indicator by the PLC

controller to determine the next pump(s) to be turned

”on”. Each pump will run cumulative 24 hours before

the next pump takes over priority in this control system.

6) Finally, after sending an ”on” signal to any pump, the

PLC will wait 5 minutes before checking the flow

sensor for that particular pump; if the PLC digital

input connected to that flow sensor receives a positive

signal (+24v), then this means the submersible pump

is producing water. The pump’s motor will continue

running. Otherwise, the PLC will send an ”off” signal

to stop that pump and protecting the pump’s motor from

dry running.

C. Control Mechanism

During operation and to start any pump, the PLC controller

will send an ”on” signal to a particular submersible pump
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through the RF transmitter using 5700 MHz wireless links.

The receiver unit on that water well will catch that signal.

Upon receiving this signal, the receiver unit sends a logic

high signal (+24V) to the motor’s relay circuit. The output

of the relay circuit is connected to the motor pump’s cable as

a neutral. The other side of the motor’s line is connected to AC

380 v. This will start the motor of that particular pump, and

the water is pumped from the well to the collecting tank. If the

PLC controller sends an ”off” signal to a specific submersible

pump, the receiver unit on that well will catch that signal.

Upon receiving this signal, the receiver unit sends a logic low

signal (0V) to the motor’s relay circuit. This will disconnect

the pump’s engine from the AC 380V power source, and the

pump will be turned off. The motor circuit is shown in Fig.

3 is used to control the motor on the receiver side [12]. An

”on/off” switch is used to manage the motor driver circuit

manually. The transmitter and receiver units share a base

code for initializing registers for the communication protocol

(txrx.c). We will describe the program of the transmitter end

later in this paper.

To sum our results up, we implemented the PLC with the

S7-200 model to convert manual operation and management

into a fully automatic operation for KACS. Because of the

limited number of pages of this conference, we omitted the

PLC ladder program and some simulation results. We hope

to add them to future journals. Our results showed many

rewards, including reducing energy consumption, eliminating

water wastage, providing continuous water flow, protecting

pump damage, maintaining the service life of the equipment,

reducing the labor intensity of maintenance, avoiding stealing

water from the water distribution system, and ensuring the

city’s necessary daily water usage.

VI. CONCLUSION AND FUTURE WORK

Most Middle East and African countries suffer from water

shortages due to insufficient and old water supply systems.

This paper presented an efficient, low-cost, flexible, econom-

ical, and easily configurable approach for water level control

using a wireless solution; we proposed an Automatic control

of Rujban’s water supply system based on PLC. The water

level control system combines two parts; wireless sensors and

PLCs. This paper focused on the control system design for

efficient automated water pumping through water level/water

flow sensors, which turn on/off a specific number of pumps,

and Siemens S7-200 PLC controller. First, we described the

existing water supply system and its main elements. Second,

we proposed the control system’s main features in more detail,

including the Siemens S7-200 PLC controller, water level/flow

sensors, transmitter/receiver units, and auxiliary components.

Third, we provided the overall operation procedure to convert

it from fully manual to 100% automatic with pumps oper-

ation time recycling. Finally, we implemented a simulation

experiment using the PLC to control, manage, and evaluate

the proposed control system. Our results showed many re-

wards, including reducing energy consumption, eliminating

water wastage, providing continuous water flow, protecting

pump damage, maintaining the service life of the equipment,

reducing the labor intensity of maintenance, avoiding stealing

water from the water distribution system, and ensuring the

city’s necessary daily water usage. As future work, to solve the

city’s complete water problem, we will design and implement

two other automatic control systems; the first system for

IACS1 and the second system for IACS2. Furthermore, we will

design and implement the overall water level control system in

real-time, including wireless communication and control using

PLC.
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Abstract—Brain Cancer and Tumors are common death 

factors over the world. Determining the location of a brain tumor 

at an early stage is difficult due to its minimal size and some 

disadvantages of the mechanisms used for the diagnosis of the 

brain tumor. In this paper, a Rectangular Microstrip Patch 

Antenna has been designed for Microwave Imaging (MI) with a 

frequency range of 1.5 GHz to 3 GHz at a resonant frequency of 

2.3 GHz (5G-Band) in the CST Studio Suite Software to identify 

brain tumors. FR-4 Substrate material has been used to design the 

Antenna. The Antenna dimension that has been designed in this 

paper is 60.46*78.73*1.7 mm3 and the radiating patch of the 

Antenna was fed by a feedline, which is rectangular in size. The 

human brain phantom has been created in the CST software with 

six different homogenous layers of skin, fat, skull, dura, CSF 

(Cerebrospinal Fluid), and the Brain. Besides, a 5mm tumor was 

also placed inside that human brain. The Antenna was applied in 

the brain phantom both with and without the tumor to analyze the 

Antenna's performance. A Reflection Factor (S1,1) of -30.76 dB 

and -30.88 dB were also achieved respectively after applying the 

Antenna in the brain phantom with and without the tumor. Other 

obtained performance parameter values were also provided in this 

paper, such as Directivity (2D & 3D), Radiation Efficiency, Polar 

Radiation, Specific Absorption Radiation (SAR), etc. the Antenna 

will be a safer choice for the detection of brain tumor. 5G 

frequency band has been used here because the free space antenna 

can be used in communication (5G mobile communication, 

WLAN, Wi-Fi), and as well as for body applications.  

Keywords—Brain Cancer, Microwave Imaging, Patch Antenna, 

5G-Band, SAR, Reflection Factor, VSWR, Directivity. 

I. INTRODUCTION 

Cancer has recently become the second-largest mortality 
cause globally, and it is responsible for the deaths of 9.6 million 
people every year all over the world, according to the World 

Health Organization (WHO). There are numerous types of 
Cancer according to their symptoms, and Brain Cancer is one of 
them. The cancers of the central nervous system and Brain form 
a group of tumors that are rare and heterogeneous. These kinds 
of tumors are liable for 3% of cancer cases and are more 
prominent in males than females. Though the incidence rate is 
low, brain cancer ranks in the top 10 in cancer deaths [1]. The 
variables that define the tumor state are its scale, location, and 
development status [2]. There are two forms of a tumor which 
include benign and malignant. A benign tumor is a type of tumor 
without any cancerous cells and is not very much harmful. 
Moreover, its tissue development is prolonged [3]. On the other 
hand, a malignant tumor is the formation of cancerous cells and 
is considered deadly, risky, and unpredictable. Moreover, it 
spreads very quickly to the surrounding tissue and hampers its 
respective functions to a significant extent [2]. Earlier, various 
approaches such as X-ray Mammography, Computed 
Tomography (CT scan), Magnetic Resonance Imaging (MRI), 
Ultrasound, Radiography, and many other techniques could be 
used for detecting brain tumors or brain cancer cells [4]. But all 
these approaches have some drawbacks, such as their high 
ionizing radiations, and sometimes, they are unable to make the 
difference between the tumors that are benign and malignant [5]. 

One of the recent successful invented approaches for 
detecting the brain tumor is Microwave Imaging (MI) using a 
Microstrip patch antenna due to its low price, non-ionizing 
radiation, and faster working process over the previous 
approaches. The working mechanism of the Microwave Imaging 
(MI) system depends on the dielectric properties (such as 
permittivity, conductivity) of the stable cells and the tumor-
affected cells of the human brain [6]. A microstrip patch antenna 
is an integral factor of the Microwave Imaging systems that 
irradiates the human head under examination with microwaves 
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that pass around the head and then detect another antenna that 
acts as a receiver. The receiver antenna produces the tumor-
mirrored information that has been analyzed with an appropriate 
signal processing technique for receiving 3D images of the brain 
under tests [7]. However, for better diagnosis, specific 
microstrip patch antennas' performance parameters, such as 
SAR (Specific Absorption Rate), Reflection Factor (S1,1), 
Radiation Pattern, Directivity, and Polarization, requires to be 
adequately analyzed [8]. A Microstrip Patch Antenna aims to 
design in this paper to diagnose brain cancer and tumor by using 
as a part of its improvement from the past. The operating 
frequency of the Antenna is 2.3GHz which is under Sub-6 GHz 
5th Generation spans (450 MHz - 6 GHz) [9]. 

II. MODELLING OF THE MICROSTRIP PATCH ANTENNA IN FREE 

SPACE 

At first, an operating frequency of 2.3 GHz (5G-Band) has 
been selected, which varies from 1.5-3 GHz. The Width of the 
patch was calculated from Equation-1 using the Velocity of 
Light (Co), Operating frequency (fr), and the Dielectric Constant 
(εr) value of 4.3. 

W � ��
2���	� 
 12

  
(1) 

The Effective Dielectric Constant, εreff has also been 
calculated using Equation (2) [10]. 

ε��� � ε 
 1
2 
 ε � 1

2 �1 
 12 h
w�

��.�
 

 
(2) 

Here h represents the height of the substrate, and w 
represents the width of the patch. 

After that, the Effective Length, Leff, is calculated using 
Equation (3) [10]. 

L��� � c�
2f�ε��� 

 
(3) 

The actual length of the patch has been determined. To 
determine it, the fringing factor is subtracted from the effective 
length, which was shown in the following Equation (4) [9]. 

∆L � 0.412 �wh 
 0.264! "ε��� 
 0.3$
"ε��� � 0.258$ �wh 
 0.813! 

 
 

(4) 

The patch's actual length has been determined using the 
following Equation (5) [10]. 

L � L��� � 2∆L (5) 

Following that, the Width of the Ground Plane's 
corresponding values, Wg=2*W, and the Ground Plane's Length, 
Lg=2*L, have been calculated [5]. 

TABLE I. PARAMETERS OF THE PROPOSED MODEL 

Parameter with Symbols Dimensions (mm) 

Patch Length, L 30.23 

Ground Plane Length, Lg 60.46 

Patch Width, W 38.5 

Ground Plane Width, Wg 77 

Ground Thickness, ht 0.035 

Substrate Height, hs 1.7 

Feedline Width, Wf 3.2 

Feedline Insertion, Fi 8.9295 

The Gap between Patch and the Feedline, Gpf 1 

An inset feed transmission feedline which is 50-ohm were also 
connected to the proposed antenna model. The free space 
parameter of the Antenna have been represented in Table I. 

The 3D model and the proposed Antenna model's geometry are 
shown in Figures 1 and 2, respectively. 

 

 

 

 

 

 

 

 

 

Fig. 1. 3D model of the Microstrip Patch Antenna 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Geometry of the Designed Microstrip Patch Antenna 

III. MODELING OF THE MICROSTRIP PATCH ANTENNA IN BRAIN 

PHANTOM 

A human head model consisting of six different layers has 
been designed and simulated using the CST Studio Suite 2019 
software. These layers include Skin, Fat, Skull, Dura, 
Cerebrospinal Fluid (CSF), and the Brain (white matter). While 
preparing the human head design, a radius of 81 mm was 
considered, and the dimensions & electrical properties of each 
layer have been listed in Table II. Figure 3 shows the six-layered 
healthy Human Head Phantom, and Figure 4 shows the entire 
Head Phantom. 

TABLE II. PARAMETER VALUES OF THE BRAIN PHANTOM 

Tissue Permittivity 
Conductivity 

(S/m) 
Density 
(Kg/m3) 

Thickness 
Mm 

Thermal 

Conductance 

KJ/Kg/K 

Heat 

Capacity 

W/m/K 

Skin 42.85 1.59 1090 1.50 0.50 3.662 

Fat 10.82 0.26 910 0.15 0.24 2.973 

Skull 14.96 0.59 1850 0.60 0.36 2.524 

Dura 42.03 1.66 1130 0.40 0.44 3.364 

CSF 66.24 3.45 1005.9 0.50 0.62 4.200 

Brain 42.53 1.51 1030 82.25 0.56 3.682 

Tumor 55.8 4.1 1070 5 - - 
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Fig. 3. Six-Layered healthy Human Head Model 
 

 

 

 

 

 

 

 

 

 

 
Fig. 4. The Full Head Phantom 
 

Since there are variations in each layer's dimensions, each 
layer possesses different electrical properties such as Heat 
Capacity, Conductivity, Permittivity, etc. After designing the 
human brain phantom, a 5 mm tumor was placed on the Human 
Brain. Then, the Microstrip Patch Antenna was applied to the 
brain phantom both with and without the tumor. For avoiding 
the negative effect of the electromagnetic field, the ground plane 
of the Antenna has been attached to the head phantom's surface 
[9]. The coordinates of the proposed Antenna's position were 
(x=0, y=0, z=85). Figure 5 shows the tumor-affected brain 
Phantom with the Microstrip Patch Antenna, and Figure 6 
represents the Location of the Tumor after applying the 
Microstrip Patch Antenna. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Tumor affected Brain Phantom with Microstrip Patch Antenna 

 

 

 

 

 

 

 

 

 

 

Fig. 6. Location of the Tumor after applying the Microstrip Patch Antenna 

IV. RESULT ANALYSIS 

The designed Antenna has been applied in the Brain 
Phantom consisting of without the tumor and with a tumor, 
respectively. All the determined results from the simulation 
have been discussed below. 

A. Reflection Factor 

Reflection Factor is the measure of the RF energy that an 
Antenna can accept, and it is measured in terms of dB [11]. 
However, a smaller magnitude of Reflection Factor means less 
energy is being passed to the proposed Antenna, reducing its 
effectiveness. Therefore, as the proposed Antenna in this 
research work is for body applications, therefore from that 
perspective, a higher magnitude of Reflection Factor is always 
preferable. For the tumor-less Brain phantom implemented in 
this research work, a Reflection Factor of -30.87 dB and a 
Bandwidth of 82.8 MHz have been successfully obtained. 
Moreover, the Brain Phantom consisting of the tumor has also 
been implemented from which a Reflection Factor of -30.76 dB 
and a Bandwidth of 82.8 MHz has also been successfully 
obtained. All the results have been obtained at an operating 
frequency of 2.3 GHz. Figures 7 & 8 shows the Reflection 
Factor (S1,1) value of the Brain Phantom without the tumor and 
as well as with the tumor, respectively. 
 

 

 

 

 

 

 

 

 

 

 

 
Fig. 7. Reflection Factor of the Brain Phantom without Tumor 
 

 

 

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 641



 

 

 

 

 

 

 

 

 

Fig. 8. Reflection Factor of the Brain Phantom with Tumor 

B. Directivity 

It is the measure of the radiation pattern concentration of 
an antenna in a particular direction, and it is expressed in terms 
of dB [12]. An antenna radiates more concentrated beams when 
the magnitude of the Directivity of that Antenna is higher. 
However, a higher directivity also resembles that the beam will 
travel to a significant distance. Here, after applying the 
proposed antenna model on the Brain Phantom consisting of the 
tumor, a 2D and 3D Directivity of dB has been successfully 
achieved. Figures 9 & 10 shows the 2D and 3D Radiation 
Pattern (Directivity) of the Brain Phantom Efficiency Pattern of 
the Brain Phantom with Tumor, respectively. 

Fig. 9. 2D Radiation Pattern (Directivity) of the Brain Phantom with Tumor 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 10. 3D Radiation Pattern (Directivity) of the Brain Phantom with Tumor 

 
 
 
 
 
 
 
 
 
Fig. 11. 3D Radiation Pattern (Directivity) value of the Brain Phantom with 
Tumor 

C. Farfield Radiation (Polar Form) 

In this work, the proposed antenna model has been placed 
on the Brain Phantom consisting of a tumor. From the 
simulation, the Farfield Radiation has been determined (Polar 
form, Phi=90o). From the simulation, the main lobe magnitude 
of 5.25 dBi and a side lobe level of -2.5 dB has been 
successfully achieved for the Operating Frequency of 2.3 GHz. 
Figure 12 shows the Farfield Radiation (Polar Form) of the 
Brain Phantom with Tumor. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 12. Farfield Radiation (Polar Form) of the Brain Phantom with Tumor 

D. Surface Current 

The applied electromagnetic field induces an actual electric 
current, known as Surface Current, especially in metallic 
antennas [13]. After applying the proposed antenna model in 
the Brain Phantom consisting of the tumor, a Surface Current 
of 34.6 A/m has been successfully achieved from the 
simulation. Figure 13 shows the Surface Current of the Brain 
Phantom with Tumor. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 13. Surface Current of the Brain Phantom with Tumor 

E. Specific Absorption Rate (SAR) 

SAR is the measure of the maximum allowable level of 
Electromagnetic Radiation produced by a Communication 
Antenna in numerous wireless devices. It is an important 
parameter, and it requires to be maintained within a standard 
level. The IEEE C95.3-2002 standard governs the standard 
level of SAR, which specifies that for one gram of average body 
tissue, the level of SAR does not exceed 1.6 W/kg, as per the 
ICNIRP and FCC guidelines [2].  
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Fig. 14. SAR value of the Brain Phantom without Tumor 

 
 
 
 
 
 
 
 
 
 
 
Fig. 15. SAR value of the Brain Phantom with Tumor 
 

 

Here, after applying the Antenna's model on the Brain 
Phantom consisting of no-tumor, a SAR value of 0.000633 
W/kg has been achieved. Similarly, after using the Antenna on 
the Brain Phantom consisting of the tumor, a SAR value of 
0.000635 W/kg has also been successfully determined. Figures 
14 & 15 shows the SAR value of the Brain Phantom without 
the tumor and as well as with the tumor, respectively. 

V. COMPARATIVE STUDY 

As a part of the comparative study, numerous past research 
works have been thoroughly analyzed and compared with the 
current works. After the brief comparison, it can be determined 
that the antenna model that has been proposed in this research 
work is much more effective and advantageous, which includes 
its ability to detect low sized tumors precisely. Table III 
portrays the brief comparison of the proposed antenna model 
with the past research works. Since the distance of the proposed 
antenna from the human brain phantom is bigger than the 
compared research, as a result, the SAR value is much lower 
than the compared research works. Due to the antenna’s long 
distance from the human brain phantom, the proposed antenna 
is also safer due to its low SAR and low ionizing radiation. 
 
 

TABLE III. COMPARISON OF THE ANTENNA MODEL WITH PREVIOUS 

RESEARCH PAPER 

Reflection 

Factor 
(S1,1), dB 

Directivity, 

(in dBi) 

 SAR, 

(in W/kg) 

Tumor 

Size 
(in mm) 

Distance of 
the Antenna 

from Brain 

Phantom 

Ref. 

-18.2 - 0.9501 10 3 mm [4] 

-9.15 - 0.4610 35 10 mm [14] 

-26.69 6.469 1.95 5 10 mm [8] 

-26 6.60 - 5 - [6] 

-22.30 4.731 0.03101 5 83.79 mm [15] 

-30.76 5.425 0.000635 5 85 mm 
Proposed 

Model 

VI. CONCLUSION 

In this research work, a Rectangular Microstrip Patch 
Antenna has been designed to diagnose brain cancer in the early 
stage. This paper exhibits a precise pathway for characterizing 
numerous tissues in various simulated scenarios after applying 
the Antenna in the healthy human brain model and the tumor-
affected brain model. At first, a human head phantom model 
has been prepared in the CST Studio Suite Software 2019. The 
designed Antenna operates at a frequency of 2.3 GHz was 
placed on the head's phantom. Therefore, a better performance 
was achieved by using the 2.3 GHz operating frequency after 
applying the antenna on the tumor-affected brain phantom. 
Thus, 2.3 GHz was used as the operating frequency. The 
Antenna's Reflection Factor was determined -30.87 dB after 
applying the Antenna on the tumor-free brain phantom and -
30.76 dB after applying the Antenna on the tumor-affected 
brain phantom. A Radiation Efficiency was found to be -
4.6820749 dB and -4.6753968 dB after using the Antenna on 
the Cancer free brain phantom, and the Cancer affected brain 
phantom respectively. A Surface Current of 34.6 A/m and a 
Directivity of 5.245dBi was received with Cancer-affected 
brain phantom. A SAR value of 0.000633 W/kg and 
0.000635W/kg were also obtained after applying the Antenna 
on the tumor-free brain phantom and the tumor-affected brain 
phantom. From all the determined data, it has been learned that 
the proposed antenna model has been susceptible to Diagnose 
Brain Cancer from the cancer-affected brain. After analyzing 
the SAR and other performance parameters such as Reflection 
Factor, VSWR, Directivity, Radiation Pattern, Radiation 
Efficiency, etc. of the Antenna in the presence and absence of 
tumor, it can be concluded that the designed Antenna is very 
much feasible and capable enough for detecting the tumor in 
the Human Brain. However, near the edge of the human head 
model's brain, the tumor was being placed. Therefore, 
considering the tumor's location in another area of the human 
head or the center of the brain, further testing and analysis are 
required.  
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Abstract—Due to the vulnerability of deep neural networks
to adversarial examples, numerous works on adversarial attacks
and defenses have been burgeoning over the past several years.
However, there seem to be some conventional views regarding
adversarial attacks and object detection approaches that most
researchers take for granted. In this work, we bring a fresh
perspective on those procedures by evaluating the impact of
universal perturbations on object detection at a class-level. We
apply it to a carefully curated data set related to autonomous
driving. We use Faster-RCNN object detector on images of five
different categories: person, car, truck, stop sign and traffic light
from the COCO data set, while carefully perturbing the images
using Universal Dense Object Suppression algorithm. Our results
indicate that person, car, traffic light, truck and stop sign are
resilient in that order (most to least) to universal perturbations.
To the best of our knowledge, this is the first time such a ranking
has been established which is significant for the security of the
data sets pertaining to autonomous vehicles and object detection
in general.

I. INTRODUCTION

In an autonomous vehicle set up we can categorize the
interactions between various components based on the in-
teractions of a vehicle and one or more of the following:
landscape (e.g., roads, barriers, buildings, trees etc.), other
automobiles, people, and road signs. Autonomous vehicles
often recognize each of these categories through the use of
Machine Learning models for object detection. While objection
detection techniques have made a huge progress, so have the
various adversarial attacks, as explained in the next few sections.
Most of the studies have heavily concentrated on the techniques
of adversarial attacks and the means of making them more and
more efficient in breaking the object detector. A lot of research
has also concentrated on defense approaches. However, there
is very limited or no research done to empirically understand
robustness of each individual object category. In this work,
we mostly concentrate on specific object categories and their
ability to withstand adversarial attacks.

More specifically, we answer questions like, is it more
difficult to recognize a person in comparison to a car when an
object detector is subjected to universal perturbations? It is very
important to understand the impact of such adversarial attacks
at a category level so that targeted efforts could be made to
address such weaknesses in object detection. Also, different
object categories have different features and understanding the

affects on them individually would enable us to build systems
that can encompass methods to overcome the weaknesses of
an object detector.

Due to the vulnerability of deep neural networks to adver-
sarial examples, adversarial attacks have been receiving huge
attention over the past several years [1]. In the context of the
adversarial attacks, universal perturbations research has also
received a lot of interest [2] since it is much more efficient
and transferable than image-specific attacks. However, most of
it is directed toward image classification and not much toward
object detection [3]. More importantly, we observed that there
are two conventions that most work on adversarial attacks seem
to be holding on: evaluation of adversarial attacks on all (1)
classes and (2) images.

In this paper, we address issues pertaining to the impact
of dataset curation and its need, and, the effect of universal
perturbations on individual categories of objects. First of all,
we question whether the experiments on adversarial attacks
have been measuring their impact rigorously, for instance,
quantified by the fooling rate (the proportion of images that
change labels when perturbed by our universal perturbation).
Many experiments have been naively using the whole data set
which may lead to assessing the effect of an attack in a more
optimistic way. It is owing to the fact that the object detector
may already have some incorrect predictions on some of the
images in the first place, regardless of the perturbation. The
number of those images could be quite high. This is supported
by the fact that the mAPs on many data sets are still not
high enough to ensure this even on clean images, for example,
the COCO AP for the state-of-the-art object detector is still
less than 60. Thus, we argue that those examples should not
be counted as an example of a successful attack and also be
removed from the data set to prevent data set bias from the
evaluation.

Secondly, we also observed that there is less research
toward understanding the impact of universal perturbations
on specific categories related to autonomous driving. Most of
the experiments and evaluations are conducted while including
all the classes in a data set. This may widen the gap between
understanding the effect of universal perturbations in general.
In more specific applications a successful adversarial attack
may perform differently in the self-driving car domain. Given
that deep learning has various applications beyond just self-978-1-6654-4067-7/21/$31.00 ©2021 IEEE
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driving cars, we need to also consider evaluating adversarial
attacks at a class-specific level and compare which attack is
more deadly to a specific problem, and not just in general. To
those who are closely related to the domain, this could have
more meaningful implications rather than a general evaluation
on a general-purpose data set. In the context of autonomous
vehicles, we would like our system to be more reliable, and
robust to attacks on the person class than may be those on
stop signs. This is due to the fact that the consequences for a
vehicle to crash into a person in comparison to a stop sign is
vastly different.

In this work, we incorporate data set curation and class-
level evaluation of robustness into experimental framework.
We present a rigorous evaluation on the impact of universal
perturbations on detecting specifically five object categories
related to autonomous vehicles: person, stop sign, car, truck
and traffic light. We run a series of controlled experiments
by perturbing images of these categories using universal
perturbations. Finally, we rank the vulnerability of detecting
each object category by calculating the metrics for each object
category individually and compare them.

We summarize the main contributions of this paper as
follows: (1) firstly, we demonstrate the vulnerability of object
detectors in detecting autonomous vehicle-related categories to
universal perturbations. This is achieved using a simple iterative
method of using the gradient of soft-max output with respect
to input image and perturbation, (2) secondly, we establish
a class-level vulnerability ranking with regards to adversarial
attacks, and (3) thirdly, we isolate the impact of adversarial
perturbations. This is done by including only those images
wherein the detector correctly predicted at least one of the
designated classes.

II. RELATED WORKS

A. Adversarial Attacks on Object Detection

Deep Neural Networks are ubiquitous in today’s world
within and outside the lab that have been built to alter the
way applications are run. Its impact can be seen all around
us. However, it does not come without its pitfalls. They are
susceptible to adversarial attacks [4] [5][6][7]. This is a result
of many noise injection techniques that cause failure in object
detection and classification

Object detection in images, specifically related to au-
tonomous vehicles, that is the focus of this work, come
under adversarial attacks as well [8]. Adversarial examples are
generated to be similar to the actual data, D, with the goal of
a mis-classification. Consider a classification function, f that
correctly classifies an image, x, with a label y, and x′ gets
incorrectly classified with a label ŷ: argminη f(x + η) = ŷ.
According to Szegedy et al. [4] we can solve the following
optimization problem to find the perturbation

min
x′
||x′ − x||p, s.t. f(x′) = ŷ

where ||.||p is a distance defined on the metric space X . The
most commonly used distance metric for object recognition in
adversarial attacks is the p-norm:

||x||p =
( n∑
i=1

|xi|p
)1/p

,

where p ∈ {0, 2,∞}. According to Serban et al. [8] the
choice of p is picked as follows:
• p = 0 measures the dissimilarity in coordinates between

the perturbed and original images with regards to the
number of pixels altered in the original image.

• p = 2 measures the Euclidean distance between the
original and the adversarial image.

• p =∞ measures the maximum bound for altering each
pixel in an image without restricting the number of
changed pixels.

Deng et al. [9] presented an analysis of adversarial attacks
on autonomous driving models using five adversarial attacks
and four defense methods on three driving models and found
them to be vulnerable. Sharma et al. [10] demonstrated the
vulnerability of the machine learning models of autonomous
vehicles in their failure of detecting adversarial attacks.

B. Universal Adversarial Perturbation

The attacks explained above are mostly image-specific,
However, a much stronger class of adversarial attacks, called
universal attack generates a single adversarial example to mis-
classify all images in the data set [3]. Benz et al. [11] introduced
a double targeted universal adversarial perturbations (DT-UAPs)
to bridge the gap between the instance discriminative image-
dependent perturbations and the generic universal perturbations
and its potential as a physical attack. Sitawarin et al. [12] ex-
pand the scope of adversarial attacks using Out-of-distribution
attacks by enabling the adversary to generate these starting
from an arbitrary point in the image space. Prior attacks are
restricted to existing training/test data (In-Distribution). They
demonstrated that Out-of-Distribution attacks can outperform
In-Distribution attacks on classifiers and exposed a new attack
vector for these defenses.

Metzen et al. [13] proposed attacks against semantic image
segmentation which removes a target class, such as, pedestrians,
from the segmentation while leaving the segmentation otherwise
unchanged. Li et al. [14] propose, for the first time, an iterative
method to generate universal adversarial perturbations against
object detection. Yingwei et al. [15] propose that regionally
homogeneous perturbations can well transfer across different
vision tasks (attacking with the semantic segmentation task
and testing on the object detection task) and the defenses are
less robust to regionally homogeneous perturbations.

As is noticed in the previous works the emphasis has been
on the different adversarial attacks and defenses against such
attacks. However, to the best of our knowledge, very little to no
work has been performed to understand the robustness of the
image categories. Our work focuses on the area of generating
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TABLE I: Autonomous vehicle object categories in COCO
dataset

category Number of training samples
person 64115
bicycle 3252

car 12251
truck 6127
bus 3952

motorcycle 3502
traffic light 4139
stop sign 1734

universal adversarial perturbations against object detection, but
proposes a new evaluation framework.

III. DATASET CURATION

In this research, we curate image categories from the popular
and challenging COCO dataset by focusing on the categories
specific to autonomous vehicles. Since it is an object detection
dataset, most of the images would contain more than one
category in a single image. This is done by design, since in
a real world scenario a given scene would contain more than
a single object category. Table I contains the number of such
instances for each class in the COCO training set.

Among the vehicle categories, we only look at the top
two by the number of instances and leave out bicycle, bus,
and motorcycle and finalized with 5 categories: person, car,
truck, stop sign, and traffic light for this experiment. Also, we
only include the training set in COCO because the number
of instances of each category is large enough, and most
importantly, we meticulously study the independent impact
of perturbations and leave out any incorrect classifications due
to the object detection failure. To this end, using the training
set on which an object detector has been trained would give
us higher probability of collecting images with true positives.
Some of the sample images from the dataset are shown in
Figure 1.

In order to rule out missed detections due to the failure of
object detector, we curate the dataset based on the results of
the object detector prior to perturbing an image. As long as
the object detector is able to detect at least one instance of
the object category, we would retain that image in our dataset.
In case the detector missed all the object instances of a target
class in an image, that image would not be used further.

IV. METHODS

A. Adversarial perturbation

Universal perturbation is an image-independent perturbation
that would cause a label change for a number of images [3].
Our goal is to test the impact of such perturbations in object
detection. Li et al. [14] introduced Universal Dense Object
Suppression (U-DOS) algorithm to find universal perturbations
that would blind an object detector on training set, I , so
that it may fail to find objects in most of the images in I
and at the same time remain imperceptible to a human eye.
We use this approach since it is for the first time that the

existence of universal perturbations on object detection tasks
is performed. We made two modifications to the approach,
though: 1) to simplify the loss function, we do not include the
background probability in the objective function , and, 2) we
use a normalized L1-norm by dividing it by the number of
pixels.

U-DOS is an iterative algorithm that updates the universal
perturbation, v, by generating a vector, vi, for each image,
Ii ∈ I , so that the detector, D, fails to find any objects in the
perturbed image, Ii+ v+ vi. We modify the original objective
function in Li et al. [14] to only include the sum of class
confidence probabilities of detection instances. The modified
objective function is given as,

F(Ii, v, vi) =
∑

rn∈RD,Ii,v+vi

Pobj(rn|Ii + v + vi) (1)

where, Pobj(rn|Ii + v + vi) is the probability of the object
class with the highest confidence, and RD,Ii,v+vi , is the set
of detection results on the perturbed image. Equation 1 is
minimized while limiting the magnitude of the perturbation,
vi, as

vi ← argmin
v′i

[
F(Ii, v, v′i) + ||v + v′i||

]
(2)

To solve for vi, the algorithm starts with a zero-vector and
optimizes it with gradient descent.

v
(0)
i = 0

v
(n+1)
i = v

(n)
i − α∇

v
(n)
i

(F(Ii, v, v(n)i ) + ||v + v
(n)
i ||)

(3)

where, α is the learning rate and the gradient, ∇
v
(n)
i

(∗), is
computed with back-propagation.

We modified Li et al.’s objective function to make it more
applicable to object detectors in general: originally the paper
included the term of increasing the background class probability
and decreasing the ones for specific/all object class, but we
removed the term increasing the probability of the background
class because not all object detectors output a soft max
probability that includes the background class.

B. Metrics

In order to evaluate the performance of the universal
perturbations in blinding the object detector, we use two metrics
proposed by [14]: image-level blind degree and instance-level
blind degree.

1) Image-level blind degree: Image-level blind degree is
defined as the ratio of the images in which the object detector,
D, can find at least one object with confidence above a
threshold, θ, to the total number of images, N . It is expressed
as

Bimg(D, v, θ) =

N∑
i=1

ind(Ii, D, v, θ)

N
(4)

where, N is the total number of images, and Ii denotes the
i-th image, v the universal perturbation added to these images,
ind(Ii, D, v, θ) is an indicator function represented as
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Fig. 1: Sample images of the selected object categories

ind(Ii, D, v, θ) =
{

1, if ∃r ∈ <D,Ii,v, Pobj(r|Ii + v) > θ
0, otherwise

where the set of detection results on the perturbed image is
D(Ii+v) given by <D,Ii,v = D(Ii+v), with v ∈ Rd being the
perturbation. Pobj(rn|Ii+v+vi) is the probability of the object
class with the highest confidence and the image-independent
perturbation, v, must satisfy the following two constraints:

1) <D,Ii,v = ∅
2) ||v||∞ < ξ

2) Instance-level blind degree: Instance-level blind degree
calculates the average number of instances that the detector, D
finds in each image with confidence beyond the given threshold
θ and is expressed as

Bins(D, v, θ) =

N∑
i=1

|{r|r ∈ RD,Ii,v and Pobj(r|Ii + v) > θ}|

N
(5)

where | ∗ | denotes the number of elements in the set.

V. EXPERIMENTS

In order to test the impact of perturbations on our selected
categories, we use Faster-RCNN-FPN-Resnet50 (trained on
COCO2017 train) model in Detectron2 [16] [17] library
because of its high mean Average Precision (mAP) on the
COCO2017 test. We also fine-tuned three hyperparameters:
number of epochs(n_epoch), step size (α) and ξ for the
max inf-norm of the perturbations. After a series of pilot
experiments, we settled on the following values for the
parameters: n_epoch = 250, ξ (max lp norm) = 10, α =
20,max_imgs = 500, and score_threshold, θ = 0.7. In our
experiments, we keep track of the instance-level and image-
level blind degree as we vary perturbation norm for each of
the five categories of objects. This is done so that the object
detector fails to find objects of a given class at a certain norm.
Figure 2 visually shows two examples of the object detector
blindness before and after the perturbations.

To evaluate universal perturbations on each category, we
conduct a targeted attack on each category. We compute an
universal perturbation that attacks only the targeted category
by considering only the object proposal classified that category
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Fig. 2: Samples detection results with and without perturbation. 1st and 3rd columns: detection with clean images. 2nd and 4th
columns: detection with perturbed images.

TABLE II: Rank of image level and instance level blind degree
resilience of different categories to perturbations as epochs and
norm increase

Epochs Norm
Image Instance Image Instance
person person person person
stop sign car car car
car traffic light traffic light traffic light
traffic light stop sign truck truck
truck truck stop sign stop sign

and optimizing on the loss based on those object proposals
to remove final detections of that class. Figure 3 presents the
effect of perturbations on each category as the epochs and the
norm are increased.

Based on Figure 3, Table II presents the ranks of resilience
of each of our categories. It is evident that the person is the
most resilient category at image-level as well as instance-
level, followed by car, traffic light, truck and stop sign as
the norm is increased. It is also clear that person category
is again most resilient to perturbations as you increase the
number of steps in projected gradient descent to find a stronger
perturbation. However, norm is a more significant metric as
it is related to the visibility of the perturbations. It is also
notable that a single universal perturbation is able to make the
detector fail in detecting objects of all categories, except for,
the person category in most of the images, at a norm which is
imperceptible to humans.

VI. CONCLUSION

In this paper, we explore the vulnerability of object detection
on five autonomous vehicle object categories to universal
perturbations. In diligently designed experiments, we carefully
curated the realistic and diverse COCO data set and isolate
the failure of object detection without perturbations, from
the failure with perturbations. This work lies at the core of
the security of data sets in the realm of autonomous vehicle
driving. To the best of our knowledge, this is the first study
of its kind that ranks the resilience of these five categories to

universal perturbations. These results are significant since the
perturbations can be imperceptible to humans while causing
real harm in an adversarial attack. We believe a more fine-
grained and detailed view on the experiments can be beneficial
to the rigorous and evaluation of adversarial attacks.

VII. FUTURE WORK

Having established a categorical order based on the resilience
of image categories to adversarial attacks, this research could
take many different directions. One of the possible future effort
would be to build and train object detectors while incorporating
special features of each of the categories. Another possible
direction would be to study the reasons behind the resilience
of each of these categories and employ that in training robust
object detectors. A different approach of future work would
involve studying various new perturbation techniques to further
impact the resilience of the object categories. We could also
explore multiple new vehicle data sets and explore the effect
of perturbations across data sets and algorithms.
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Abstract—Ontology can describe real-world objects and rela-
tionships. It can be used for searching, web mining, and semantic
analysis. However, creating the ontology for a different domain is
a labor-intensive and computationally expensive task. This work
introduces a new model to automate ontology creation for the real
estate domain based on a natural language processing approach.
The new model can save significant time and human labor in
ontology creation in several domains. Also, the new model can
enhance retrieval information systems in advanced semantic web
search engines.

I. INTRODUCTION

In this work, we apply attention model in natural language
processing to create real estate ontology. The real estate market
has two main categories, commercial and residential. several
studies have been done in the creation of ontology for the
commercial real estate [1] [2] [3] [4]. Real estate website pro-
vides a wide range of housing data, which includes: property
address, number of bedrooms, bathroom and all information
related to the house [5] [6], like Zillow [7] and Trulia [8].
Figure 1 shows the example of information that is available
on the Zillow website for each house.

Machine learning models can be used in different aspect of
scientific research such as business [9]health [10], [11] [12]
[13] [14], cyber security [15] [16], [16], environment [17],
IOT [18] [19], Data maintenance systems [20]–[22], computer
science applications [23], [24] [25] and social science [26].

Natural language processing models [27] [28] and computer
vision models [29], [30] [31] can be used in advanced se-
mantic web applications. Model optimization for graph neural
networks [32] [33] [34] algorithms play an important role
to make artificial intelligence applications more powerful.
Natural language processing applications in social media [35]
[36] [37] [38] can be used to enhance semantic web search
and ontology creation.

In this work, we create an ontology for residential real
estate. Each house on the Zillow website has the ” overview
section,” which is a rich source of textual information for
creating real estate ontology. This section provides a textual
description of the house, which can help extract different
contexts related to the real estate domain. Building the on-
tology for the entities and their relationships in the house
description can help analyze and mine interesting knowledge,
such as finding the relationship between house price and house
properties, the influence of the neighborhood, and cluster
similar real estate properties.

Fig. 1. Zillow real estate website

Fig. 2. Real estate data example

This project can enhance information retrieval systems and
increase customer satisfaction in commercial and residential
real estate. For example, when someone wants to sell a house,
the system can estimate the house’s price based on statistical
and textual information and find a potential buyer. Another
benefit of real estate ontology is that it improves clustering
models for a real estate property and makes it more convenient
to search for a specific house. In this way, our project has
two major contributions, house price estimation and advanced
semantic search for real estate properties. First, we build a
domain-specified ontology based on a semi-automated ap-
proach since we use human annotators to extract entities and
make a ground truth to test the new proposed model. Second,
we automate the ontology creation process by using a natural
language processing approach, attention model in transformers
[39]–[41].

In this project, the main goal is to extract internal and
external house features from the textual information to create

978-1-6654-4067-7/21/$31.00 ©2021 IEEE
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Fig. 3. Ontology creation process by human annotators

real estate ontology. We have three milestones for doing this
project: data collection, building ontology, and testing the
model.

1) For each house on the Zillow website, we collect
both house descriptions and house features. Data in-
cludes house description(textual information), address,
zip code, number of bedrooms and bathrooms, rent price,
and city.

2) In the semi-automated step, human annotators extract
information from real estate descriptions and find real
state entities and their relationships. The human-created
ontology is the ground truth for our new model. Also,
this ontology is checked by a human expert in the real
estate domain. Moreover, we modify this ontology based
on the expert’s idea.

3) Design an NLP model which can automate ontology cre-
ation. Test the final model with a ground truth ontology
which is created in the first phase.

II. DATA COLLECTION

We write a customized software application to collect real
estate data by using Zillow API. Using Zillow APIs, we collect
about one million real estate records from the website based
on three different house types: single-family, townhouse, and
condo. The data will be separated into two parts. One part
is for ontology creation, and the other part is for testing the
ontology. Figure 2 shows our application and the example of
data provided by this application.

In this data set, we fully utilize the text part, which describes
the real estate information. The texts are unstructured datasets,
and they need to be clean before doing text mining. Each
record in this work is a text which property owner provides.
For example, in the house description, the textual information
includes bedroom, kitchen, living room, floor description.
These words are the entity that we need to provide more

annotation for them. All records in the data set need to have
semantic annotation. The adjective words are also important
entities for our ontology.

III. METHOD

A. Text mining and Building ontology by human expert

Figure 3 shows the process of building ontology by human
annotators. All textual information is extracted and divided
into two groups—one for ontology implementation and the
other for testing.

In the First step, We use amazon sage maker ground truth
[42] to annotate all entities and create the original real estate
ontology by a human expert.

In the second step, to test the created ontology in the first
step, human annotators use the ontology in step one to annotate
unseen real estate text data set to test the entity annotation
method: real estate entities includes bedrooms, bathrooms,
area space from the description section on the Zillow website.
The entities extracted in the second step show that how much
the first step should be repeated to create a more precise and
reliable ontology as a ground truth. We continue this iterative
process until the model achieves 94% accuracy.

B. Building ontology with OntoGen

OntoGen is software for ontology creation. We use OntoGen
to extract the real estate entities and then compare the results
with the ground truth ontology for this research. OntoGen
assigns the words into several clusters. Also, These clusters
give a conceptual idea about how many clusters we should
expect in the ground truth ontology. The word frequency in
the home description’s texts should be similar to the word
frequency of the annotated texts by ground truth ontology.
Each word is considered as an element or entity. We compare
the most frequent elements with our ontology entities to check
the correct entity extraction by ontology.
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Fig. 4. Ontology based on attention mechanism

Fig. 5. Descriptive words

C. Building ontology with Protege

We build the ontology with the Protégé. There are four
classes: date, description words, quantity, and real estate
words. Date class has a subclass of day, month, and year. De-
scription words include all descriptive words in the text. Figure
5 shows descriptive words. The real estate class includes many
elements of house features, including room, exteriors, indoor
places. The ground truth ontology has the same elements and
classes as the Protege ontology.

D. Building ontology with attention model as a natural lan-
guage processing approach

In this work, to automate the ontology creation, we use
the self-attention mechanism in the transformer [43] [44]. We
create embedding for each sentence in the real estate data
set. Each transformer contains multi-head attention layers that
can create multi attention mechanism about each specific real
estate word and learn how to get several aspects about one
single word in the house description [45]. Figure4 shows the
ontology which is created based on the attention mechanism.
Self-attention mechanism can be explained as embedding
vector for token input, the query (Q), key (K) and value (V )
are created from each three parameter matrices where WQ ∈

Rdmodel×dk ,WK ∈ Rdmodel×dk and WV ∈ Rdmodel×dv . So
this mechanism can be shown as [46]:

Attention(Q,K, V ) = softmax(
QKT

√
dk

)V (1)

dk = dv = dmodel = 768 in BERT base version which is used
in this research.

The class label’s occurrence in the ontology entity is shown
with C ∈ RH , and H is the embedding size of each sentence.
So a dense neural layer is treated as a classification layer,
which consists of parameters W ∈ RK×H , where K is the
number of possible class labels that we have in our data set.
The class label here means each entity will be paired by
multiple entities in ontology, but we choose the one with the
highest probability. The prediction probabilities P ∈ RK are
calculated by a softmax activation function is:

P = softmax(CWT + b) (2)

In this research, all the parameters optimized to minimize the
loss function [46].

L = − 1

N

∑
log
(
p̂c

(i)
)

(3)

IV. TEST THE ONTOLOGY BASED ON ATTENTION
MECHANISM

To test the ontology with the attention mechanism, we
compare the ground truth ontology results with our new
ontology. Here are two examples of the results.

In name annotation, we consider the words of the same
meaning but in different formats. For example, the words
”high” and ”High” should denote the same word. To dis-
tinguish these similar words, we assign each class some
neighbor’s words. The neighbors help to correct mapping from
an instance to an entity. For example, the word ”garden” can be
recognized as a garden within the house or park. We give park
the neighbors “go” “to” “near” “around”. We give the garden
within the house the neighbors of ”have,” ”within.” For the
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TABLE I
EXAMPLE OF ENTITY ANNOTATION BY NEW ONTOLOGY BASED ON ATTENTION

Raw text

The Remington Place II model is a gorgeous luxury
home that opens into a two-story foyer with a full window wall.
The main floor features an expansive kitchen and
family room area with an open layout that is perfect
for entertaining or dining in. The Remington Place II is
designed with a flexible floor plan layout ∼with a choice
for the laundry room to located on either the first or second floor.
Additionally ∼residents can choose to upgrade with another
bedroom and full bathroom on the main level.
The upstairs is built with four full bedrooms and a landing space
that overlooks the family room. The Remington Place . . .

Annotation by machine Full, window, kitchen, bedroom, full, More, Less

Mapping by machine

Less [’is type of quantity realted’, ’is subclass of description words’]
More [’is type of quantity realted’, ’is subclass of description words’]
bedroom [’is type of space’, ’is subclass of realestate’]
full [’is type of size realted’, ’is subclass of description words’]
kitchen [’is type of space’, ’is subclass of realestate’]
window [’is type of exterior design’, ’is subclass of realestate’]

Annotation by human Story, foyer, window, wall, floor, kitchen, family room, area, plan, laundry,
bedroom, bathroom, door, ceiling, closet, vanity mirrors, shower, soaking tube,

Mapping by human

Story [’ is type of building component ’, ’is subclass of space, ‘has a level’]
Foyer [’ is type of space’, ’is subclass of real estate’, ‘has a size’]
Window [’ is type of building component’, ’is subclass of space’, ‘has a size’]
Wall [’ is type of building component’, ’is subclass of space’, ‘has a size’]
Floor [’ is type of building component’, ’is subclass of space’, ‘has a floor covering’]
Kitchen [’ is type of space ’, ’is subclass of real estate’, ‘has a tubing system]
Family room [’ is type of room ’, ’is subclass of space’, ‘has some wall’]
Area [’ is type of size’, ’is subclass of description words’, ‘has a value’]
Plan [’ is type of design’, ’is subclass of architecture’, ‘has a location’]
Laundry [’ is type of cleaning space’, ’is subclass of space’, ‘has a watering system’]
Door [’ is type of building component’, ’is subclass of space’, ‘has a color’]
Ceiling [’ is type of building component ’, ’is subclass of space’, ‘has an area’]

recognized word ”Garden,” we find its won neighbors. Then
we can compute the probability of these words belong to the
two promising entities based on the matching neighbors.

Table I are examples based on our new ontology. The new
ontology can extract the real estate entities with high accuracy.
Each table contains raw data, annotated data, and mapped data.

V. CONCLUSION

This work created a human-annotated ontology by a human
expert in the real estate domain, which can be used as
ground truth for ontology creation in this domain. We also
introduce a new model for the automated creation of ontology
based on the transformer model’s attention mechanism to
save computational resources and time. In future work, The
proposed ontology and annotation function can help to store
the information of a house in a structured format for advanced
semantic web search engines for the real estate market.
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Abstract—Social media bots can change society’s perspective
in different aspects of life. This paper analyzes sentiment features
and their effect on the accuracy of machine learning models for
social media bot detection. Social bots can use tweet sentiment
to create a backfire effect and confirmation bias to create a
fake trend or change public opinion. We analyze bot detection
problems based on sentiment features inspired by the work
by Micheal Workman [1] and create new features based on
textual information of online comments. We offer a quantitative
approach to create new features and compare machine learning
models for bot detection. This work is based on psychological
and social effects inherent in tweets’ text content based on the
work by [1]. The new set of sentiment features are extracted from
a tweet’s text and used to train bot detection models. Also, we
implement the new model for the Dutch language and achieve
more than 87% accuracy for the Dutch tweets based on new
sentiment features. Considering new sentiment features based on
psychological and social factors for a tweet’s text will open a
potential research area for social media bot detection.

Index Terms—Social media bot, Deep learning, Bot detection,
Social factors

I. INTRODUCTION

Bots spread disinformation which can be hard to detect just
based on content [2] [3] [4] [5], but advanced methods can
detect bot with high accuracy [6] [7] [8]. Social media bot
detection can use the offensive language detection [9] [10] or
other text characteristic to detect bots. Social media bots can
target various audiences by creating fake trends [11], [12]. In
the study conducted by Cresci et al. [13], the authors identified
multiple types of spam bots, including promoter bots, URL
spam bots, and fake followers. URL spam bots spread scam
URL links by embedding these malicious links in retweets of
legitimate users [14]. Based on the studies by Howard et al.
[15], URL sharing bots are used for constant tweet duplication
of legitimate users in a certain time to spread malicious URLs.
One popular bot detection service is “Botmeter”, which is a
supervised learning approach to detect social bots [16]. Bot-
meter uses metadata related to each Twitter account, such as
network features, user features, and temporal features, to feed
a Random Forest classifier algorithm. Network features show
how information diffusion happens among multiple groups
of users. User features include a user name, screen name,
the creation time of account and geographic location, and
temporal features show patterns in a tweet’s timeline. Graph-
based approaches for bot detection uses fully connected nodes
among a group of Twitter accounts to detect bots [17].Machine
learning models have different applications in health, cyber

security and business [18]. Transfer learning models also can
be used in bot detection models [19]–[22].

The idea of extraction of new sentiment features for bot
detection in this work inspired by the work [1] and the effect
on confirmation bias and backfire effect on online users.
Micheal et at [1] in his work said, ”People have different
ways of cognitively formulating concepts and processing in-
formation, referred to as cognitive styles. When considering
a problem or an issue, some people are more self-reflective
and self-reliant in terms of these cognitive processes, known
as internal focused, compared to others who tend to rely on
the formulation using group interaction, known as external-
focused . The effects of this can be observed in the differences
between people who need quiet solitude and concentration for
idea generation and those who find group processes (such as
group brainstorming) a means of cognitively priming ideas .”
So in this work also we consider a sentiment analysis related
to confirmation bias and backfire effect from the External
focus based on his work [1]. This work is a preliminary
report on using sentiment features for social media bots from
a psychological perspective based on theoretical formulation
provided by [1] about these factors. We next discuss the social
effects used in this work. One famous social effect is the
“backfire effect” [23] which is a widespread phenomenon in
social media. The backfire effect occurs when one side of
an argument provides many facts to change the audience’s
mind, but the effort has the reverse effect, creating more
resistance in the opposing person’s mind [9]. For example,
when a Twitter user encounters comments that support more
opposing views for an extended period, a person decides not
to change his or her original beliefs, and thus the reverse effect
occurs. Providing more facts creates more resistance to accept
the facts rather than transferring the truth behind events. So
the target of the argument decides not to change their mind
regardless of what the truth is. Another crucial social effect is
“confirmation bias.” This occurs when people try to interpret
every event based on their existing beliefs. In social media and
Twitter, tweets that support people’s ideas are more popular
than tweets from an opposing view. Some trends and positions
apparent in social media are created using the backfire effect
and confirmation bias.

Social media bots can use confirmation bias or backfire
effect to create fake trends, fake news, and sell products.
These types of bots try to infuse fake events by creating
psychological effects on users’ emotions. In this research, we
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TABLE I
CRESCI 2017 DATASET DESCRIPTION

user type tweet count user count
genuine 2839361 3474

social spam bot #1 1610034 991
social spam bot #2 428542 3457
social spam bot #3 1418557 464
traditional spam bot 145094 999

fake followers 196027 3351

do not analyze the backfire effect and confirmation bias for
social Media bot detection directly on a tweet’s text; instead,
we use the sentiment features introduced by [1] and make a
new feature set to improve machine learning models for bot
detection. These extracted features are then used to find the
best machine learning model for social bot detection in Twitter.
All methods in this work are evaluated based on accuracy, F1
score, and MCC for bot detection. Also, Our method provides
high accuracy for bot detection in Dutch tweets as well as
English tweets. We address three main questions in this work:

1) What are new sentiment features that discriminate be-
tween human accounts and social spambots? (These fea-
tures are inspired by the studies conducted by Workman
[1] about Confirmation bias and Backfire effect)

2) Does the new sentiment analysis improve the accuracy
of machine learning models for bot detection?

3) Is the new method applicable just to English Tweets?

II. DATASET

In this work, we use Cresci 2017 data set [13], a labeled
data set of bots and human users on Twitter. There are five
categories of bots: Social Spam bot #1, #2, #3, fake followers,
and traditional spambots. Social Spam bot #1 are automated
accounts from a 2014 election in Rome. Social spam bot
#2 are promoter bots that spend several months promoting
specific hashtags on Twitter. Social spam bot #3 is Amazon
accounts that share spam URLs on Amazon pointing to their
products. Traditional spam bots are Twitter spammer accounts
that are collected from the Cresci 2013 data set [24]. The
Cresci authors bought fake followers from different websites
[13]. Table I shows the statistics of the Cresci 2017 data
set. In this data set, each account includes the following
attributes: follower-count, friends-count, retweet-count, reply-
count, number of hashtags, number of shared URL, tweet’s
text, screen name, and user ID.

III. METHOD

In this section we identify new features and compare their
effect on the machine learning models for social media bot
detection. At first we answer the following questions in this
experiment.

A. New features

1.What are new sentiment features that discriminate be-
tween human accounts and social spambots?

Each Twitter account has different features, such as network
features, user features, and user’s text content information, as

Fig. 1. Cumulative distribution function(CDF)

discussed earlier. In this research, based on the work Michael
et al. [1] we believe that one way to detect confirmation bias
or backfire effect characteristics in the user account is to find
a very biased opinion in the sentiment of tweet’s text which is
posted by a specific Twitter account. Extraction of sentiment
from the tweet’s text can detect potential confirmation bias
and backfire effect in a user’s online posting behavior [1]. We
first examine tweets which are posted by an individual Twitter
account. If the number of tweets posted by an account shows
a significant concentration in the number of positive, negative,
or neutral tweets, it could indicate a biased opinion or intensity
in idea [1] that has a potential create confirmation bias or a
backfire effect. So, our model flags these types of accounts for
further investigation.

We provide quantitative analysis, but first, we bring a real-
life example to show a clearer picture of the problem. For
example, a human account on social media posts her idea about
different topics in various ways. Her idea about a movie she
saw last night is positive, but her opinion could be negative
about the product she bought today. A human user would
not post only positive comments, negative comments, or only
neutral comments about all aspects of her life. When we
examine tweets posted by bot accounts, the variety in the
number of positive, negative, and neutral comments is very
low, the user posts tweets only about a specific event, and
the posts are typically skewed to extreme opinions [1]. In the
following section, we apply quantitative analysis to show that
the variation of tweet sentiment in each positive, negative, and
neutral category is significantly different between a human and
a bot account on Twitter.

Figure 1 shows a cumulative distribution function (CDF) for
distinguishable characteristics of positive and negative tweets
between a human account and a bot account. It can be seen
that there is a significant difference in the number of positive,
negative, and neutral tweets between a human and a bot
account. So sentiment is a discriminating feature for a bot
detection model.

We consider creating a new attribute set for each Twitter
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TABLE II
NEW ATTRIBUTES

New Features Description
Count-Neutral Count of neutral tweets for a user
Count-Positive Count of positive tweets for a user
Count-Negative Count of negative tweets for a user

Sum-Positive
Sum polarity scores of

positive tweets
which are posted by a user

Sum-Negative
Sum polarity scores of

negative tweets
which are posted by a user

Average-Positive Sum-Positive/Count-Positive
Average-Negative Sum-Negative/Count-Negative

account based on the CDF values for positive and negative
tweets. The first new attribute calculated based on the senti-
ment of a specific user’s tweets is a polarity score for each
tweet. Polarity score classifies each tweet’s text into three
different categories, positive, negative, and neutral. Polarity is
assigned to each tweet’s text by using TextBlob1. The polarity
assigns a score X for each tweet’s text such that 1 < X < 1.
The polarity score of zero means the tweet’s text is a neutral
comment, 0 < X means a positive comment, and X < 0
means a negative comment. Table II shows how we apply our
new sentiment analysis method to extract new attributes from a
tweet’s text to differentiate a human account from bot accounts
based on Figure 1.

B. The effect of new features in Machine learning models for
bot detection

Does the new sentiment analysis improve the accuracy of
machine learning models for bot detection?

In this section, we examine machine learning models based
on new sentiment features. We evaluate machine learning
models such as Random Forest, Support Vector Machine,
Logistic Regression, and feed-forward neural network. We
run bot detection classifiers with and without new features
to show their effect on algorithm performance. First, the
original data set attributes(previous mode of operation), and
second, with the vector of new sentiment features extracted
for each user(New mode). Original features for each account
in Cresci 2017 include follower-count, friends-count, retweet-
count, reply-count, number of hashtags, and shared URLs.

C. Random Forest

In this section, we use the Random Forest algorithm used for
bot detection. This method was previously used in the study
by Battur and Yaligar [25]. First, we apply the random forest
on the original feature set for each Twitter account provided
by Cresci 2017 [13]. Secondly, we apply the new features for
each account. In both experiments, 10 fold cross-validation is
used, and 20 trees are created. We determined the number of
trees based on Grid search. The only difference between the
two experiments is the attribute set. Table III shows that the

1https://textblob.readthedocs.io/en/dev/

TABLE III
RANDOM FOREST PERFORMANCE

algorithm accuracy f1 score mcc
random forest
previous mode 0.887 0.874 0.843

random forest
new mode 0.923 0.912 0.887

TABLE IV
ALGORITHM PERFORMANCE

algorithm accuracy f1 score mcc
Random Forest 0.923 0.912 0.887
ANN 0.910 0.927 0.874
SVM(SVC) 0.914 0.922 0.889
SVM(SVR) 0.899 0.930 0.860
Logistic Regression 0.874 0.888 0.685

accuracy, F1 score, and MCC are improved based on news
sentiment features.

D. SVM and Logistic Regression

We first run the SVM based on original attributes, then with
the new extracted features from a tweet’s text for each Twitter
account. Two variations of the SVM algorithm are used from
the SciKit-learn library in python2. For the SVM kernel, we
use nonlinear hyper-plane ‘poly’ with a degree of 7, which
provides us with the best results. The data is split into 70%
for the training set, 10% devset, and 20% for the test set. The
input space is a set of (x1..xi) where xi is the attribute related
to each Twitter account. . In the new sentiment analysis, we
use the new extracted sentiment features. The result for SVM
classification with new parameters is shown in Table IV.Based
on Table IV, the F1 score and MCC value show that how the
new set of features can detect bots with an accuracy of 90%,
F1score nearly 91%, and MMC more than 85%. The result
for SVC is better than the SVR with an MCC of 89% and
accuracy of 92%.

In this research, we run logistic regression based on the
new extracted attributes from a tweet’s text. Table IV shows
the result for logistic regression. The result shows F1score
and prediction accuracy but very low MCC and so this is not
a strong algorithm for bot detection based on tweet’s text.

E. Neural Network

In this section, we examine the Neural Network model based
on the new proposed sentiment analysis. A study by Chen et al.
[26] shows how features as input space play an important role
in classification results. In this research, sentiment analysis on
tweet text has been done to create a new vector of features
for a feed-forward neural network. As before, the model is
evaluated based on two different attribute sets, original data set
features and then based on new sentiment features. The neural
network for proposed bot detection in this work is shown in
figure 2. The Neural Network model has two hidden layers in
this experiment.

2https://scikit-learn.org/stable/modules/svm.html
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Fig. 2. ANN model for tweet bot detection

TABLE V
NEURAL NETWORK PERFORMANCE

algorithm accuracy f1 score mcc
Neural network
previous attribute set 0.899 0.906 0.793

Neural network
new attribute set(new sentiment features) 0.910 0.927 0.874

yi = σ(w1x1 + ...+ wmxm)

y =

σ(w1,1x1 + ...+ w1,mxm)
...

σ(wn,1x1 + ...+ wn,mxm)

 (1)

In this research, based on formula 1, Twitter account feature
xi where xi ∈ (X1..Xn) is one characteristic of user account
such as retweet-count, number of followers. X shows the
input to the fully connected layer where the output space is
Y ∈ {Bot,¬Bot} and wi is the weight parameter related to
each feature of the Twitter account. Adding a new drop-out
layer improves the prediction accuracy in comparison with a
fully connected FFNN model in this experiment. The final
results for two modes of operation of the fully connected
neural network model are shown in TableV.

IV. RESULTS AND ALGORITHM EVALUATION

This section provides a comparative analysis of machine
learning models for bot detection. Table IV shows the results
for all models. As it can be seen, new sentiment features im-
prove Accuracy, F1 score, and MCC. The Logistic regression
model has a low value for MCC in comparison with other
classifiers. Regarding the prediction accuracy and F1 score,
Random Forest and SVM (SVC) provide the best values.
However, logistic regression has the least value for F1 score,
Accuracy, and MCC. The Random Forest provides the highest
value for MCC. SVM and FFNN have similar values for
MCC. Based on Accuracy, F1 score, and MCC metrics and
with respect to adding new sentiment features, this experiment
identifies Random Forest and FFNN as powerful models for
social media bot detection.

TABLE VI
DUTCH PERFORMANCE

algorithm accuracy f1 score mcc
ANN 0.861 0.857 0.767
Random Forest 0.891 0.901 0.847

V. LANGUAGE DEPENDENCY

In this section, we answer the third question: Can we use
new sentiment features to detect bots for tweets that are not in
the English language? We evaluate the effect of new sentiment
features in Dutch tweets from Cresci 2017. In Table VI it can
be seen that the new sentiment features provide good results
for bot detection in Dutch as well. Based on new sentiment
analysis, FFNN and Random Forest can detect bots in Dutch
tweets with a prediction accuracy and F1 score of nearly 90%.
Random Forest provides the best performance to detect bots
in Dutch tweets as well as English tweets.

VI. CONCLUSION AND FUTURE WORKS

In this research, we evaluate the role of sentiment features
on social media bot detection models and their potential role
on confirmation bias and backfire effect based on a study by
Michael [1]. A new set of sentiment features based on online
user’s posts improves model accuracy in detecting social bots.
Also, applying a new set of attributes is not limited to English
tweets but also shows impressive results for Dutch tweets.
In our method, we consider both an account level(new set
of sentiment features)and a group level approach(previous
network features) for Twitter bot detection. For future work,
the new method of feature engineering will be improved to
extract more features from the online user comments.
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Abstract— Disability is defined as a condition of the human 
body that limits the execution of a task or activity. According to 
the World Health Organization (WHO), 15% of the world's 
population suffers from it, recent studies indicate that the growing 
prevalence are a significant problem and that, consequently, the 
demand for rehabilitation services is rising considerably. For this 
reason, different authors propose the use of exoskeletons in 
rehabilitation therapies as an alternative solution. Thanks to the 
progress of this kind of technology, it is possible to create robotic 
systems that help people with disabilities to recover, totally or 
partially, the original movement of their affected limbs. This 
Innovative Review Article presents an exhaustive review of the 
main features of upper-limb exoskeletons such as Degrees of 
Freedom (DoF), mechanism type, rehabilitation mode, movements 
allowed, applications and Technology Readiness Level 
(TRL). Firstly, the study provides a brief description of the 
biomechanics of the upper limbs of the human body. Next, the 
material, the rehabilitation modes and the Technology Readiness 
Level (TRL) of each of these devices are analyzed. As a result, it 
was observed that aluminum and PLA are the most used materials 
for exoskeletons’ manufacturing. In addition, it was noticed that 

most of these exoskeletons perform passive rehabilitation. Besides, 
it was identified that the most common applications are the 
assistance and rehabilitation in the affected limb of patients who 
have suffered a stroke. Finally, using TLR scale, it was determined 
that these mechatronic systems are between TRL5 and TRL8. 

 
Keywords—Biomechanics, biomechatronic, elbow, 

exoskeletons, rehabilitation, shoulder, upper-limbs, wrist 

I. INTRODUCTION 

Over the years, the incidence of disabilities in the world 
population has increased significantly, becoming an alarming 
social problem. According to the World Health Organization 
(WHO), a person with a disability is someone who has “any 

problem with the function or the structure of the body, a 
limitation of activity, a difficulty in the execution of a task or 
action, with a participation restriction” [1]. It should be noted 
that a considerable percentage of people suffer from this 
condition around the world.  

In 2011, the World Health Organization (WHO) reported 
1,636,800 people with disabilities [2]. That is, approximately 
15% of the world's population [3]. For example, in Canada, 
13.7% of the population over 15 years of age suffered this 
reality and in 2018, the percentage attained 
22.3% [4]. Furthermore, in Latin America and the Caribbean, 
from 2000 to 2010, more than 66 million people lived with a 
type of disease; representing 12.4% and 5.4% of the of Latin 
American and Caribbean population, respectively [5]. From 
2010 to 2012, there was an increase of more than 4.5 million, 
raising the number from 66 121 596 to 70 666 206 
people [6]. In 2011, the first report on disability in Peru was 
published. The study determined that 5.2% of the Peruvian 
population suffered from some kind of disability [7]. It is 
important to mention that several countries do not have updated 
statistical information.  

The demand for physiotherapy and rehabilitation services is 
increasing. Therefore, meeting this need properly becomes a 
challenge. Rehabilitation exoskeletons emerge as a possible 
solution to this problem [8], [9]; awakening the interest of the 
scientific community in proposing improved designs for these 
robotic systems. 

One of the most prominent applications in exoskeletons is 
robot-assisted rehabilitation, due to the promising advantages 
they offer to the patient [10]. Since the device must imitate the 
natural movement of the patient’s affected limb, without 
causing complications that threaten the user’s safety [11], these 
mechatronic systems are very complex: imitating the 
movement of the patient's internal joints while retaining the 
same number of degrees of freedom (DoF) is a complex 
endeavor. 

On the other hand, understanding the biomechanics of the 
upper limb allows researchers to easily analyze the processes 
and forces that affect the human body. The kinematics and the 
additional weight, generated by the patient's upper limb, are 
additional features that are considered in its design [12]. Finally, 
exoskeletons are classified according to the NASA Technology 
Readiness Level (TRL) scale.  
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A. Applications  

Nowadays, exoskeletons make it possible to perfect the 
techniques used in rehabilitation; achieving better results 
compared to the traditional techniques. In this section, the 
application of the upper limb exoskeletons detailed in Table I 
are presented.  

Some exoskeletons in Table I were designed for the 
treatment of patients that had suffered strokes, which the WHO 
describes as a phenomenon that interrupts blood flow through 
the arteries [13]. An example of these devices is AGB-Exo [14], 
a gravity balanced motorized mechatronic system focused on 
shoulder and elbow rehabilitation. This device features four 
active DoF and one passive DoF that offers an active 
rehabilitation training mode. This device performs movements 
such as extension-flexion, pronation-supination, abduction-
adduction and internal-external rotation in the patient's upper 
limb. Other examples are ETS-MARSE [15], CLEVER ARM 
[16], among others.  

However, most of the exoskeletons in Table I. were 
designed to rehabilitate and / or assist the upper limb, that is, 
the shoulder, the elbow and the wrist, without considering the 
hands. They are oriented to the treatment of patients with 
disabilities who have difficulties performing joint movements, 
without specifying the pathology that caused it. An example is 
ChARMin [17], a robotic device with 6 DoF. This system 
provides active and passive rehabilitation modes. It performs 
movements such as extension-flexion, abduction-adduction, 
pronation-supination, and internal-external rotation in the user's 
upper limb. Other examples of this type of devices are ANYexo 
[18] and CAREX-7 [19]. 

As well, most of the exoskeletons in Table I were designed 
to rehabilitate and / or assist a specific part of the upper limb, 
focused on pathologies such as myopathy, Duchenne Muscular 
Dystrophy (DMD), among other injuries. External agents such 
as exoskeletons support rehabilitation of the patients through 
therapeutic techniques that stimulate motor skills and functions. 
For example, Armeo®Power [20] is an exoskeleton of 6 DoF 
with the purpose of rehabilitating patients who have suffered a 
stroke, Parkinson's disease, cerebral palsy, among others. 
Likewise, InMotion ARM [20] is an exoskeleton system 
developed by the Massachusetts Institute of Technology (MIT), 
whose structure provides 3 DoF. Other examples are Higuma 
et.al [17], ETS-MARSE [21], ReHab-Arm [22], seen in Fig 1.   

Fig. 1. Upper-Limb Exoskeletons. a) ETS-MARSE [15]. b) Rehab-Arm [22] 
c) Higuma et.al [40]. 

II. BIOMECHANICS OF UPPER LIMBS 

Upper extremity exoskeletons are designed to accurately 
mimic the natural movement of the human body. So, 
biomechanical concepts are important in their design.  

A. Biomechanics of the Shoulder  

The human shoulder is a structure made up of joints with 
the most significant range of motion (ROM). It has three bones 
which are the clavicle, the scapula and the humerus. In addition, 
it has three independent joints. The shoulder includes the 
sternoclavicular, acromioclavicular, and glenohumeral joints as 
seen in Fig 2. The three joints form the closed kinematic chain 
of the shoulder girdle [23]. When exploring its range of motion 
(ROM), the scapulothoracic mobility (movement of the scapula 
over the chest wall) and the shoulder mobility should be 
considered [23]. Although the initial 30° of abduction are 
performed without movement of the scapula, the joint 
movement for full arm lift occurs at a ratio of 2:1 for every 3° 
of lift. The shoulder joint confers approximately a second 
physiologic thoracic scapular junction [23]. That is, when the 
limb has been raised, and the arm remains in a vertical position 
next to the head (180° of abduction or flexion of the arm), the 
shoulder joint has participated in 120° and the scapulothoracic 
junction in 60° [23]. The important movements of the shoulder 
girdle are those of the scapula: elevation and descent, 
prolongation, retraction and rotation. 

The sternoclavicular joint is a saddle synovial joint, but it 
works like a spheroid joint. It is divided into two compartments 
by an articular disc. This disc is firmly attached to the anterior 
and posterior sternoclavicular ligaments and the interclavicular 
ligament. The sternoclavicular joint is stable and provides 
significant mobility to the shoulder girdle and upper limb. In 
full limb elevation, the clavicle is elevated to an angle of 
approximately 60° [23]. When lifting is performed by flexion, 
the rotation of the clavicle is followed around its longitudinal 
axis. The acromioclavicular joint is a flat synovial joint located 
2-3 cm from the highest point of the shoulder formed by the 
lateral part of the acromion. The acromion of the scapula rotates 
on the acromial extremity of the clavicle [23]. There is no 
muscle that connects the bones that make the joint and move 
them, but it is the axioappendicular muscles that are inserted 
into the scapula and move it displacing the acromion over the 
clavicle [23]. 

The shoulder joint (glenohumeral) is synovial and spheroid. 
It allows a wide variety of movements, making it relatively 
unstable. The proximal area of the humerus articulates with the 
glenoid cavity of the scapula, and although it is relatively 
shallow, it is slightly enlarged by the ring of the glenoid 
border [23]. The glenoid cavity houses approximately one third 
of the proximal area of the humerus, which is held in position 
by the musculotendinous rotator cuff (supraspinatus, 
infraspinatus, teres minor, and subscapularis muscles) 
[23].  The shoulder joint allows movements in the three axes: 
flexion-extension, abduction-adduction, medial and lateral 
rotation of the humerus, and circumduction. Lateral rotation of 
the humerus increases the range of abduction. When the arm is 
abducted without rotation, the available articular surface is 
exhausted and the greater tubercle meets the coracoacromial 
arch, preventing further abduction. If the arm rotates laterally 
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180°, the tubercles rotate backwards and more articular surface 
is available for continued elevation [23]. 

 
Fig. 2. Joints located at the shoulder 

 
 

B. Biomechanics of the Elbow  

The elbow joint, as seen in Fig 3., is a hinge-type synovial 
joint located 2–3 cm below the epicondyles of the humerus 
[23]. The pulley-shaped trochlea and the spheroidal condyle of 
the humerus articulate the trochlear incision of the ulna and the 
slightly concave upper face of the head of the radius. 
Consequently, there is a humeroulnar and humeroradial joint. 
The articular surfaces, covered with hyaline cartilage, are 
almost completely congruent when the forearm is positioned 
midway between pronation and supination, and the elbow is 
flexed at a right angle [23]. The elbow joint allows flexion and 
extension movements. The long axis of the ulna in full 
extension forms an angle of about 170° with the long axis of the 
humerus [23]. This angle is called the angle of transport, 
because of how the forearm moves away from the body. The 
obliquity of the ulna, and consequently the angle of transport, 
are more pronounced in women than in men [23]. It is believed 
that this allows the upper extremities to avoid hitting the wide 
female pelvis when swaying while walking. In anatomical 
position, the elbow is in front of the waist, the angle of transport 
disappears when the forearm is in pronation [23]. 

     The proximal radioulnar joint is a trochoid-type synovial 
joint that allows movement of the head of the radius over the 
ulna. The proximal end of the radius articulates with the radial 
incision of the ulna and is held in position by the annular 
ligament of the radius [23]. During pronation and supination of 
the forearm, the head of the radius rotates within the annulus 
formed by the annular ligament and the radial incisions of the 
ulna. Supination rotates the palm anteriorly, or superiorly if the 
forearm is flexed. Pronation turns the palm posteriorly, or 
inferiorly if the forearm is flexed. The axis of these movements 
passes proximally through the center of the radial head and 
distally through the insertion of the vertex of the articular disc 
of the ulna [23]. During pronation and supination, it is the 
radius that rotates: its head rotates within the cup-shaped ring 
formed by the annular ligament and the radial incision of the 
ulna. Supination and pronation are almost always accompanied 
by synergistic movements of the shoulder joint and the elbow 
that produce simultaneous movements of the ulna, except when 
the elbow is flexed [23]. 

 
Fig. 3. Joints located at the elbow 

C. Biomechanics of the Wrist  

The radiocarpal joint is an ellipsoid-type synovial joint. 
The position of this joint is indicated approximately by a line 
joining the styloid process of the radius with the one of the ulna 
or by the proximal groove of the carpus [23]. The carpus (wrist 
seen in Fig 4.) is the proximal segment of the hand. It is made 
up of a group of eight carpal bones, it articulates proximally 
with the forearm through the radiocarpal joint and distally with 
the five metacarpals. The radiocarpal joint can increase its 
range of motion (ROM) by additional small displacements of 
the intercarpal and midcarpal joints. The movements that the 
wrist joint allows to perform them and are flexion-extension, 
abduction-adduction and circumduction. The degree of flexion 
of the hand on the forearm is greater than the one of extension; 
these movements are followed by similar movements in the 
midcarpal joint [23]. The degree of adduction of the hand is 
greater than that of abduction. Most of the adduction occurs at 
the radiocarpal joint. Circumduction of the hand consists of a 
successive series of flexion, extension, adduction, and 
abduction movements.  
      As mentioned in this article, biomechanics concepts are 
applied in the development of exoskeletons oriented to the 
rehabilitation of the upper limb. Within the biomechanical 
analysis, the researchers proceed to kinematic and dynamic 
modeling. Kinematic modeling is the geometric formulation of 
a system to obtain the values of the joints and the location of the 
final element (position and orientation) with respect to a 
reference system. Dynamic modeling consists of the physical 
equations of motion in a three-dimensional space and 
considering the forces acting on the joints. Destarac et al.  [24], 
for example, performs the kinematic and dynamic modeling of 
the ORTE robot, obtaining the values that determine the 
workspace and the forces that affect it.  
 
 

Fig. 4. Joints and bones located at the wrist 
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III. MECHATRONIC EXOSKELETONS 

There is a wide variety of rehabilitation exoskeletons, each 
at a different development stage. The analyzed upper limb 
exoskeletons were classified according to NASA's Technology 
Readiness Level (TRL) scale, which is used to indicate the 
development status of technology projects, where TRL 1 is the 
lowest and TRL 9 is the highest [25], [87 – 91].  

The upper limb exoskeletons shown in Table I were 
classified using the TRL scale. The analyzed exoskeletons were 
found to be between TRL5 and TRL8. Each level has a different 
meaning: an exoskeleton in TRL 5 is considered a full-scale 

development, while in TRL 6, it has already been validated in a 
simulated environment. In TRL 7, the system/prototype has 
been validated in a real environment, in TRL 8, the first 
prototype/system is available for commercialization, and in TRL 
9, the exoskeleton is officially commercial [26].  

In Table I, the most common levels observed for the 
exoskeletons for the upper limbs were TRL 6, TRL 7, and TRL 
8, while TRL 5 was the least common. It shows the 
exoskeleton’s names or references and their classification by 
degrees of freedom (DoF), mechanism, rehabilitation mode, 
movements, application and TRL [92-94].                                    

TABLE I.  UPPER-LIMB EXOSKELETONS 

Name / Ref. DoF Mechanism Rehab. 
Mode Movements Application TRL 

RETRAINER-ARM [27] 4 E,S P E(EF),S(EL,R) Stroke 8 

EXOWRIST [28] 2 W P W(EF,RU) Wrist rehabilitation 7 

AGB-Exo [14] 4a,1p  E,S AC E(EF),FA(PS),S(AA,EF,IE) Stroke 5 

EASoftM [29] 4 E,S P E(EF,PS),S(EF,IE) Different injuries 6 

ORTE [24],[30]  5 E,S - E(EF),FA(PS),S(AA,EF,IE) Different injuries 7 

Wu et al. [31]  7a,2p E,S,W AC,P  E(EF),FA(PS),S(AA,EF,IE),W(EF,RU) Right arm training 7 

Wu et al. [32] 7a,2p E,S,W AC,P E(EF), FA(PS),S(AA,EF,IE), W(EF,RU) Hemiplegia 6 

ULEL [33],[34]  3 E,S,W P (E,S,W)(EF) Post-stroke patients 7 

Jung et al. [35] 5 E,S P E(EF),S(AA,EF,MR,EV) Shoulder - Elbow rehabilitation 6/7 

NESM [36] 4a,8p E,S AC,P E(EF),S(AA,EF,IE) Post-stroke rehabilitation 7 

EXOWRIST [28] 2 W P W(EF,RU) Wrist rehabilitation 7 

ANYexo [18] 5 E,S,W A - 
 Shoulder-Elbow-Wrist 

Rehabilitation 
7 

Chen et al.[37] 4 E,S P E(EF)S,(AA,EF,IE) 
Supported shoulder–elbow 

motion 
6/7 

Copaci et al. [38] 2 E AC,P  E(EF,PS) Evaluation and therapy  8 

NTUH-ARM [39] 7 E,S AC,P E(EF),S(AA,ED,EF,IE,PR) Support and Arm rehabilitation 6 

Higuma et al. [40] 2 W P W(AA,EF) 
Rehabilitation and assistance in 

ADL 
7 

Rehab-Arm [22] 7 E,S,W AC,AS,P E(EF,LM),S(AA,EF,LM),W(EF,RU) Stroke and hemiplegia 7/8 

RehabRoby [41] 6 E,S,W AC,AS,P E(EF,PS),S(AA,EF,IE),W(EF) Stroke 8 

ETS-MARSE [15] 7 E,S,W AC,AS,P S(vEF,hEF,IE),E(EF),FA(PS),W(EF,RU) Stroke 7 

Zhang et al. [42] 3 E,S AC,P E(EF),S(AA,EF) Hemiplegia 7 

Tanaka et al. [43] 6 E,S,SG AC,P E(EF),S(AA,EF,IE),SG(ED,EF) myopathy and hemiplegia 7 

Ye et al. [44],[45] 5 E,S,W AC,AS,P E(EF),PS,S(EF),W(EF) 
Shoulder-Elbow-Wrist 

Rehabilitation 
7 

Wu et al. [46] 7 E,S,W AC,AS,P S(AA,EF,IE),E(EF),W(EF,PS,RU) 
Shouldeer-Elbow-Wrist 

Rehabilitation 
6/7 

ChARMin [17] 6 E,S,W AC,P  S(AA,EF,IE),E(EF,PS),W(EF) 
Shoulder-Elbow-Wrist 

rehabilitation 
8 

Nam et al. [47] 2 E,W P E(EF),W(DV) Elbow-Wrist rehabilitation 6 

4-soft-A [48] 2 E P E(EF) Elbow rehabilitation 6 

Bai et al. [49] 3 S AC,P E(AA),S(EF) Shoulder-Elbow rehabilitation 7 

Crea et al. [50] 2 E,S AC,P S(EF,IE),E(EF),FA(PS) Elbow-Shoulder rehabilitation 6 

Hasegawa et al. [21] 2 S AC,P S(EF,IE) Shoulder rehabilitation 7 

Liu et al. [51] 2 S P S(AA,EF) Shoulder rehabilitation 6 

Islam et al. [52] 5 S AC,P S(AA,EF,IE,PR) Shoulder rehabilitation 6 

SCRIPT [53] 5 W P W(AA,EF),T(EF,Radial AB); F(F/E) Hand rehabilitation 7 
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Lobo-Prat et al. [54] 1 E AC E(EF) Duchenne Muscular Dystrophy 6 

ARMin III [55] 3 S AC S(AA,EF,IE,PR) Shoulder rehabilitation 8 

ArmeoPower [55] 3 S AC S(AA,EF,IE,PR) Shoulder rehabilitation 8 

Pneu-WREX [55] 4 S AC S(AA,EF,IE,PR) Shoulder rehabilitation 8 

BONES [55] 3 S AC S(AA,EF,IE,PR) Shoulder rehabilitation 8 

EXO-UL7 [55] 3 S AC S(AA,EF,IE,PR) Shoulder rehabilitation 8 

L-EXOS [55] 3 S AC S(AA,EF,IE,PR) Shoulder rehabilitation 8 

Huang et al. [56] 4 E,S,W AC A(EF) 
Shoulder-Elbow-Wrist 

rehabilitation 
8 

Hsieh et al. [57] 2 S P S(AA,EF) Shoulder rehabilitation 7 

CAREX-7 [19] 7 E,S,W P S(AA,EF,IE),E(EF,PS),W(AA,EF) 
Shoulder-Elbow-Wrist 

rehabilitation 
8 

Li et al. [58] 2 W P W(AA,EF) Wrist rehabilitation 6 

Ianoşi et al. [59] 4 S P A(EF) Shoulder rehabilitation 6 

Wang et al. [60] 3 S P A(EF) Shoulder rehabilitation 7 

Zhang et al. [61] 3 S P S(AA) Shoulder rehabilitation 6 

Kopke et al. [62] 3 S P A(EF) Shoulder rehabilitation 7 

Ghobj et al. [63] 3 S P E(EF),S(EF) Shoulder-Elbow rehabilitation 7 

Goltapeh et al. [64] 3 S P A(EF) Shoulder rehabilitation 5 

González-Mendoza et al. [65] 2 S P S(EF),E(EF) Shoulder rehabilitation 6 

Hsieh et al.[66] 3 S P A(EF) Shoulder rehabilitation 7 

Huang et al. [67] 4 S P A(EF) 
Sensor assisted arm 

rehabilitation 
7 

Jiang et al. [68] 2 S P A(EF) Shoulder rehabilitation 6 

Nycz et al. [69] 3 S P E(EF),S(AA,EF,IE) Shoulder-Elbow rehabilitation 7 

Ali et al. [70] 3 S P E(EF),S(AA,EF,IE) Shoulder-Elbow rehabilitation 7 

Aljallad et al. [71] 5 S P S(AA,EF,IE),E(EF) Shoulder-Elbow rehabilitation 6 

Atia et al. [72] 4 S P EF Shoulder exoskeleton 6 

Casas et al. [73] 3 S P EF Shoulder exoskeleton 6 

De la Iglesia et al. [74] 3 E AC EF Elbow rehabilitation 6 

Rebelo et al. [75] 3 S P EF Shoulder rehabilitation 6 

Weiler et al. [76] 3 S P E(EF),S(AA,EF,IE) Shoulder-Elbow rehabilitation 7 

Chen et al. [77] 4 E,S P E(EF),S(AA,EF,IE) Shoulder-Elbow rehabilitation 7 

Lee et al.  [78] 4 E,S P (E,S)(EF) Shoulder-Elbow rehabilitation 6 

CADEL [79] 2 A,E - EF Elbow assist 6 

Liu et al.  [80] 6 E,S - (E,S)(EF) Exoskeleton prototype 6 

Thalagala et al.  [81] 4a,3p E,S - E(EF),S(AA,EF,IE,PS) Rehab and Assitance in ADL 7 

Vilalpando et al.  [82]  2 S P S(AA,EF) - 6 

Niyetkaliyev et al.  [83] 5 S,SG - SJ(AA,EF,IE,PS),SG(ED,PR) Neurological disability 5 

Noda et al. [84] 1 S P S(EF) Sroke 7 

Chien et al. [85] 2 S AC,P AA,EF After-stroke rehabilitation 6 

Zhang et al.  [86] 2 E - EF,PS Stroke 6 

CLEVER ARM [16] 6a,2p E,S,W - E(EF),W(EF,PS) Stroke 6 
Note Abbreviations: EF: Extension-Flexion, RU: Urnal-Radial deviation, PS: Pronation-Supination, AA: Abduction-Adduction, IE: Internal-External rotation, MR: Medial Rotation, EV: Elevation as a Vertical Movement, 
EL: Elevation, R: Rotation, LM: Medial-Lateral rotation, ED: Elevation-Depression, PR: Protraction-Retraction, v: Vertical, h: Horizontal, SG: Shoulder girdle, DV: Dorsiflexion-Volarflexion, A: Arm, AC: Active 
rehabilitation, P: Passive rehabilitation, AS Assistive rehabilitation, a: active degree, p: passive degree and SJ: Shoulder joint, Rehab. Mode: Rehabilitation Mode 
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A. Materials 

The exoskeletons used for rehabilitation attempt to 
resemble the natural anthropology of patients. That is, they try 
to imitate the natural movements of the users. When designing 
an exoskeleton, it is essential to take into account characteristics 
such as mechanical strength, resistance to fatigue, weight, cost, 
availability, etc. Thus, this section analyzes the selection of 
materials used for the mechanical structure of the robotic 
systems shown in Table I. 

a) Metallic materials 
Metallic materials are used in exoskeletal devices due to 

their high resistance, hardness and rigidity. Aluminum and 
metallic alloys are the most used materials, used by researchers 
for prototype development. In this section, the exoskeletons that 
have metallic materials in their mechanical structure are 
mentioned. Some examples are RETRAINER-ARM [27], 
EXOWRIST [28], EASoftM [29] and 4-soft-A [48], among 
others; seen in Fig 5. 

For EXOWRIST [28], its mechanical structure is made of 
aluminum alloy. This upper limb exoskeleton is a prototype for 
patients with cerebrovascular diseases. This system has two 
degrees of freedom (DoF) and is oriented to the treatment of 
wrist. This device performs movements such as extension-
flexion and urnal-radial.  It has actuators integrated into the 
metal mechanism that are manipulated during the 
physiotherapy sessions. This system is useful for the evaluation 
of patients with the support of a therapist, who configures the 
type of rehabilitation exercise to be performed.  

In a different manner, RETRAINER-ARM [27] is an upper 
extremity exoskeleton that features four degrees of freedom 
(DoF). It is oriented to the treatment of stroke patients. Its 
mechanical structure uses aluminum metal links. The ease for 
manufacturing and the geometric shape of the pieces stands out. 
This device constitutes a non-invasive exoskeleton that assists 
the patient during their treatment.  

For example, EASoftM [29] is an upper limb exoskeleton 
that features four degrees of freedom (DoF). This device 
performs movements such as extension-flexion, pronation-
supination, and internal-external rotation in the patient's upper 
limb, which is oriented to the treatment of patients with 
different injuries. This mechatronic system aims to rehabilitate 
the shoulder and elbow. On the other side, the researchers have 
selected aluminum alloys, since it is flexible, non-invasive, it 
has an adequate mechanical resistance and a proportional 
weight. These characteristics were observed during the follow-
up of the rehabilitation process of a patient.  

The aluminum is one of the materials that stands out for its 
high availability, low cost, high manufacturability (cutting 
process) and preferred for the mechanical structure of 
exoskeletons. 

b) Plastic materials  
The use of plastic materials in robotic devices is common 

mainly due to their lightness. These materials are used as hybrid 
elements that make up the structures of robotic systems. That is, 
they are used together with other materials. Their elastic 
properties and tensile stress make them the most suitable 

material for deformation. In this section, some of the 
exoskeletons, listed in Table I, whose mechanical structure is 
built based on plastic materials are described. Some examples 
are ChARMin [17], ARMin III [55] and RETRAINER -
ARM [27], among others.  

For ARMin III [55], materials are selected considering 
design complexity. It performs movements such as extension-
flexion, abduction-adduction, internal-external rotation and 
protraction-retraction. In this way, designers ensure that they 
are capable of resisting weight, resistance and fatigue. In order 
to design complex mechanisms, 3D printing is also used. This 
exoskeleton has 10% lactic polyacid to facilitate the attachment 
with actuators and their fixation.  

On the other hand, RETRAINER-ARM [27] is a system that 
aims to rehabilitate the shoulder and elbow. This apparatus 
performs movements such as extension-flexion, elevation and 
rotation in the patient's upper limb. It uses flexible plastics to 
adapt to the anthropology of the patient, considering that the 
patient will use this hybrid mechanism with actuators.  

For example, ChARMin [17] uses Acrylonitrile Butadiene 
Styrene (ABS) for manufactured parts whose geometry is 
complicated and requires a too complex design to support 
structures such as actuators. This device is made of aluminum 
and has joints, fixing elements, and accessories with lactic 
polyacid. Given the demands of the design, it is a hybrid 
mechanism. 3D printing is used to manufacture parts such as 
joints, screws, fasteners or connecting pins in order to obtain a 
hybrid exoskeleton that meets the fatigue and deformation 
requirements. This technology provides the easiest way to 
produce the parts, since it allows the manufacturing of highly 
complex designs. Acrylonitrile Butadiene Styrene (ABS) is one 
of the most used plastic materials for the mechanical structure 
of the exoskeletons listed in Table I. 

Plastic materials are selected because their characteristics 
allow to solve several design challenges. They are resistant, they 
support fatigue stress, they are non-corrodible, easy to maintain 
and resistant to running or testing.  

Fig. 5. Upper-limb exoskeleton robots. a)RETRAINER-ARM [27] . 
b)EXOWRIST [28]  
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B. Rehabilitation mode 

 Currently, using exoskeletons for rehabilitation provide a 
high-quality option to regain movement thanks to their 
precision in repetitive movements. Rehabilitation is the 
treatment that a patient receives with the aim of recovering, 
maintaining or improving the physical or mental skills 
necessary for daily life, and thus improve their quality of life. 
In this case, we will focus on physical abilities, which can be 
totally or partially reduced due to illnesses or injuries. 
Rehabilitation modes can be passive, active, and assisted [87] 
In this section, the rehabilitation modes offered by the 
exoskeletons in Table I are mentioned. 

a) Passive rehabilitation  
The use of exoskeletons with passive rehabilitation modes 

allows treating patients effortlessly: the robotic system helps 
the patient move the muscles and joints throughout his/her 
ROM. This is commonly used when the user suffers from a 
disability caused by hemiplegia and other common injuries. 
Although passive exercise does not require any effort from the 
patient, following this kind of rehabilitation has many benefits, 
such as helping them to prevent joint stiffness. These benefits 
are most effective when used consistently over a long period of 
time.   

An example of this rehabilitation mode is provided by 
EASoftM [29]. Patients during rehabilitation can perform 
exercises without additional effort. The succession of exercises 
that the patient must follow is monitored by the therapist. 
Passive rehabilitation is a great way to improve blood flow to 
affected areas and provide sensory stimulation to the affected 
limb. Another benefit is shown by EXOWRIST [28], where the 
use of this rehabilitation mode helps prevent the worsening of 
spasticity of the upper limbs in patients. 

In ULEL [33],[34] this mode helps patients interact with the 
rehabilitation professional to perform exercises. This 
exoskeleton focuses on passive movements to provide the 
patient with routines that include massages, chiropractic, and 
physical therapy. Similarly, the RETRAINER-
ARM [27] exoskeleton aims to rehabilitate the patient through 
the passive mode making the shoulder and elbow move using 
an external force which is generated by the exoskeletal device. 

b) Active rehabilitation 
The active rehabilitation mode with exoskeletons implies 

that patients make a physical effort to move, that is, they perform 
the exercises and the exoskeletons offer resistance to movement 
in a way that helps them to strengthen the muscles. In general, 
physical rehabilitation stimulates the brain to reconnect through 
neuroplasticity, improving the ability to send signals to the 
muscles. Neuroplasticity occurs with both passive and active 
exercise but is enhanced with active exercise. One of the benefits 
of active rehabilitation is that it helps to strengthen muscles, 
being beneficial if muscle atrophy has occurred due to a reduced 
daily movement.  

ARMin III exoskeleton [55] focuses on the rehabilitation of 
patients with cerebrovascular accidents (CVA). The active mode 
is used in order to help them regain mobility of the shoulder. 
Using this mode is excellent for patients suffering from 
hemiparesis and strokes. Another example is the AGB-Exo 

exoskeleton [14], since the patient makes a succession of 
physical effort exerted on the muscular activity of the upper 
limbs, active movements such as self-stretching or other 
movements of the muscles are performed through repetitive 
tasks.  

NESM [36], on the other hand, has a structure focused on 
passive rehabilitation because it is incorporated into the spine, 
which generates a passive self-aligning kinematic chain. The 
NTUH-ARM exoskeleton [39], uses the Lyapunov theory to 
improve stability in the controller design, allowing gravity 
compensation in assisted training. It presents a ROM 
considered in its 7 DoF, which allows a complete rehabilitation 
in each section of the arm. On the other hand, the 
ChARMin [17] exoskeleton is focused on the rehabilitation of 
children with defects in the motor function of the arm, cerebral 
palsy, and others. In addition, the rehabilitation process has a 
computational interface (Unity Technology) that allows the 
child to train through a video game. 

c) Assisted Rehabilitation 
In this rehabilitation mode, robotic support is provided only 

when the patient cannot follow the training proposed by the 
therapist. This means, it helps patients to exercise their limbs to 
the best of their ability. This type of rehabilitation is based on 
swinging against an object; turning the body back until the 
patient feels that the shoulders are stretched avoiding spasticity. 
Assisted rehabilitation using exoskeletons is advantageous since 
it provides important benefits in relation to muscle strength, it 
reduces motion recovery time, achieving functional 
independence faster. 

Many authors prefer to build exoskeletons that offer the three 
rehabilitation modes, as seen in Fig 6. For example, Rehab-Arm 
[22] performs passive, active and assisted rehabilitation. This 
mechatronic system with 7 DoF is aimed at rehabilitation in 
patients that have suffered strokes and hemiplegia. RehabRoby 
[41], Ye et al. [44],[45], ETS-MARSE [15] and Wu et al. [46] 
devices also offer these modes for stroke patients, focusing on 
shoulder-elbow-wrist rehabilitation, with 7, 5, 7 and 6 DoF, 
respectively. 

Finally, the robotic systems used for the rehabilitation of 
upper limbs shown in Table I do not offer only one type of 
assisted rehabilitation, but they offer assisted, active and passive 
modes or a combination of these.  

 

Fig. 6. Upper-limb exoskeleton robots. a)NESM [36]. b) Copaci et al. [38]. 
     c) Ianosi et al. [59]  d) Chen et al. [77] 
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IV. CONCLUSION 

In conclusion, a brief review of the most recent 
exoskeletons for the rehabilitation of upper limbs damaged by 
diseases such as strokes, hemiplegia, Duchenne muscular 
dystrophy, among others, has been carried out. The latter are 
the most common disabilities for which exoskeletons are 
designed. Exoskeletons focus on passive and active 
rehabilitation or a combination of both. The passive 
rehabilitation mode was the most observed. This mode is used 
when the patient does not offer resistance to the effort of muscle 
movement. 

In addition, the concept of TRL was defined and the indexed 
exoskeletons were categorized based on these. As a result, it 
was observed that the various exoskeleton projects analyzed are 
between TRL 5 and TRL 8. The most common category was 
TRL 6, which means that most of the exoskeletons shown are 
prototypes that have not yet passed the validation process in a 
group of patients. However, these devices show important 
advances which result in further progress for the development 
and manufacturing of exoskeletons for rehabilitation. 

It was also mentioned that the choice of material is key for 
exoskeletons, since the objective of these robotic systems is to 
imitate the natural movements of the users. It is important to 
note that only a few research articles mention the materials used 
in the design of the exoskeletons. Nevertheless, it was observed 
that the most used materials were metals and plastic. Aluminum 
and ABS stand out among them for their interesting properties 
such as weight, strength, low cost, and commercial availability, 
while metallic titanium and PETG plastic are the least used due 
to their higher costs.  
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Abstract—The Covid-19 pandemic growth has led to a large 

desire for safety restrictions among citizens near or in Covid-19 

affected areas. This includes requiring the use of masks when 

outdoors and an occupancy limit being placed when indoors. Some 

of these restrictions have been enforced by the government and 

can lead to infraction charges on those who choose to ignore them, 

but some restrictions are up to the decision of the respective 

individuals. This has led to varying levels of safety being applied 

when outside.  This is especially concerning when some businesses 

may not be taking proper precautions to avoid the spread of 

Covid-19. To counterbalance this issue while also spreading 

awareness of the businesses that are careful enough to follow such 

precautions, the app My-Covid-Safe-Town (MCST) is created. 

MCST allows for individuals (i.e., patrons) to find businesses that 

fit the standard of safety and to specifically point out the steps 

being taken by each business to avoid the spread of the pandemic. 

Keywords—Covid-19, IoT applications, software engineering, 

HCI, mobile computing, multimedia technology 

I. INTRODUCTION 

With the end of the Covid-19 pandemic still unclear, 
businesses and patrons are being forced to adapt to the new 
environment. For patrons specifically, this includes worrying 
about safety precautions that are being taken by local businesses 
and ascertaining whether these businesses are open at hours 
desirable to the patron. Businesses, especially small ones, are 
also facing challenges such as operating with less staff and 
working for fewer hours. These businesses are not simply 
limited to small “mom and pop” shops since mid-sized 
businesses such as hotels that do not belong to a chain brand 
have struggled to stay afloat as well [1]. Large businesses would 
have enough stored income to continue operating while 
searching for methods to adapt. Small businesses, however, face 
problems. In a study conducted by Bartik, it has been reported 
that 75% of businesses participating in a usability test only had 
enough income stored to last a maximum of two months [2]. It 
is important that these businesses continue to get a steady flow 
of patrons because the failure to do so would imply closure. 

Patrons, having been in lockdown for months, would like to 
frequent businesses again. This does not mean that they are 
willing to risk their lives or the lives of their families simply so 
that they can visit a shop. If a patron enters a business that does 

not take anti-COVID-19 precautions (e.g., requiring face masks 
inside the shop, sterilizing all frequently touched items, and 
dining outside to allow proper airflow) then that business is 
putting the lives of their patrons at risk. In addition, if patrons do 
not know the policies a business is using to protect its patrons, 
then it is the equivalent of blindly placing their lives in the hands 
of the business owners. Fear plays an important role in deciding 
whether visiting a business is worth the risk. Thus, informing 
patrons about the businesses that are including anti-COVID-19 
practices and thereby reducing apprehension is important. This 
raises the question of how such information will be spread. 

In response to this, a mobile application (i.e., app) called 
My-Covid-Safe-Town (MCST) is developed with the intention 
of informing the patron of Covid-19 related information and the 
manner in which small businesses are changing to accommodate 
to the new normal. If a patron wants to check whether a business 
is open or observe the precautions the concerned business is 
taking, MCST can present that information to the patron in a 
ubiquitous manner with easy access. In addition, should a patron 
want to ask questions (e.g., Asking if a certain item is in stock, 
or if the business takes reservations). MCST allows for this 
through email and phone calls. MCST provides patrons with the 
information they require by connecting them with the small 
businesses that lack the advertisement funds needed to convey 
that information. Ultimately the goal of the app is to display the 
shops that are open near the patron and showcase the manner in 
which it is keeping its patrons safe from the pandemic. 

II. RELATED WORKS 

Using apps to solve pandemic related problems is a common 
practice in recent times. A paper discussing an app tracking 
influenza infection mentions using similar methods as app 
developers are using today [3]. This particular app has used a 
data donation method which involves app users manually adding 
their information and location into the app based upon which the 
app analyzes that data for future use. The app has been designed 
around obtaining important information rapidly by using 
modern technology rather than using traditional methods that 
some government bodies might use. Ultimately the app has 
received about 10,000 volunteers who have collected data such 
as the age and date of last infection in real time. In addition, the 
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data has correlated with existing basic information on influenza 
thereby making the concerned app a very interesting study [3].  

Apps regarding Covid-19 are steadily surfacing on the Apple 
App Store and Google Play Store while more are being 
developed and released through online access. Apps for social 
distancing and contact tracing are highly significant today. For 
example, Covid-Alert-NY [4] and Aarogya Setu [5] are popular 
contact tracing apps in New York and India respectively, the 
latter having surpassed over 100 million installations in 40 days. 
A recent food donation app called SeVa [6] addresses hunger 
and food waste by connecting food suppliers and consumers 
with up-to-date information about good quality leftover food in 
restaurants, grocery stores and other such places in their vicinity. 
This is particularly helpful during Covid-19 though it has a 
generic usefulness as well. An app called MDLive [7] assists 
with telemedicine that is much needed during recent times since 
many patients prefer to make doctor visits from home. Another 
app called Covid Control [8] developed at Johns Hopkins 
University, a premier medical institution in the United States, is 
beneficial in terms of guiding the research related to this 
pandemic in order to address aspects such as prevention and 
cure. Many apps are being used by individuals on a daily basis 
to help prevent the spread of the disease, however there are 
drawbacks. According to paper by Kaspar [9], though people are 
taking steps to avoid Covid-19 by installing these types of apps, 
the overall ability to avoid Covid-19 is determined by the 
individual’s motivation rather than the app’s support. In 
addition, even though people want to avoid spreading the 
pandemic does not imply that they will always be motivated to 
follow proper safety procedures.   

While several apps exist to help combat problems associated 
with Covid-19 and its aftermath, to the best of our knowledge 
none of these specifically provide a platform for local small 
business users to showcase their functionality and provide 
patrons ubiquitous, convenient access to adequate safety related 
information on these businesses for fostering better interaction. 
This is precisely where MCST makes a contribution. It goes 
beyond the “yellow pages” for information since it is more 
interactive. Yellow pages are static while MCST entails user-
generated content and is more dynamic. Moreover, using MCST 
during Covid-19 recovery, stores can quickly populate 
additional fields and add new entries that could occur in a very 
short time span, e.g. “all employees are Covid-19 vaccinated”. 
Information such as this could be highly relevant to safety 
precautions. Our work is thus orthogonal to the literature and 
makes specific contributions.     

III. METHODS 

Prior to the creation of the app, its major requirements and 
design must be outlined, as sound requirements engineering is 
vital for software quality [24-28]. In our work, this involves 
developing a wireframe for the app. A wireframe is a mock-up 
design of the appearance and functionality of the app once it is 
developed [10][11]. This allows us to see how the pages will 
look and reduces the need to make drastic changes to the design 
later at the implementation stage of development. It is important 
to ascertain that the users have the visual clarity to see the app’s 
functions while also having the tools they might need for using 
the app.  

A. Wireframe Design Outline 

The design of the wireframes constitutes the initial step of 
the app development. An example of the planning of visual 
clarity is presented in Fig. 1 where the “landing page” of the app 
is observed. The landing page is the first page the users would 
see when they open the app. This is also the page with the 
maximum paths available for navigation. It is thus important to 
ensure that the users can see all of these paths to understand the 
role of each button easily, i.e. within just a few clicks. If the users 
do not understand how to operate any page of this wireframe, 
then the design has not truly succeeded in assisting the user. 
However, that is because this is a wireframe on which further 
improvements can be made.  

  

Fig. 1. Wireframe of the welcome page and login page for the MCST app 

 

Fig. 2. Wireframe versions of pages for browsing (left) and displaying shops 
of small businesses (right) 
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     Based on the figures above, we see Fig. 1 (left panel) which 
is the starting page through which the user can login, register, 
and browse the app. Fig. 1 (right panel) is an at-a-glance view 
of the display that appears in the pages of the small businesses. 
All these pages have a menu bar near the top of the screen which 
allows for additional options. Fig. 2 (left panel) showcases how 
users would find a shop that interests them. Once they click on 
a shop of their choice, they are directed to Fig. 2 (right panel). 
This is a business page that includes hours of operation and 
Covid-19 precautions. Likewise, after having constructed the 
wireframe, it is imperative to conduct usability tests in order to 

gauge how the targeted audience would react to the app. 

B. Wireframe Usability Testing 

Usability tests by stakeholders are an important part of 
developing an app. In HCI (human computer interaction) with 
respect to app development, stakeholders are people, groups or 
organizations impacted by the success or failure of the app, i.e. 
those who have a stake in the app [12]. In other words the 
stakeholders would represent the targeted users, by being the 
users themselves or having a clear idea of the users’ needs. 
Without usability tests there would not be a reliable way to 
gauge stakeholder interest in the app. The app might seem 
perfect from the developers’ end and have absolutely no bugs, 
but if there is no interest in it from the stakeholder perspective, 
it will not be used. It is for this reason that usability tests are 
conducted for this app after the outline of the wireframe that 
constitutes the initial app design. These are analogous to such 
tests conducted in the development of mid to large scale 
software systems in Software Engineering.  

Since our study in this paper targets mainly patrons, i.e., the 
prospective customers of small businesses, our sample 
population for usability tests focuses on patrons, not business 
owners. In other words, our fundamental stakeholders for the 
current study’s purpose are patrons. The following figures, Figs. 
3 and 4, are the usability testing results achieved after 
showcasing the wireframe of the app to the patrons. 

The results from Fig. 3 showed that our wireframes got a 
positive response overall. Overall, 80% responders said that they 
found our user interface designs easy to use (i.e., responders 
agree that our designs will ensure high-quality user-experience). 

The analysis presented in Fig. 4 indicates that a majority of the 
responders feel they will use the MCST app at least 3 to 5 times 
per month, and indicate this accordingly.  

Observing the results of wirefame usability testing as 
displayed in these figures, we notice that there is interest in the 
app, however its design needs some improvements. We would 
not have been able to improve upon the app design without the 
help of these wireframe testing participants. Having discussed 
these figures it now becomes apparent that being able to 
navigate through each of the pages is just as important as the 
appearance of the pages individually. We incorporate such 
feedback including subjective comments from the wireframe 
usability tests in order to guide the final user interface design of 
the MCST app. A main piece of feedback is in regards to not 
fully understanding the app functionality; and hence this is 
taken into account based on which several menus are then 
upgraded. Another piece of feedback is in regards to the app’s 
simplicity; and therefore we avoid adding too many complex 
buttons and functions in the app.  

IV. MODELS 

While wireframes are suitable for testing the appearance and 
visual clarity of the app, they are not feasible for perceiving the 
actual structure of the app. In order to accomplish this, we rely 
on models such as sitemaps and other Unified Modeling 
Language (UML) Diagrams [13]. UML Diagrams are general 

 
 
Fig. 3. Wireframe usability testing (quality): App design quality question 
ratings indicate that that it is well-received as evident from overall scores 

0

20%

0

40% 40%

0

15

30

45

1 2 3 4 5

P
e

rc
e

n
ta

g
e

 R
e

sp
o

n
se

s

Likert Scale Usability Rating (ranging from 1-poor 

to 5-excellent )

 
 

Fig. 4. Wireframe usability testing (frequency): The usage frequency 
question shows average use a few times a month by patrons which seems 

quite reasonable 

 
 

Fig. 5. Sitemap depicting the blueprint of the MCST app 
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purpose diagrams with the intention of allowing the developers 
and users of the app to easily see the app’s workflow.  

Considering the sitemap presented in Fig. 5, the flow of the 
app can be seen. This is indicative of the app structure and 
workflow while also allowing for changes to be made prior to 
the final product. For example, in Fig. 5 we can see a user 
starting on the landing page and then potentially clicking on 
login. Assuming the user then logs in, he/she will thereafter will 
have access to the “edit profile”, “view vendor page”, and 
“browse pages” in the app.  

A sitemap shows the planned routes for accessing the site. It 
enables us to know where each page leads. In other words, this 
constitutes the blueprint of the app. However, this blueprint 
diagram alone is not sufficent, In the case of this specific app, 
there is a requirement for the data to be stored and then called 
upon frequently. In order to achieve this, database design is 
needed to map out the content and flow of the data. This is 
illustrated as an E-R (Entity-Relationship) diagram in Fig. 6. 
Here, we can see that the database is split into two tables with 
one being the “user account” for the vendors and another one for 
the businesses, Both of these contain several details such as the 
names and contact information needed when viewing the 
business pages in the latter portions of the app. The E-R diagram 
in Fig. 6 shows the appearance of the database from the back 
end. This enables us to know what should be stored in the 
database; in other words the absence of this could potentially 
lead to wasted space on redundant information. The 
relationships between the different entities in this app along with 
their data flow is visible in this diagram. Once the overall 
blueprint as well as the specific data flow has been 
accomplished, we can proceed further wirh the actual 
implementation of the app. 

V. IMPLEMENTATION 

In order to implement an app once the design is finalized, the 
platform and coding language must be established along with 
any existing programs being used. The MCST app is designed 
for the Android platform and therefore uses the Android Studio 
[14] for implementation. Android Studio encompasses both Java 
and eXtensible Markup Language (XML). In addition, our app 
development entails other software. For example, SQLite is used 
as a database; also calling, email, and GPS features are added. 
These require allowing specific permissions such as Google’s 
API for GPS. Fortunately, since Android Studio is the main 
program used for developing apps it seamlessly allows for these 

permissions to be implemented through its program with the 
exception of a few API codes that needed to be transferred. The 
next section discusses different parts of the app with respect to 
their implementation details. 

A. Browse Page 

The “browse page”, for which we present the pseudocode in 
Fig. 7 via Algorithms 1 and 2, portrays the toolbar used in 
addition to the different buttons to pass filters depending on the 
selection. If the user selects certain specific buttons, the search 
results will filter for that type of business specifically, e.g., 
“restaurants”. These results can be seen in Fig. 10 (right panel). 

B. Search Page 

The “search page” is implemented with respect to the 
pseudocode seen in Algorithm 3 in Fig. 8. Here, we can see how 
the data gets sorted into a “results page” seen in Fig. 11 (left 
panel).  Important takeaways from this pseudocode are the 

 
Fig. 6. E-R Diagram providing an overview of the database structure 

Algorithm 1 Algorithm to determine filter 

Input: n = 0 < n < 3 
Output: intent 
   Initialization: 
1: first statement 
   Switch Case 

2: if n = 0 

3:    intent = n 

4: end if 
5: if n = 1 

6:    intent = n 

7: end if 
8. … 

8: return P 

 
Algorithm 2 Algorithm to apply filtering 

Input: intent 
Output: out 
   Initialization: 
1: first statement 
   LOOP Process 

2: for i = i++ do 

3:    if i = intent 
3:       add intent to P 

4:    end if 
5: end for 

8: return P 
 

Fig. 7. Algorithms 1 and 2: Pseudocode for the “browse page” in the 
MCST app 

Algorithm 3 Display filtered results from database 

Input: database results (i.e. businessName, phonenumber, etc.) 
Output: intent 
   Initialization: 
1: first statement 
   Declare Cursor 

2: cursor = database results 
3: if cursor isEmpty 
4:    return “No data found.” 

5: end if 
6: else while cursor moveToNext 
7:    cursor getString (columnIndex 1) 
8:    cursor getString (columnIndex 2) 
9:    … 
8: end else while 
10: return P 

 

Fig. 8. Pseudocode for the “search page” 

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 673



 

 

retrieval of the data from the database and the storage it into 
multiple arrays. These arrays are called at Index 1, Index 2… 
(entered as columnIndex1, columnIndex2 in the pseudocode 
shown in Algorithm 3). Hence, the piece of pseudocode shown 

in Algorithm 3 summarizes the manner in which the information 
from the database is stored and accessed. 

C. Seller Info Page  

The final “seller info page”, i.e., the information display 
page for small businesses, is primarily a collection of different 
buttons and text. Its functionality is summarized herewith in 
Algorithm 4 in Fig. 9. Note that in Fig. 10 the landing page and 
browse page of the app are presented. The right panel of Fig. 11 
shows the seller info page. This page is certainly important 
since it has the numerous features useful for the patron. This is 
because it can call, email, and issue a GPS command to the 
business of a patron’s choosing. In addition, it also contains any 
information a patron might potentially need.  

VI. EXPERIMENTAL EVALUATION 

A. App Results 

 In the figures herewith, i.e. Figs. 10 and 11, we can visualize 
the front-end patron side of the app. The patron side does not 
have access to editing any businesses; the patrons can only 
search and view the shops that might interest them. They can, 
however, call the business from the app, email the business, and 
connect the GPS to the business they select. 

Overall, via this implementation the aim is that the user 
should be able to acquire much of the information they might 
require through this MCST app. Any additional information can 
be found by contacting the business per se. Likewise, the app 
results have been displayed to our targeted users for their 
evaluations for user acceptance testing as described next.  

B. User Acceptance Testing 

 The current version of the MCST app has been subjected to 
user acceptance testing in order to assess its effectiveness. 
Questionnaires were provided to a sample set of potential app 
users along with Likert scale responses [15]. This helps us to 
gauge how the users perceived the app. We have circulated the 
questionnaires among 31 users and received the following 
responses as illustrated in the figures next.  

From Fig. 12 it seems that though most people would only 
use the MCST app once or twice a month while some people 

Algorithm 4 Establish Email, GPS, and Phone Number 

Input: intent (i.e. phonenumber, address, email) 
Output: out 
   Initialization: 
1: first statement 
   Call intent 

2: intent = intent.ACTION(DIAL/VIEW/SENDTO) 
3: third statement 
    Format intent (i.e. Phone number = tel: xxx-xxx-xxxx) 

4: startActivity (intent) 
 

Fig. 9. Pseudocode for the “seller info page”: Shows how the GPS, 

email, and call buttons operate 

  
 

Fig. 10. Example of the landing page and browse page of the MCST app 

 

 

Fig. 11. Example of search page and the seller-info page 

 

 
 

Fig. 12. Frequency of app usage estimated by the responders 
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would use it weekly. On the whole, the results indicate that the 
app attracts interest. As per Fig. 13 we can infer that the app 
quality is well-received and it thus can be useful in a real 
environment. Based on Fig. 14 we can observe that the app is 
considered helpful by most people in Covid-19 environment. In 
addition to Likert scale evaluation, our user acceptance testing 
has also leveraged subjective assessment in order to gauge the 
general response to the MCST app. A snapshot of the comments 
from subjective assessment appears in Fig. 15. Based on this, 
we find that the users have well comprehended the intention of 
the app and have appreciated it on the whole. Some of them 
have provided recommendations on improving the app for an 
even better user experience in the future.   

Hence, we can conclude that the targeted users (i.e., 
patrons), in general, have assessed the app as helpful and 
worthy of usage. It also appears as though in the current Covid-
19 world, there is no such specific app identical to MCST that 
has already been implemented (to the best of our knowledge) 
and thus our MCST app would be used quite frequently. The 
user acceptance testing results seem promising. They also offer 
encouragement for any potential further enhancements to be 
made within future versions of the app. 

VII. CONCLUSIONS AND FUTURE WORKS 

  The MCST (My-Covid-Safe-Town) app has been designed 
with the intention of informing users of how small businesses 

are taking steps to protect their patrons while also informing the 
patrons of any changes made to small businesses that have been 
impacted by Covid-19. This work falls in the general paradigm 
of AI in Software Engineering, in the broad realm of other such 
works, e.g. [16] [17] [18] addressing aspects such as software 
quality and requirements. The MCST app includes aspects such 
as: being able to find out whether a small business is closed or 
whether its operating hours have changed (instead of a patron 
walking to the shop and viewing its hours posted on the front 
door only to realize that it is closing early and will open the 
following day or worse still finding that it is temporarily shut 
down). Although the MCST app is still missing advanced 
features that require additional time investment, the fundamental 
features are provided and hence the core intention of the app is 
achieved. After having viewed the usability tests, it can be 
inferred that the participants comprising the potential clientele 
recognize the intention of the app and its goal. The app per se is 
designed to start on a small-scale basis and has the backbone to 
grow further as it becomes more popular. This app primarily 
covers the Montclair region in NJ, USA and it can also be used 
on a nationwide level; any browsing limitations can easily be 
implemented and updated. This app truly has the potential to 
grow further. It can help several people who fear leaving their 
homes during this Covid-19 pandemic and its aftermath. Our 
work on the MCST app development here is supplementary to 
other apps contributing to aspects of smart cities such as smart 
environment [19] [20], smart government [21] and smart living 
[4] [5] [6].  This MCST app thus makes broader impacts on 
smart cities, analogous to other works in the literature [22] [23] 
[29]. This indicates a broader perspective of the work herein 
besides its immediate impact on helping to combat the adverse 
effects Covid-19 pandemic and its aftermath. 

As regards further work, after reviewing the usability tests 
and reflecting back on additional features that have not been 
implemented thus far, the MCST app does have room for 
improvement. There are participants in the usability test who 
have noticed issues such as the categories being quite limited, 
however those features can be added quite easily. A few 
mentions include minor UI (User Interface) improvements to 
enhance navigation on the vendor side as well as adding 
analytics to track the type of users that visit the app and the shops 
they view. A big concern that requires additional improvements 
is checking whether the vendor is truthful when entering his or 
her business information on the app. This is because false 

 
 
Fig. 15. Comments of usability test responders (responders are asked to 

give general comments about the MCST app in an open-ended question)  
 

Fig. 13. User ratings for the overall quality of the app 
 
 

 
 

Fig. 14. Users’ perceived usefulness of the app in a Covid-19 world 
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vendors could pose fake shops or enter existing shops with false 
or malicious information. A potential solution to this would be 
to either have moderators to verify each individual shop and 
check for validity or have the app be community-operated. In 
the case of the latter, the community itself would need to check 
whether the individual shop’s claims are valid. Accordingly, a 
“report function” will be needed to acknowledge these claims. 
This constitutes some aspects of future work.  

In addition to this veracity of information that can be 
addressed in further enhancements, other future work includes: 
augmentation of the functionality with respect to adding more 
categories of businesses such as healthcare related services; 
enhancement of the UI features; and publicity aspects to gain 
more visibility for the app. Some of these issues would be 
addressed as we envisage releasing the MCST app that is on our 
roadmap. The MCST app can be found at the following link 

[30]: https://dx.doi.org/10.13140/RG.2.2.12191.48802/2. The 
details of this app along with its code, data and other relevant 
files are available on the GitHub pages of the developers and 
can be provided to some interested users upon request. The 
ownership of the MCST app rests with its designers and 
developers who are the authors of this paper. 
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Abstract— The Covid-19 pandemic has dramatically affected 

the tourism industry’s development; however, the demand for 

traveling increases in the young people, significantly, the 

Generation Z, who was born in 1996. A bright outlook awaits 

the tourism industry in the post-Covid-19 period. The study 

aims to determine the relationship between the economic 

perspective, social perspective, user-generated content trust, 

and inbound travel intention of Generation Z travelers.  The 

mixed-method research was done to archive the research 

objectives. The research results pointed out that there were 

positive impacts of economic and social perspectives on user-

generated content trust; moreover, user-generated content trust 

positively affected the inbound travel intention. Some 

managerial implications were proposed for the tourism business 

managers to increase their business performance.  

Keywords— economic perspective, social perspective, user-

generated content trust, and inbound travel intention, Z traveler. 

I. INTRODUCTION 

In global integration, tourism is an economic sector that 
brings significant benefits to the country. In recent years, the 
trends of travel have noticeably emerged on the Internet.  
Social media marketing of websites, representing various 
forms of consumer-generated content such as blogs, virtual 
communities, wikis, social networks, collaborative tagging, 
and media files shared on sites like YouTube and Flickr, have 
gained substantial popularity in online travelers’ use of the 
Internet [1]. For example, users, who use social media, can 
share their travel experience on TripAdvisor or Booking.com. 
Social media users (e.g., influencers) can also serve as 
endorsers to promote travel destinations on social media such 
as Facebook, TikTok, YouTube, Instagram [2]. 
Simultaneously, when visitors use social networking 
platforms to portray, recreate, and relive the journeys, the 
Internet rapidly mediates tourism experiences [3]. Young 
people today are also more interested in advertised and well-
rated places on social media. 

Given the tourism product’s intangible service nature, the 
social network is an excellent resource for travelers seeking 
knowledge [4, 5]. Social advertisement is more and more 
popular to enhance the customer experience [6].  It is widely 
accepted in both academia and business that social media has 
become an important advertising venue for marketers [7]. In 
line with the industry's enthusiasm for social media 
advertisements, the number of academic, social media 

advertising studies has risen dramatically in recent years [8]. 
Along with the influence of the media, customer confidence in 
the tourist destination is also crucial. Many factors that help 
with the tourism industry's growth increase trust, such as 
creating good services and taking care of tourism security 
create a safe and friendly environment for travelers guests 
when receiving related services while going travel. Tourists 
often travel to a familiar place and a country with crime rates 
and political unrest low [9]. Tourists will have a right 
impression of a tourist destination when that place is not 
reflected by social media and guaranteed by the local 
government's calendar [3]. 

Furthermore, it discussed the economic perspective of 
travel time, i.e., the idea that travel time is wasted time, by 
examining how journeys are encountered, especially on trips 
that are often repeated as commuting; or along specific routes 
with highway driving [10]. Opportunities for co-present 
meetings with friends and family are minimal due to the 
geographic distribution of social networks, the availability of 
a vehicle, and free time constraints. As a result, the possibility 
of 'teleportation' for some people suggested that there could be 
more possibilities for co-present experiences. 

Budgets for travel time may also be strained due to more 
spatially compact social networking where access to or 
provision of public transportation is restricted. An individual's 
travel intention by young people plays an essential role in the 
traveling destination choosing process. Tourists' attitudes and 
preferences toward a specific tourist destination are often used 
to determine travel intentions [11]. Travel intention is 
habitually based on the tourists' attitude and preference toward 
a particular tourist destination. Rational and practical 
conditions are seen as critical measures of tourists' behavior, 
particularly their attitude and preference [12]. To put it another 
way, functional and psychological factors frequently affect 
one's desire to travel, which leads to actual travel behavior. For 
that reason, tours should promote marketing more to attract 
more young visitors. 

The following parts of this study included the literature 
review, research method, result and discussion, and the 
conclusion. 
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II. LITERATURE REVIEW 

A new generation is making its way into the limelight, and 
the rest of the world is taking note. These people are 
Generation Z, and they were born between 1996 and 2015 
[13]. According to the Digital Tourism Think Tank, by 2020, 
Gen Z will account for 40% of all customers. Gen Z is 
reaching adulthood, and they are excited to fulfill their 
wanderlust. Furthermore, even though Gen Zers may not have 
a strong influence in a particular field, they significantly 
impact their family vacation. Stillman of GenZGuru 
discovered that children schedule more than 70% of 
multigenerational trips. According to a 2017 Contiki survey, 
98 percent of 732 Gen Z respondents agreed that travel 
experiences are essential in life [14]. Overall, this 
multicultural generation is not only socially aware but also 
internationally aware. They consider themselves people of the 
planet, unconstrained by geographical limits, and, happily for 
travel advisors, they want to see it all for themselves. 

The Technology Acceptance Model (hereafter TAM) is 
the most widely used in analyzing people's behavior intentions 
[15]. TAM is an extension of reasoned action theory with 
perceived behavior control to improve behavioral intention to 
predict an individual's actual behavior. TAM expressed why a 
person uses the system for their daily activities through the 
relationship between the perceived usefulness, perceived ease 
of use, attitude, behavioral intention, and user behavior [16]. 
The blooming of Web 2.0 has changed consumer behavior. 
The user-generated contents, which were evaluated directly on 
the sellers' websites or social network pages after experiencing 
the products or services by customers, become reliable sources 
for other customers who intend to use the service or product. 
Therefore, if customers believe the user-generated contents, 
they would easily buy or use the goods or services. Trust was 
recommended as the positive attitude of a person towards 
others or somethings. 

On the other hand, the prior studies pointed out that user-
generated content will benefit the other users as economic 
benefits as functional, monetary benefits [18]; and social 
benefits as relational, social, and emotional benefits [17]. 
From the critical evaluation above and the TAM model 
adoption in the tourism industry, this research proposed the 
research model with three components, including the 
perceived usefulness with an economic and social perspective, 
the trust of the user-generated content as the consumer 
attitude, and the inbound travel intention of Z travelers. The 
conceptual model was presented in Figure 1. 

 

Fig. 1. The conceptual model 

A. Inbound travel intention 

If there is an opportunity to act, the purpose will manifest 
itself in actions [18]. Consequently, behavioral intention refers 
to the probability of engaging in a specific type of action in a 

given situation. As this perspective is extended to tourism, the 
traveler's desire or probability to visit a destination is referred 
to as travel purpose [19]. The greater the intention of one to 
travel, the higher the possibility they will travel. It is also seen 
as the possibility, commitment, and motivation to travel to a 
specific tour destination [20]. Recent studies within the field 
of tourism that adopt TPB's viewpoint are as follows [21]. 
Travel intention is habitually based on the tourists' attitude and 
preference toward a particular tour destination [22]. Rational 
and practical factors influence tourist behavior, especially 
attitude and preference. To put it another way, functional and 
psychological factors frequently affect one's desire to travel, 
which leads to actual travel behavior. The psychological 
variables were linked to the tourists' emotions, marked by 
extreme feelings episodes [23], whereas the functional 
variables were found to be related to the destination's 
particular qualities and atmosphere [23]. 

B. User-generated-content trust 

The word "travel 4.0" is a modern idea that emphasizes the 
growing role of social media in travel and new customers in 
the hospitality and tourism industries [24, 25]. The growth of 
user-generated content is affecting travel consumer decisions. 
Gretzel, et al. [26] stated that almost nearly half of travel 
buyers said they used user-generated content in their trip 
planning, and nearly a third said they found the helpful 
knowledge. Since they can easily access travel and tourism via 
social media and rate tourism products and services on online 
online platforms, these consumers are better educated.[26]. 
Most readers believe that travel reviews are more likely than 
travel service providers to provide up-to-date, pleasant, and 
accurate information [25].  Peer reviews are perceived as 
superior by frequent travelers, who are more likely to be 
favorably affected. According to the above, more than half of 
users check online feedback while planning a vacation. The 
value of feedback for the accommodation product is extreme, 
whereas the significance for other travel products is much 
lower [27]. Reviews are particularly important for the 
accommodation product, with relevance for other travel 
products much smaller. Hence, the hypothesis H1 was 
proposed: 

H1: User-generated content trust  has a positive impact on 
the inbound travel intention Of Z Travelers 

C. Economic perspective 

In the last two years, the Covid-19 pandemic has made a 
significant impact on the global economy [28]. he Covid-19 
pandemic has had a huge effect on the global economy over 
the past two years. The person does not benifit from the travel 
time (whether it be pleasure or conducting work-related tasks 
to reduce work time infringement on personal time). As a 
result, we can use the concept of travel time as a gift to refer 
to network involvement. In this case, the economic imperative 
of reducing travel time will not always be true (or be so fully 
applicable). People can take longer routes or agree longer 
travel times in some cases so that they have enough time to 
listen to music, rest, or think about a job problem [29]. he 
Covid-19 pandemic has had a huge effect on the global 
economy over the past two years. The person does not benifit 
from the travel time (whether it be pleasure or conducting 
work-related tasks to reduce work time infringement on 
personal time). As a result, we can use the concept of travel 
time as a gift to refer to network involvement. In this case, the 
economic imperative of reducing travel time will not always 
be true (or be so fully applicable). People can take longer 
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routes or agree longer travel times in some cases so that they 
have enough time to listen to music, rest, or think about a job 
problem [30]. The roots of backpacker travel must be 
understood in the context of tourism's more enormous past. 
Examining historical practices such as the Grand Tours of 17th 
and 18th century Europe, tramping and the youth hostel 
movement, the idea of non-institutionalized tourism, and the 
meanings of terms like "drifter" tourism, youth tourism, and 
alternative tourism are all helpful. The travel behavior of the 
wealthy, well-educated youth of the late Victorian century, 
who set out on adventure trips to explore the secret, strange, 
and exotic life of faraway countries and unknown people, has 
impacted new backpacking. These eager explorers also readily 
welcomed extreme difficulties and even embraced their hosts' 
way of life [31]. Therefore, this study proposed the hypothesis 
H2 as: 

H2: Economic perspective  has a positive impact on user-
generated content trust  Of Z Travelers 

D. Social perspective 

Social space is physical surroundings or location, denoted 
social space, which can be considered at many levels. From a 
travel perspective, one is interested in the main life venues that 
individuals connect through travel. The implications of 
telecommuting for travel have received considerable attention 
[32]. As Fischer [33] hypothesized, "limitation on the potential 
social relations available to individuals leads to fewer 
communal social relations''. In the age of information being 
transmitted in less than a second, any sentence or action 
becomes a trend. Especially for young people, generation Z, 
who like free life, exploring, and traveling is an overall 
experience. The most used tools are the Internet and social 
networks. Social networking networks are now online 
applications that allow individuals to socialize by sharing 
digital content [34]. The majority of major social media firms 
quickly established advertisement channels after their initial 
launches. According to academics and industry experts, social 
networking has become an important advertisement venue for 
advertisers [7]. Social networking networks are now online 
applications that allow individuals to socialize by sharing 
digital content. The majority of major social media firms 
quickly established advertisement channels after their initial 
launches. Social networking has become a vital advertisement 
venue for advertisers, according to academics and industry 
experts. Consequently, it is necessary to understand better the 
relationship between the Z generation's social contact and 
travel intention. 

H3: Social perspective has a positive impact on user-
generated content trust  Of Z Travelers 

III. RESEARCH METHOD 

This research was conducted based on a mixed research 
method that combines qualitative research methods and 
quantitative research to increase its credibility and 
significance [35]. In the qualitative research method, a focus 
group discussion was conducted with the participation of 8 
experts, including university lecturers, tourism company 
managers, who are the expert in research fields. Qualitative 
research results adjusted the scales' content for adoption in a 
tourism survey; simultaneously, it confirmed the research 
constructs were appropriate for evaluating perceived 
usefulness, attitude, and inbound tourism intention. All 12 
items measuring six research constructs were accepted. 
Questionnaires for quantitative research were also established 

through qualitative research. Next, the study uses quantitative 
research methods to test the proposed model and research 
hypotheses. Table 1 showed the measurement scales in this 
study. 

The study used a non-probabilistic purposive sampling 
method. Participants were travelers belong to Generation Z, 
who like to travel inbound. The total number of the collected 
respondent survey was 578 through the online questionnaire. 
After the initial cleaning phase, 12 imperfect copies were 
eliminated, so the amount of survey data officially used for 
quantitative analysis was 566. About the gender, 315 
participants were male (55.65%), there were 251 female 
respondents (44.35%). Of 566 participants, 214 people belong 
from 15 to 17 years old, accounting for 37.81%; the others are 
from 18 to 23 years old, accounting for 62.19%.   

The data is processed by Smart PLS 3.7.8 software to 
analyze the Partial Least Squares Structure Equation Model 
(PLS-SEM). The procedures to be performed evaluated the 
measurement model (reliability, validity) and the PLS-SEM 
(R2,f2, Q2, VIF, path coefficient). Thereby, the study would 
discuss research results and propose managerial implications 
to enhance Generation Z's inbound travel intention. 

TABLE I.  MEASUREMENT SCALE 

Item Source 

Economic perspective  (hereafter ECP) 

I could have got the functional values (have an enjoyable trip) 
from the online user-generated contents (ECP1) 

Chu, et 
al. [36] 

I could have got the monetary benefits (save the money because 
of booking a cheaper hotel) from the online user-generated 
contents (ECP2) 

I could have got the sales promotions (have a discount for the 
room) from the online user-generated contents (ECP3) 

Social perspective (hereafter SOP) 

I could have got the relational benefits (have a new partner for 
the trips) from the online user-generated contents (SOP1) 

Chu, et 
al. [36] 

I could have got the social values (have an agreement from the 
others) from the online user-generated contents (SOP2) 

I could have got the emotional values (have enjoyment from 
reading the news) from the online user-generated contents 
(SOP3) 

User-generated Content Trust  (hereafter UGCT) 

I am reliable to the online user-generated contents as traveling 
(UGCT1) 

Chari, 
et al. 
[37] 

I am affected (enjoyable/likable) in the online user-generated 
contents as traveling (UGCT2) 

I have the willingness to rely on the online user-generated 
contents as traveling (UGCT3) 

Inbound Travel Intention (hereafter IBTI) 

I will save time and money within 12 months for inbound 
traveling (IBTI1) 

Park, et 
al. [38] 

I will have at least an inbound travel with friends/family within 
12 months (IBTI2) 

An inbound journey is my first choice for traveling  in the future 
(IBTI3) 

IV. RESULT 

Based on the Partial Least Squares (PLS) algorithm 
results, the evaluation criteria' values are calculated. Research 
results in Table 2 showed that the scales have reliable because 
Cronbach's Alpha coefficients (CA) were more significant 
than 0.7. Simultaneously, the outer loading coefficients were 
more significant than 0.708, Composite Reliability (CR) was 
higher than 0.7, and the Average Variance Extracted (AVE) 
was more significant than 0.5. Therefore, the proposed 
research constructs' measurement scale achieves convergent 
validity. 
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TABLE II.  THE RELIABILITY AND CONVERGENT VALIDITY 

Constructs CA Outer loading CR AVE 

ECP 0.856 [0.746 - 0.897] 0.903 0.701 

SOP 0.882 [0.949 - 0.959] 0.919 0.739 

UGCT 0.836 [0.787 - 0.868] 0.913 0.701 

IBTI 0.878 [0.791 - 0.871] 0.912 0.674 

Besides, the study tested the discriminant validity between 
the research constructs, which was evaluated via Heterotrait – 
Monotrait (HTMT). The HTMT threshold is 0.85. The results 
of Table 3 showed that the enormous HTMT value was 0.735. 
Consequently, the constructs in the study gain discriminant 
validity. 

TABLE III.  DISCRIMINANT VALIDITY 

 ECP SOP UGCT 

SOP 0.453     

UGCT 0.612 0.276   

IBTI 0.735 0.245 0.513 

 Table 4 shows the Variance inflation factor (VIF) of all the 
independent variables less than 2 (the largest VIF is 1.27). 
Therefore, the research model does not have the phenomenon 
of multicollinearity occurred. Besides, the coefficient of R2 of 
the IBTI was 0.61, which means that UGCT explained 61% of 
the change in IBTI. Additionally, R2 of UGCT was 0.553; 
hence, 55.3% of the change in UGCT depends on the ECP and 
SOP. Moreover, the values of the effect coefficient f2 of the 
independent variables for the dependent variable are all greater 
than 0.02, of which, f2

SOP->UGCT = 0.15, so SOP had a moderate 
impact on the UGCT; f2

ECP->UGCT = 0.627, so ECP had an 
enormous impact on the UGCT;  f2

UGCT->IBTI = 1.564, so 
UGCT had an enormous impact on the IBTI.  The prediction 
coefficient Q2 of the theoretical model is also valid at 0.474 
and 0.486, which were greater than 0. 

TABLE IV.  THE RESULT OF THE PLS-SEM EVALUATION 

  VIF f2 
R2 Q2 

  IBTI UGCT IBTI UGCT 

ECP  1.27  0.627   

IBTI     0.61 0.474 

SOP  1.27  0.15   

UGCT 1.00  1.564  0.553 0.486 

The PLS-SEM model's analysis results in Table 5 also 
showed that all the path coefficients between the independent 
and dependent variables are significant, with 99% confidence. 
The results showed that all three exogenous variables have 
original weights greater than 0. According to the H1 
hypothesis, UGCT had a positive impact on IBTI (β = 0.781; 
p-value < 0.001); therefore, hypothesis H1 is supported. 
Meanwhile, H2 is also supported when the results show a 
positive ECP effect on UGCT (β = 0.594; p-value < 0.001). 
Similar to hypothesis H3, showing positive effects of SOP on 
UGCT (β = 0.253; p < 0.001); therefore, H3 is supported.  

TABLE V.  THE PATH COEFFICIENT IN PLS- SEM 

 
Beta 

Standard 

Deviation 

P 

Values 
H Result 

UGCT -> IBTI 0.781 0.031 0.000 H1 Accepted 

ECP -> UGCT 0.594 0.056 0.000 H2 Accepted 

SOP -> UGCT 0.253 0.055 0.000 H3 Accepted 

V. DISCUSSION 

Research results have shown a positive relationship 
between the factors in the research model. The research results 
have inherited the previous studies and have applied to the 
tourism industry in Vietnam. 

Firstly, user-generated content trust has a positive impact 
on inbound travel intention. Kartajaya, et al. [39] pointed out 
that it usually goes through the information search phase 
before a customer decides. Therefore, the content shared by 
others has an important role and affects customer travel 
intention. It is difficult for young travelers, who do not have 
much money or time, to have a good trip if they have no 
authentic information source. These sharing contents can 
make a positive impact on customer decisions for choosing 
destinations. The exciting travel destinations or special foods 
may be the most considerable concern of Z travelers; hence, 
the reliable user-generated content in social media becomes 
the right motivation for them to decide to travel.  

Secondly, the result pointed out that the economic 
perspective positive impact on the user-generated content 
trust. The economic perspective of user-generated content in 
travel includes functional values, monetary benefits, and sales 
promotions. Many Z travelers have based on the 
recommended websites or social network pages to evaluate or 
choose a beautiful destination; consequently, they have 
exciting or interesting trips with their friends or family. The 
emergence of websites offering travel services has added a 
channel of communication between visitors. The information 
exchange of room's or service's price helps travelers save 
money when choosing accommodations with fair prices. 
During the fierce competition between businesses, the 
dissemination of information about sale promotions programs 
will be a valuable weapon for businesses to create a 
competitive advantage. Information spreading via social 
networking is one solution that makes electronic word of 
mouth happen faster. Customers, who regularly access and 
follow travel-related content, will receive promotions created 
by service providers. 

In addition to the effect of economic values on trust, social 
values also impact Generation Z travelers' trust when referring 
to user-generated content pages before and while traveling. 
The social perspective includes the relational benefits, social 
value, emotional values. The sharing of travel information on 
social media can receive the thousand comment or shared by 
people who love traveling. It can connect the strangers and 
satisfy the belonging needs as the Maslow's Needs Hierarchy. 
Young travelers can even initiate direct conversations with 
others after reading information about a destination written by 
people who have been there. 

Moreover, making accurate assessments of place 
information also creates respect and admiration from other 
people. The travel community's high value to the dedicated 
blog owner is also an essential recognition of social value. 
Besides, for Generation Z who are of school age and just 
graduated from university, the amount of time spent traveling 
is not much; therefore, they can temporarily indulge 
themselves through reading posts written by people with real 
travel experience. These are posts full of pictures of tourist 
destinations and accurate information about services during 
travel, which will create confidence for travel enthusiasts. 
Although not comparable to authentic travel, however, this 
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approach also creates excitement for young travelers and can 
be seen as a motivation for them to motivate them to take their 
trips soon. 

VI. CONCLUSION 

The Covid-19 pandemic has limited, even greatly affected 
the tourism industry's development; however, human 
tourism's demand has not decreased. A bright outlook awaits 
the tourism industry in the post-Covid-19 period. Businesses 
need to understand the visitors' behavior in choosing a 
destination or factors that influence the tourist's inbound 
tourism intentions to take these advantages. Hence, this study 
aimed to determine the relationship between the economic 
perspective, social perspective, user-generated content trust, 
and inbound travel intention of Generation Z travelers. The 
research results have some theoretical contributions, and some 
managerial implications were proposed for the tourism 
business managers to increase the business performance. 

About the theory, there are many studies based on the 
TAM model in the tourism industry; however, this study is 
based on the TAM model and extended with the economic and 
social perspective to forecast the traveler intention. This 
research result pointed that the economic and social 
perspectives are the perceived usefulness in the user-generated 
content of tourism, and they have a positive impact on the 
user-generated content trust. Moreover, the measurement 
scales have high reliability and validity; they can be used for 
further studies. 

Based on the research results, this study proposed some 
managerial implications for the tourism company's managers 
to enhance the inbound travel intention via user-generated 
content. With the vigorous development of the industrial 4.0 
era, almost everyone uses social networks. Due to the 
pandemic COVID-19, people are restricted from going out, 
especially overseas travel. Therefore, inbound travel has a 
chance to develop. Social networking is a place to give 
opportunities to reach people who intend to travel based on 
finding tourist destinations, finding hotels, homestays. 
Identify the Generation Z people's target customers to help 
businesses identify the ideal customers, matching what 
businesses can offer. Stimulate travelers' excitement with 
beautiful landscape images, videos of trips, delicious food, 
scenic spots, or historic sites. Create groups on the social 
network to categorize travelers with similar interests to a 
particular tourist destination so that travelers can share 
experiences, photos, and videos of their trips. Create a fan 
page on the social network that provides information about 
tourist destinations, travel knowledge, advertises promotions 
of tours, and promotions of hotels, restaurants. Improve the 
tourism industry's service quality, make commitments to 
tourists, and reduce potential tourists' risks. Promote local 
brands, highlight unique local features to attract tourists. 
Invest in beautiful and quality images and videos to introduce 
exciting and unique tourist destinations to customers.  

There are some limitations in this study, and they will be 
opportunities for further research. However, the research 
based on the TAM model focused on the relationship between 
usefulness, attitude, and behavioral intention, even though the 
relationship between economic, social, and inbound travel has 
not been exploited. The group cohort difference, i.e., 
Generation X, Y, X, will affect the relationship between the 
research model's constructs; however, this study did not reach 
this issue. Further studies could add more factors in the 

conceptual model as the perceived ease of use or external 
factors to fulfill the theory. Furthermore, the comparison 
between the group cohort should clearly understand the 
traveler behavior in all age groups.  
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Abstract—With the complexity and overload of IP 
connectivity and the variety of protocols that each technology 
and applications has been introducing to keep the human beings 
connected to the modern Internet, especially in times of COVID-
19 pandemic, it is a priority for Service Providers to seek a 
simplification of their infrastructures to make them more 
scalable, efficient, simplified, and profitable. In this Proof-of-
Concept (PoC) paper, Segment Routing (SR) is presented as an 
alternative to interconnect business networks in IPv4 and IPv6 
scenarios where Headquarter-Branches connectivity is 
required. This paper begins by defining SR and its 
fundamentals. To test theory in practice, three scenarios are 
emulated and compared: MPLS-LDP, SR for IPv4 
infrastructures, and finally, SR for IPv6 networks. The aim of 
the present paper is to provide a more understandable vision of 
Segment Routing and its operation in ISP networks.   

 

Keywords—Segment-Routing, MPLS-L3VPN, LDP, SRv6, IS-
IS 

I. INTRODUCTION 

Due to the appearance of new communication protocols 
and technologies such as 5G, IoT [1], telepresence, Artificial 
Intelligence, Big Data requirements, microservices, 
cybersecurity concerns and Software-Defined Networking, 
the processing carried out by All-IP dual-stack WAN 
Infrastructures is becoming overloaded [2], thus not allowing 
to scale and being resilient in the near future. Therefore, a new 
ISP architecture easier to manage, operate and with 
automation and programmability in mind is required in the 
Digital Transformation era.  

The use of MPLS in the ISP side has covered current 
market needs so far, but, with the exponential growth of 
information handling and processing, this business and 
technological model may be threatened by not being able to 
satisfy new information transmission requirements, which 
translates into non-profitable Service Providers (SP) [3].  

It is, at this point, essential to describe the characteristics 
of Segment Routing protocol as it is conceived to be 
developed in an IPv6 environment with IPv4 support, and due 
to the simplicity of its operation, is in fact a protocol to 
consider, especially for ISPs that need highly qualified 
personnel in managing MPLS architectures. 

The emulation of a Service Provider network with 
Segment Routing is important, because this kind of research 
will allow to analyze and evaluate SR as a new MPLS 
proposal in order to determine the behavior of this sort of 

network, establishing its advantages and constrains of the so 
called “MPLS evolution”.  

Once the comparison between MPLS-LDP, SR for IPv4 
and SRv6 has been made, it will be shown the improvements 
that SR introduces, and of course, its feasibility of 
implementation in the real world, thereby establishing a 
reference to SP operators that guarantees to carry out a 
gradual migration with savings in operational and economic 
costs (CAPEX and OPEX). 

The development of this work deals with the following 
topics: 

First, the current situation and state of the art in WAN 
technologies is presented, describing the evolution in terms of 
usage of the preferred SP infrastructures, their challenges in 
production environments and their evolutions with Segment 
Routing and SD-WAN. 

Later, an analysis of Segment Routing protocol is 
presented as a proposal towards the simplification of a 
network that is going to be easier to manage and operate, 
presenting its advantages and disadvantages compared to the 
current MPLS-LDP paradigm. 

Finally, the emulation of a network in an SP environment 
is performed to interconnect two remote sites with three 
different scenarios: MPLS L3VPN, SR-MPLS and SRv6. 
Testbeds and comparisons of these scenarios have been made 
to determine the feasibility of SR implementation with its 
different data planes. 

The work finishes with the most relevant conclusions and 
recommendations, which are extracted from the development 
of this investigation. 

II. STATE OF THE ART IN ISP NETWORKS 

The evolution of data transport technologies has its 
beginnings in the development of Computing in the 60's, along 
with the foundations of Information Theory that have had 
great contributions by Claude Shannon, Harry Nyquist and 
Ralph Hartley at the early 20th Century [4]. 

From there, a series of continuous evolution in data 
transport technologies happened, being MPLS the turning 
point [5]. 

Multiprotocol Label Switching (MPLS) is one of the most 
implemented technologies used by Service Providers to send 
packets, mainly because of its high-performance in 
forwarding data from one router to another based on a set of 
labels instead of doing it through IP network addresses. 

Label distribution is carried out thanks to LDP (Label 
Distribution Protocol), where LSRs (Label Switching 
Routers) share information in order to reach other LSRs. With 

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 683



RSVP (Resource Reservation Protocol), resources can be 
reserved in the entire route of any LSP (Label Switching Path) 
for a specific traffic flow, this is known as MPLS-TE (Traffic 
Engineering). 

On the other hand, unlike traditional MPLS and the 
complications required to operate it, Segment Routing allows 
to implement IP routing in a flexible and scalable manner, so 
the origin router chooses a route and inserts it as an ordered 
list of segments, not depending on LDP or RSVP-TE 
signaling, hence the fact that it uses segments to send in the 
origin.  

SR can operate on an MPLS fabric or IPv6 data plane, 
together with its own services such as L3VPN.  

The implementation of SR in current providers depends on 
having an adequate platform in hardware and software to 
allow the evolution of the network to operate with this type of 
packet forwarding. 

Segment Routing reinforces the idea that an explicit route 
is an ordered set of instructions put into the packet, with 
routers executing these instructions as they are sent. Each 
instruction is called a segment, and has its own number called 
Segment ID (SID), encoded as a stack of labels in MPLS, with 
each label representing a particular segment, so the MPLS 
label values can carry individual segment IDs inside the 
Segment Routing Domain, as seen in Fig. 1 

Fig. 1. Segment Routing Domain [6] 

In the next section, Segment Routing operation is 
explained in greater detail since it is the main topic of this 
work. 

SD-WAN bases on incorporating SDN paradigm and NFV 
(Network Function Virtualization) technology to a WAN 
network [7]; in other words, the process of creating WAN 
tunnels on fast and reliable manner from an API (Application 
Programming Interface), so the WAN network has a 
standardized, flexible, and scalable architecture [13]. 

Characteristics of SD-WAN environments are: 
 Policy management: Configure and manage 

parameters such as QoS [8], security, access, among 
other policies like PBR (Policy-Based Routing [20]). 

 Network by application: Where virtual networks are 
defined regardless of the physical part, and therefore 
policies can be applied for each virtual network. 

 Dynamic assignment of services: Adding services in 
traffic flows for a given time, such as redirecting traffic 
to an element in the network or to a data center. 

 Dual uplink: Allows to use the active and backup link 
according to the services or traffic flows.  

 Hybrid Cloud Approach: Allows extending IT 
capabilities to a data center in a dynamic, simple and 
transparent way. 

 Auto request/self-management: Through a website or 
Front-End API, the client can execute or request 
policies, changes, insights or reports. 

 Monitoring and reports: As indicated, through the 
customer portal, information can be obtained in real 
time about the configuration, network topology, traffic 
patterns, troubleshooting, and whatever the customer 
deems necessary (great insights). 

 
Fig. 2. SD-WAN Architecture [9] 

III. SEGMENT ROUTING FUNDAMENTALS 

The SR’s initial idea was proposed by Cisco Systems 
engineer Clarence Filsfils in November 2012 and IETF who 
formed the SPRING (Source Packet Routing in Networking) 
Working Group in October 2013. RFC 8402, known as 
Segment Routing Architecture, was developed in July 2018. 

Being Segment Routing the latest technology in changing 
the way packets are handled in network infrastructures like 
Internet cores, DCs or between DCs, this protocol is a simpler 
way to forward packets, control networks, schedule routing, 
packet processing, and to implement traffic engineering 
policies, using the concept of source routing and bases its 
implementation in forwarding data plane on top of two 
technologies: MPLS and IPv6 as its Data Planes. 

The MPLS data plane allows carry multiple labels, acting 
as Segment Identifiers (SIDs), IPv6 also does the same 
through the Segment Routing Header (SRH), carrying 
multiple segments as well. The MPLS data plane places the 
next segment represented by the tag closest to the MAC 
header and removes this tag after using it to determine the 
next hop, so the current tag and the next one will always be 
in the same relative place to each other. 

On the other hand, SRv6 carries the current segment as a 
destination IPv6 address, with the rest of the segments in the 
SRH, the last segment being the closest to the MAC header, 
and the next segment in the stack is the furthest from the 
MAC header; since these locations vary, a pointer is used that 
indicates the location of the next segment, in such a way that 
no segment is removed from the stack, which means a great 
difference in speed in relation to data plane processing. This 
approach is represented in Fig. 3
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Fig. 3. SR Stack – SR Header [10] 

In Segment Routing there are two main classes of 
segments: 

 Global Segment: It is an SID-value valid throughout 
the entire SR domain, in such a way that each node 
knows this value and assigns the same action for the 
associated instruction in its LFIB (Label Forwarding 
Information Base). The range used is <16000-23999>. 
It is known as Segment Routing Global Block (SRGB) 
and this range is specific to each manufacturer. 

 Local Segment: it is an SID-value that has local 
meaning, and only the source router can execute the 
associated instruction. These values are not in the 
SRGB range, but there are in the locally configured 
label range. 

In a SR Topology, the LFIB (Label Forwarding 
Information Base) table is distributed by the Link-States IGPs 
like IS-IS and OSPF. 

One of the differences between SR and MPLS-LDP is that 
the forwarding table (nodes + adjacencies) remains constant 
despite the number of routes in a Full-Mesh ISP topology. 

 
Fig. 4. SR vs MPLS-TE routing states [11] 

IV. PROOF-OF-CONCEPT EMULATION OF L3VPN IN MPLS, 
SEGMENT ROUTING AMD SRV6 NETWORKS 

In this section, an emulation of a network architecture to 
communicate two sites by a Service Provider is presented.  
Three scenarios are shown to compare the feasibility and 
characteristics of Segment Routing IPv6 vs. MPLS-LDP. 

A. MPLS L3VPN 

Nowadays, it is the main model and framework deployed 
by SPs to establish communication between two or more 

client sites, but in production environments, there are 
different business clients managed by a single node thanks to 
Virtual Routing Forwarding (VRF) technology.  This model 
consists of a client network formed by Customer Edge (CE) 
devices that are connected to a Service Provider through BGP 
routing protocol, and the Provider network formed by 
Provider Edge (PE) and Provider (P) devices using Level 2 
Intermediate System-to-Intermediate System (IS-IS) protocol 
as IGP to exchange global routes, and Multiprotocol Label 
Switching (MPLS) to forward label-based packets. The 
Service Provider Cloud can forward Virtual Private Networks 
(VPN) traffic thanks to Multiprotocol-BGP (MP-BGP). This 
architecture permits PE takes part of the client routing with 
an optimum routing, and PE would process different routes 
for each client, so, it can address overlapping IPs [14]. 

The P devices do label switching and they do not know 
VPN routing at all, as well as the CE devices do not know the 
P device existence, so the provider network is transparent to 
the client. 

To carry client routes from one PE to another across the 
MPLS domain, it is necessary to enable BGPv4 protocol 
through MP-BGP sessions, in which a 64-bits prefix called 
Route Distinguisher (RD), transforms a 32-bits address into a 
unique 96-bits address known as VPNv4/VPNv6 address-
family.  The RD are configured inside a VRF on all PEs.  
Route Targets (RT) permit that a VRF can participate in more 
than one VPN; RTs are announced as MP-BGP extended 
communities with the use of import RT/export RT 
commands. 

To identify a remote client, the egress PE generates the 4-
bytes VPN label through MP-BGP to the ingress PE which is 
used as an intern label at the MPLS process. The VPN label 
indicates to the last MPLS equipment the specific destiny of 
a packet for a particular VPN. This process can be observed 
in Fig. 5. 

Fig. 5. VPN label operation 
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1) L3VPN over MPLS Architecture 

Fig. 6.     MPLS L3VPN Architecture 

In Fig. 6, there are two sites to be connected and one ISP 
Cloud acting as Transit network with the following 
Autonomous System (AS) numbers:  65000, 65001 and 
65002, respectively. Sites are connected to the SP via eBGP. 
At the SP cloud there are two PEs and two Ps devices where 
L3VPN over MPLS is deployed. Every device has its own 
Loopback interface. 
 

2) Configuring basic MPLS L3VPN 
This emulation uses Cisco ASR9000 with 6.0.1 and 6.1.3 

IOSXR releases and Cisco 3725 devices with 12.4(15) IOS 
release. 

a) MPLS configuration: After configuring IS-IS, 
MPLS must be enable, in addition with an MPLS label range 
per each device (Fig. 7). 

 
 
 
 
 

Fig. 7. PE1’s MPLS configuration 
 

b) eBGP configuration: This configuration lets 
connect a site with the Service Provider Cloud. 

 
 

 

 

 

 

 
Fig. 8.    PE1’s eBGP configuration 

 
c) MP-BGP configuration: Configuration to carry 

and exchange routes between PE devices. VPNv4 address 
family is used, as seen in Fig. 9 
 
 
 
 
 
 
 
Fig. 9.     PE1’s MP-BGP configuration 

d) VRF configuration: This step lets differentiate 
between more than one VRF that could exist in a PE device.  

 
 
 
 
 
 
 
 
 
 

Fig. 10.     PE1’s VRF configuration 
 

3) Verification of  MPLS L3VPN: With the show bgp 
vpnv4 unicast vrf <vrf_name> command, prefixes that are 
members of the VPN are shown in Fig. 11. 

Fig. 11.     PE1’s L3VPN verification 
 
 

Finally, a ping can be executed between branch offices to 
confirm that a connectivity works (Fig.12). 

 

Fig. 12.     MPLS-LDP WireShark Traffic Capture 
 

B. Segment Routing MPLS 

It is called SR-MPLS because it uses MPLS data plane 
fabric as an “underlay” infrastructure, so its operation is the 
same as MPLS-LDP. It is important to known that a segment 
equals to a label and a list of segments equals to a label stack 
with the advantage that LFIB table remains constant. SR-
MPLS does not use Label Distribution Protocol (LDP).  By 
default, if a device has been configured with MPLS and SR, 
it is going to prefer MPLS, so SR must be selected in the 
configuration. 

Nowadays, there are many SR use cases, and real-world 
implementations in large ISP, such as Bell Canada, in which 
Segment Routing meets all its next-generation network 
requirements and is adopted as part of its phased Network 3.0 
transformation project according to [18] [21]. 

 

router bgp 65000 
  vrf netdat001 
  rd 65000:1 
  address-family ipv4 unicast 
  ! 
  neighbor 192.168.2.2 
   remote-as 65002 
   update-source GigabitEthernet0/0/0/0 
   address-family ipv4 unicast 
    route-policy PERMITE_TODO in 
    route-policy PERMITE_TODO out 

 

router bgp 65000 
 address-family vpnv4 unicast 
 ! 
 neighbor 10.1.1.1 
  remote-as 65000 
  update-source Loopback0 
  address-family vpnv4 unicast 
   next-hop-self 

mpls ldp 
 router-id 10.2.1.1 
 interface GigabitEthernet0/0/0/1 
mpls label range table 0 16100 16199 

vrf netdat001 
 address-family ipv4 unicast 
  import route-target 
   65000:1
  export route-target 
   65000:1 
interface GigabitEthernet0/0/0/0 
  vrf netdat001 
 ipv4 address 192.168.2.1 255.255.255.252 
 

RP/0/0/CPU0:PE1#sho bgp vpnv4 unicast vrf netdat001 
Sat Feb 27 17:54:11.399 UTC 
BGP router identifier 10.1.1.1, local AS number 65000 
 
Status codes: s suppressed, d damped, h history, * 
valid, > best 
              i - internal, r RIB-failure, S stale, N 
Nexthop-discard 
Origin codes: i - IGP, e - EGP, ? - incomplete 
   Network            Next Hop   Metric LocPrf Weight 
Path 
Route Distinguisher: 65000:1 (default for vrf netdat001) 
*> 10.1.10.1/32       192.168.1.2   0     0 65001 i 
*>i10.2.10.1/32       10.2.1.1      0 100 0 65002 i 

Fig. 15. L3VPN over SR MPLS Architecture
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1) SR-MPLS Architecture 
The scenario presented in Fig. 13 is Segment Routing 

over MPLS Cloud.  Inside ISP Cloud, IS-IS is the cloud 
routing protocol; IS-IS needs an extension to keep the SID 
database, as well as a VRF to differentiate traffic for a 
specific client, and MP-BGP tunnel to establish end-to-end 
communication between PE devices.   

Fig. 13.     L3VPN over SR-MPLS Architecture 

 

2) Configuring SR MPLS 
Because SR is built over MPLS, the operation of IS-IS, as 

well as the exchange of VPN through MP-BGP, are the same 
as in MPLS-LDP. 

a) SR MPLS configuration: It is set under router isis 
instance on all SP devices, and a prefix-sid which starts at 
16000, must be configured. 

 
 
 
 
 
 
 
 

Fig. 14.     PE1’s SR MPLS configuration 
 

3) Verification of SR MPLS 
With show mpls interface detail and show cef 

commands, can see the no use of LDP [15]. 

Fig. 15.     No use of LDP in SR Topology 
 

With a ping, is possible to check segment assignment to 
SR MPLS and VPN label. 

Fig. 16.     SR-MPLS for IPv4 WireShark Traffic Capture 
 

 

Fig. 17.     SR-MPLS Topology 

C. Segment Routing SRv6 

An IPv6 address is used as SID, so the source router 
codifies the path to the destination as an ordered segment list 
or IPv6 addresses, which are placed in a new header called 
SRH. Along the path of SRv6 that a packet could take, there 
are nodes with different functionality, according to [16]: 

 
 Source node and End Node: It generates IPv6 packets 

and place it in SRH. The End Node is the final node. 

 Transit node: Appears on SRv6 path, but do not 
examines the SRH. 

1) SRv6 Architecture 

Fig. 18.     L3VPN over SRv6 Architecture 
 
To implement this scenario, at least. 6.6.1 IOS XR release 

is needed [16], and for this case, 6.0.1 and 6.1.3 releases have 
been used. 

 

2) Configuring SRv6 
a) SRv6 basic locator: It is global enabled, and a 

locator with its prefix must be configured, this locator is 
announced by IS-IS protocol. 

Fig. 19.     SRv6 locator configuration 
 

b) SRv6 IS-IS: This protocol needs an extension to 
support SRv6 SID, allowing to learn local and remote locator 
prefixes to install it in the RIB, FIB.  It is important to say 
that only one address-family of IS-IS can support one 
segment routing way, SR MPLS or SRv6[16]. 

 

router isis 1 
 net 49.0001.0100.0100.1001.00 
 address-family ipv4 unicast 
  metric-style wide 
  segment-routing mpls 
 ! 
 interface Loopback0 
  address-family ipv4 unicast 
   prefix-sid index 0 

RP/0/0/CPU0:PE1#sh mpls int giga 0/0/0/1 detail 
Sun Feb 28 22:52:17.405 UTC 
Interface GigabitEthernet0/0/0/1: 
        LDP labelling not enabled 
        LSP labelling not enabled 
        MPLS ISIS enabled 
        MPLS enabled 

 

 

RP/0/0/CPU0:PE1(config)#segment-routing srv6 
RP/0/0/CPU0:PE1(config-srv6)#locators 
RP/0/0/CPU0:PE1(config-srv6-locators)#locator myLoc1 
RP/0/0/CPU0:PE1(config-srv6-locators)#prefix 
2001:db8:a1:1::/64 
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c) SRv6 L3VPNv4: This configuration allows 
L3VPNv4 over SRv6 (Fig 20 and Fig. 21). 

Fig. 20. ISIS Configuration in SRv6 

Fig. 21.     VRF configuration with per label allocation 
 

3) Verification of  SRv6 
Once SRv6 has been enabled, the show segment-routing 

srv6 sid command verified SRv6 operation as seen in Fig. 22. 

Fig. 22.     SRv6 SID verification [19] 
 

It is possible to know the prefixes learned inside a VRF in 
the PE device, and the SRv6-VPN-SID assigned with the 
show bgp vpnv4 unicast vrf vrf-name prefix command. 

Fig. 23.     Prefixes learned inside VRF [19] 
 

Also, to verify that traffic is transported over SRv6 data 
plane, show cef vrf-name prefix command is used. 

Fig. 24.     SRv6 data plane for a VPNv4 prefix [19] 
 

Fig. 25 shows the SRv6 emulated topology, and the 
addresses assigned in PE devices to support of VPNv4 over 
SRv6 are shown. 

 

Fig. 25.     SRv6 end-to-end connectivity 

Finally, Fig. 26 shows the SR adoption, with companies and 
ISPs like Bell, SoftBank, Telefónica, among others, taking the 
leadership in implementing SR worldwide. 

 
Fig. 26.     SR Adoption [21] 

V. POC ANALYSIS 

The described scenarios show the operation of MPLS-
LDP and SR architecture.  The next table compares the 
architectures to determine the advantages of SRv6 over the 
other mentioned technologies.  

TABLE I.  MPLS VS SR MPLS VS SRV6 – COMPARISON  

MPLS SR MPLS SRv6 

TRAFFIC LABELING 

By Labels By SIDs By IPv6 address 
Label Stack SR Policy Segment List in SRH 

Topmost Label Active Segment IPv6 address in Dest. Address 
OPERATIONS 

Push Push Equals SR MPLS adding IPv6 
to Segment List en SRH. 

Swap Continue Forward to IPv6 Dest. Address. 
Pop Next Decreases Segment Left and 

active segment copied in IPv6 
Dest. Address. 

TECHNOLOGY SUPPORT 
Support by all 

modern devices 
Requires software 

update, it uses 
MPLS data plane 

Hardware changes are needed 
and software update to support 
SRv6 data plane 

In operation 
with all 

technical 
support 

SR knowledge to 
operate over 

MPLS data plane 

Requires SRv6 new concept 
study.  It is full IPv6 deployed 

in the backbone 

MAIN CHARACTERISTICS 
Number of 

states increases 
with the number 

of routes 

LFIB table remains constant, regardless of the routes 
in a Full-Mesh topology; Therefore, it considerably 

reduces the number of states. 

Uses LDP 
protocol for 

label 
distribution and 

route 
establishment, 

as well as 

It does not use 
LDP, since a 
segment is an 

instruction, it uses 
the concept of the 
SID prefix, taking 

It is based on the SRv6 SID, 
where the route is encoded in 
an ordered list of segments or 
IPv6 addresses that are placed 

on the SRH. 
It does not use RSVP or 

tunneling, its algorithm is 

RP/0/0/CPU0:PE1(config)#router isis 1 
RP/0/0/CPU0:PE1(config-isis)#address-family ipv6 
unicast 
RP/0/0/CPU0:PE1(config-isis-af)# segment-routing srv6 
RP/0/0/CPU0:PE1(config-isis-srv6)#locator myLoc1 

RP/0/0/CPU0:PE1(config-bgp-af)#vrf netdat001 
RP/0/0/CPU0:PE1(config-bgp-vrf)# rd 65000:1 
RP/0/0/CPU0:PE1(config-bgp-vrf)#address-family ipv4 
unicast 
RP/0/0/CPU0:PE1(config-bgp-vrf-af)#segment-routing srv6 
RP/0/0/CPU0:PE1(config-bgp-vrf-af-srv6)#alloc mode per-
vrf 
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RSVP for TE 
optimization 

advantage of the 
MPLS data plane 

native according to source 
routing 

 Dual Stack 
Support 

Dual Stack 
Support 

IPv6 Support 

Uses the LDP 
NSR (Non-Stop 

Routing) 
feature, which 

provides a rapid 
recovery 

mechanism in 
control plane 
from failures 

50msec in prefix protection against link failures, 
nodes with the use of TI-LFA (Topology 

Independence-Loop Free Alternate). It is also 
supported in SR / LDP scenarios. It is calculated by 
the routers during the IGP process. Covers 100% of 

any topology 

It supports QoS 
in packet 

classification 

It satisfies QoS requirements by ensuring applied 
bandwidth in the AB attribute of the node or 

adjacency segments in the SR TE route. 

VI. CONCLUSIONS 

After a  deep research and analysis, it was concluded that 
SRv6 bases its operation on the concept of source-routing, 
therefore, it simplifies routing and processing within the 
service provider's backbone by providing a simple, scalable 
and effective solution through network programming from the 
source that defines the route to the destination through IPv6 
addresses in the SRH header. 

With the emulation of the network architecture in the 
different L3VPN scenarios that connect two remote sites 
through a SP backbone, it has been shown that the MPLS 
operation is carried out through the LDP protocol with the 
label assignment when passing through each node; while SR-
MPLS from scenario 2, takes advantage of the MPLS data 
plane, eliminating the need of LDP, introducing SID prefixes 
and writing an ordered list of instructions or SR Policy placed 
in the packet header; and SRv6 from scenario 3, establishes a 
pure IPv6 backbone on an IPv6 data plane that is based on 
source-routing through the registration of IPv6 addresses that 
are formed based on the SRv6 SIDs that are placed in the SRH 
header, with which the routing within the service provider 
becomes simple, effective and fast. 

SRv6 enhances and improves latency, jitter and QoS 
characteristics by ensuring bandwidth that is applied to the 
node’s  attributes or adjacency segments in an SR-TE 
Segment Routing without using RSVP protocol, also 
enhances Fast Re-Route (FRR) for failovers, supports Secure 
VPNs, and network automation with Network Function 
Virtualization and Software Defined Networking. 

SR-MPLS (IPv4 support), requires a software update on 
SR nodes, while SRv6 requires a change in hardware and 
software which represents an investment for ISPs, as well as 
training in human talent, but, the benefit of these changes will 
generate great interest in the operators and IT customers by 
supporting new network applications that demand a large 
amount of information processing with SDN in mind. 
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Abstract— In the nano-scale fabrication process, one of the 

major concerns is the impact of the process variation on the 
functionality of the design. At lower technology nodes, the 
impact from the second-order elements which were not 
significant is playing an important role in defining the designs. 
SRAM being at the forefront of every process node, it is 
important to assess the impact of the process in the early 
stages to make the required design changes. Self-time path in 
SRAM is crucial in defining the functionality, power, and 
performance. In the early stages of SRAM development, the 
proposed ring oscillator (RO) design helps in estimating the 
post-fabrication impact. This paper discusses the design and 
implementation of the SRAM critical path-based ring 
oscillator in the 7nm FinFet process and comparing the 
behavior with a more conventional ring oscillator. The impact 
from the process parameter variation is captured in the form 
of frequency variations. It is observed that the process 
tracking capability of conventional ring oscillator differs by 
~17% compared with SRAM critical path behavior.  

 Keywords— Bitcell, Critical-Path, FinFet, PMV (Process 
Monitoring Vehicle), RO (Ring Oscillator), SRAM (Static 
Random-Access Memory), STP (Self-Time Path), SAE (Sense 
Amplifier Enable)  

I. INTRODUCTION  

 Deep submicron scaling of process nodes is done 
to add more functional blocks on-chip by incorporating 
more transistors. At sub 28nm, the effects of process 
variations are significant. These effects are having more 
influence on the performance and functionality of the design 
in submicron nodes. Process variations are caused by the 
deviation of process parameters from their desired values. 
This is caused due to the limited controllability of a 
fabrication process. As device dimensions continue to scale 
towards ultra-deep submicron range typically less than 100 
nm, manufacturing equipment’s become less reliable in 
controlling the design parameters. Intrinsic parameter 
fluctuations play an increasingly important role in 
submicron devices. In technology nodes 100nm and less, 
margins shrink due to reduction in supply voltage [1]. 
SRAMs are scaled aggressively to fit more bits per unit area. 
Scaling the transistor dimensions comes at the cost of 
complex process and elevated variability in the transistors 
[2] and hence reduces the overall yield. In FinFets, the gate 
of the device is elevated, hence the transistor behavior 
becomes more complex. This results especially in bitcells 
requiring new techniques to incorporate the variation of the 
bitcells in the ring oscillator [3]. Process monitor vehicle 

(PMV) block which includes ring oscillator helps to 
estimate the process variations in fabrication.  SRAMs are 
more prone to variation since the bitcells dimensions are 
scaled more compared to logic gates. In the 7nm process, 
the SRAM (6T) is ~15% smaller than the smallest inverter 
(INV).  Reduction in SRAM supply voltage reaching 
towards the threshold voltage makes it more vulnerable to 
variation [4]. The number of path delay faults observed 
during the first silicon debug are significantly [5] higher at 
high-frequency operation. Process variations of 10%-30% 
across wafers and 5%-20% across different die significantly 
affect the behavior of devices and interconnects [6].  

 Critical paths define the operating frequency of the 
block. Hence it is required to optimize the critical path and 
study impact from process variation at the early stages of 
silicon debug [7].  To capture the impact from fabrication at 
an early stage of SRAM development we have designed the 
self-suffice ring oscillator with SRAM critical path as part 
of the oscillator. This helps us in characterizing the SRAMs 
critical path which contains the STP (Self-Time Path). STP 
is an important part of the SRAM design. The STP design is 
critical and impacts the functionality, power, and speed of 
the memory. Speed characterization is used in many places 
in chip design, this will help both yield and business aspects 
of chip design.  In 7nm Xilinx FPGA we can have several 
hundreds of megabytes of SRAMs. SRAMs on the mid-
sized FPGA are the largest contributors to the critical path. 
Section II briefly discusses the conventional ring oscillator. 
Section III discusses the proposed design. Section IV 
discusses results. 

II. CONVENTIONAL (RING OSCILLATOR)RO DESIGN 

Commonly used ring oscillator design comprises 
of inverters, nand/nor logic arranged in an odd number 
of stages.  

 
Fig. 1 Conventional design of RO. 

 
Fig. 1 design is used for comparing the frequency 

response of the self-time path-based ring oscillator. The 
inverter-based ring oscillator is designed with the 7nm 
FinFet stdcell library. Ring oscillator designs are testable at 
the early stages of the process where the first level of metals 
can be used for initial process development as well as 
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process monitoring in manufacturing stages. Different 
configurations of ring oscillator structures are embedded 
inside the design itself and can be used to diagnose design 
and fabrication process impact on the design such as the 
proposed in the paper [8]. 

 Some of the ring oscillator-based test structures 
are observed here [9] [10] [11] [12]. The frequency of the 
ring oscillator is used as a metric to quantify the process. 
There are different configurations of inverters that are 
chosen to improve their sensitivity to the process. It 
includes usage diode-connected configuration [13]. 
SRAM’s critical path contains bitcell based self-timed path 
and many custom logic circuits which don’t contain 

characterized standard cells. To model the SRAM’s critical 
path behavior proposed design is embedded inside the 
SRAM, this will be a more accurate estimate of fabrication 
impact. 

III. PROPOSED DESIGN  

The proposed design doesn’t contain any chain of 

inverters or other gates with odd stages. Toggling here is 
achieved by a combination of self-time path and ring logic 
design. There are many methods used to characterize the 
process vs speed. To study the impact of the process bitcells 
are used while constructing the ring oscillator [14][15][16]. 
The proposed design includes tracking bitcells and the 
custom logic in the critical path. 

SRAMs critical path contains tracking bitcell, which are 
modified bitcell used for the tracking of bitcell operation. 
These are an essential part of SRAMs and are very critical 
in compiler memories. The STP includes many custom 
logics along with tracking bitcells. Fig. 2 shows the self-
timed path containing tracking bitcells in rows and 
columns. The self-time path is designed to track the worst 
bitcell in the bitcell array. The worst bitcell to access for 
the operation will be furthest from the control block. 
Tracking is required for word line in row and bit line in a 
column. The self-time path is responsible for triggering the 
sense signal to enable the sense amplifier in IO for the read 
operation. If the STP is trigger sense signal too early, then 
the result of the sense amplifier can resolve in an unknown 
state. Since sense amplifier requires certain differential 
voltage on bitlines to read the correct state of the bitcell.  If 
the STP is fired too late then the bitcell will discharge too 
much charge from the bit line causing more power to be 
burned. When the word line is turned ON the entire row is 
activated hence any more delay than required will result in 
burning access power. This also results in higher cycle time 
since the process takes more time to complete the 
read/write cycle. Hence impacting the frequency of 
operation.  

Fig. 3 shows SRAM and ring oscillator stage. SRAM 
output, sense amplifier enables (SAE) is taken out from the 
SRAM and given as input to the ring oscillator stage. By 
incorporating this into the oscillator structure we can 
accurately model SRAMs critical path behavior. The ring 
oscillator is responsible to generate the clock pulses 
depending on the input SAE signal. SAE is a pulse 
generated from the STP, it is processed in the ring oscillator 
to generate the set and reset signal for the SR latch. This 
generates the pulses proportional to the incoming SAE 
signal. The output of RO is feedback to SRAM as the clock. 
Fig. 4 shows the standard 2-input active low enabled SR 
latch which is used for the clock generation. Internally, care 
is taken to avoid any unwanted states which can result in 

functional failure.  Fig. 5 shows the implemented ring 
oscillator and SRAM.  

 
Fig. 2 Tracking bitcells used in Self-Timed Path 

 
Fig. 3 SRAM and ring oscillator connected to enable toggling 

 
Fig. 4 Two-input NAND active low input SR latch 
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 Fig. 5 Ring oscillator and SRAM layout 

 

IV. Results  

Fig. 6 and 7 show the sample frequency response of 
SRAM at the TT process. We can see at low voltage and 
high voltage there is variation in the behavior of the ring 
oscillator. This is due to temperature inversion caused at low 
voltage. SRAM RO is having a high frequency at high 
temperatures for low voltage and high frequency is achieved 
at low temperature for high voltages. This is highlighted in 
a red circle at two places in Fig. 6. 

 
Fig. 6 SRAM PMV Frequency response at TT 

 
Fig. 7 SRAM PMV Temp. inversion effect at TT 

 

 

Fig. 8 100 sample points from SRAM and inverter RO with normalized 
frequency for comparison 

 

 

Fig. 9 Normalized SRAM and inverter RO Frequency response with 
temperature. 

 Fig. 8 contains normalized 100 samples of frequency at 
different processes, voltage, and temperature. 0% indicates 
the SRAM and inverter RO are inline and any deviation 
from their behavior is captured. There is a roughly ~17% 
variation between SRAM RO and inverter RO across 
process, voltage, and temperature. This gap needs to be 
reduced If the other ring oscillator-based design needs to be 
used to track the SRAM.  Fig. 9 shows one of the 100 cases 
where the behavior of SRAM and inverter RO with 
temperature is not aligning with each other. This is mainly 
due to the presence of bitcells used in the self-time path. 
Bitcells behave differently compared to conventional logics 
since their dimensions are smaller and more prone to 
variations. In a compiler, it is preferred to have more 
variable delay and smaller fixed delay due to logic, since the 
STP should be able to track the bitcell for various memory 
configurations. 

  TABLE 1. σ/µ FOR DIFFERENT PROCESSES ACROSS 
VOLTAGE AND TEMPERATURE. 

  

Process 

Sigma(σ)/Mean(µ) % 
Deviation 

in the 
variation  

SRAM RO INVERTER RO 

TT 0.292 0.244 16.29 
SS 0.322 0.276 14.25 
SF 0.293 0.245 16.29 
FS 0.289 0.244 15.31 
FF 0.257 0.212 17.57 

  

 Table 1 shows the σ/µ variation of the SRAM and 
inverter ring oscillator. Process corners considered for the 
analysis are (Typical-NMOS, Typical-PMOS) TT, (Slow-
NMOS, Slow-PMOS) SS, (Slow-NMOS, Fast-PMOS) SF, 
(Fast-NMOS, Slow-PMOS) FS, (Fast-NMOS, Fast-PMOS) 
FF. Variation in the σ/µ between the SRAM and inverter RO 
shows that these are not aligned with each other and are 
apart by ~17%. Embedding ring oscillator inside SRAM 
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will yield more realistic process tracking since the ring 
oscillator takes the SRAM critical path into considerations.  

V. CONCLUSION 

In this paper, we have designed a self-time path-based 
ring oscillator incorporating the SRAM critical path. This 
helps in estimating the process impact on the SRAM more 
accurately. As nodes are shrinking beyond 7nm impact of 
second-order effects is becoming more prominent and it is 
critical to evaluate their impact early stages in the design. 
SRAM ring oscillator helps in tuning the design for 
functionality, power, and performance. Increasing the 
number of bits per unit area and having reduced power 
without compromising the reliability, performance is very 
critical in SRAM design. Similar more process-aware 
designs need to be implemented to track the process impact 
on design. Future work will involve updating the design to 
capture the effects of bias temperature instability and hot 
carrier injection in the ring oscillator. 
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Abstract—Online connectivity speeds are increasing rapidly 
on land, but are still very slow on modern ships and planes. Ships 
and planes depend mostly on satellite communication, which is 
divided up between their many passengers. This study attempts 
to find and overcome bottlenecks to the connectivity in ships and 
planes. Land-based BTS can connect to ships and planes, which 
can connect to other ships and planes, creating an ad hoc 
network. Planes can act as repeaters, overcoming the curvature 
of the Earth. Point-to-point microwave communication (rather 
than cellular concept) can link ships with ground BTS and other 
ships, tens of km away. Tracking antennas on ground BTS and 
ships, can follow planes in the air. Antenna size and movement 
on planes must be kept minimal, as they increase drag and fuel 
costs. Real-time location information can be used to point 
tracking antennas.  There can be either moving antennas, or a 
large number of narrow-range antennas switching with the 
movement of the ship or plane. In the far oceans, submarine 
cable connected, solar-powered BTS can be installed for 
connecting to nearby ships and planes. With multiple channels 
available between distant ships and planes, packets of 
information can choose the best available path for transmission 
(like the internet). Point-to-point communication may be difficult 
between ships, and the cellular concept can be used instead. 
Today's technical capabilities suggest we are on the verge of a 
breakthrough in better connectivity of ships and planes hundreds 
of km from the shore. New competing technologies will emerge, 
of which the best will survive. Policies and rules must be 
established, so as to encourage competition. It is hoped that this 
paper will help in the research and development of the new 
technologies for better connectivity.  

Keywords—connectivity, ship, plane, airplane, dish, antenna, 
directional, ad hoc network, BTS, point-to-point, microwave, 
tracking, antenna, microwave. 

I. INTRODUCTION 

Connectivity speeds for smart phones and computers have 
been increasing exponentially over the last few decades, in 
agreement with Moore's law. Communication at up to 2 Mbps 
is possible with the Mars Rover hundreds of millions of miles 
away (20 minutes for round-trip of light).  Surprisingly, in this 
day and age, connectivity at modern ships and planes is still 
very slow. Most passengers may have no connectivity or slow 
connectivity in the 18 hours on intercontinental flights, or for 
days or weeks on cruise ships. The isolation of the crew of 

cargo ships and oil tankers, in the seas for weeks and months, 
is worsened by slow connectivity with the rest of the world.   

This paper attempts to identify and overcome the 
bottlenecks to connectivity on ships and planes. Ships and 
planes largely depend on dividing among passengers the 
already low bandwidth of satellites [1]. 

A. Low connectivity on Planes and Ships 

Large commercial planes, such as the A380 and Boeing 
777 often provide no connectivity to economy class 
passengers. Limited connectivity may be available upon 
purchase. The Wi Fi offered (free or paid) on the plane may at 
best allow voice communication and low-resolution picture 
transfer [2],[3]. Transmission of video is almost impossible.  
Passengers are advised to shrink pictures before sending, and 
to turn off background apps that refresh and synchronize. Apps 
such as WhatsApp, Youtube and Netflix are usually blocked.  

Connection of planes with geostationary satellites means 
there is a time delay for the signals to travel 36,000 km to the 
satellite and back. Also, satellites do not reach planes traveling 
close to the poles, which happens often for inter-continental 
travel.  

Only very recently are planes beginning to connect to 
ground based BTS with antenna located on the base of the 
plane. The plane antennas may move from BTS to BTS as they 
fly over the ground [4], [5], [6].  

B. Low connectivity on  Ships 

The total number ships in the seas may be small compared 
to the total number of planes in the air. However, passengers 
and crew may spend weeks or months in isolation in the sea, 
which is only worsened with low connectivity.  

In cruise ships, economy class passengers spend days or 
weeks getting slow and intermittent connectivity only with 
extra payment. Passengers discover that a vacation on a cruise 
ship also means a vacation from the internet. Even on modern 
liners, disconnection of internet starts from the passenger's 
entry into the ship, and ends upon disembarkation from the 
ship. 
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C. Ad-hoc networks 

Ad hoc networks, or temporary or changing networks, are 
an established technology today [7]. Ad hoc networks can be 
made from smart phones, or from autonomous vehicles talking 
to each other to prevent accidents [8],[9].  Ad-hoc networks 
have been proposed for interconnecting planes (Aeronautical 
Ad hoc Network), at least partly for the sake of safety [4] [5] 
[6].  

This paper further develops these ideas and goes a step 
further in proposing an ad-hoc network from a combination of 
ships, planes and ground-based BTS.   

Good connectivity between ships and planes means, that 
high demand on any ship or plane at any time, can be met by 
distributing the demand over a wide number of ships and 
planes. This means slow satellite connections to a number of 
ships and planes in a network can meet the temporary high 
connectivity demand of a single ship or plane. 

D. Potential for Improvement 

Planes flying over the ground should be made to have 
better connectivity with ground Base Transceiver Stations 
(BTS). Ships close to land should have better connectivity with  
shoreline BTS. Also, ships have the potential to become mobile 
BTS for planes and other ships. 

Land-based BTS can  connect to ships and planes, which 
can connect to other ships and planes, creating a large ad hoc 
network. The large number of planes on common flight paths 
can connect to each other, helping create such a network. Often 
ships travel in common shipping routes, meaning they too can 
help form an ad hoc network. Ships and planes can connect 
with each other, to form a large ad hoc network.  

Point-to-point microwave antennas can link and track ships 
with ground BTS and other ships. Similar antennas on ground 
BTS and ships can follow planes real-time in the air. Real-time 
publicly available location information can be used to point 
tracking antennas. In the far oceans, BTS can be set up on 
islands, connected with submarine cables, and powered with 
solar panels  

In 2008, the in-flight broadband company Gogo (then 
known as Aircell) launched its first onboard Wi-Fi service on a 
Virgin America plane. The 3 Mbps connection was enough for 
a few laptops (streaming video was prohibited). But now, this 
bandwidth is inadequate with every passenger having at least 
one device to connect to many apps and websites,  Gogo had a 
monopoly on US in-flight Wi-Fi, with a network covering the 
whole country.  

Today's technical capabilities suggest we on the verge of  a 
Wild West of new technologies. At least for the next few years, 
there will be some competing technologies for enhancing 
connectivity of ships and planes. A major revolution in the 
connectivity of ships and planes may be in the near future, and 
it is hoped that this paper will help in the design and 
implementation.    

II. CELLULAR COMMUNICATION AND BASE TRANSCEIVER 

STATIONS 

We start by comparing cellular and point-to-point 
communication, which will help in determining what would be 
appropriate for ships and planes. The cellular concept may be 
useful for creating a network for planes, which may be find it 
difficult to use point-to-point communication. 

The cellular phone revolution of today was made possible 
by the cellular concept and the reuse of frequencies. Usually, 
cells are created with (a) omni-directional antennas, (b) or 120° 
antennas or (c) or 60° antennas 

Base Transceiver Stations (BTS) may use omni-directional 
antennas, if the need is to cover a few cell phones over a wide 
area (figure below).  

 

 

 

 

 

 

 

 

 

Fig. 1. Using omnidirectional antennas allows hexagonal cells and the reuse of 
frequencies. Number of frequencies, N = P2 + PQ + Q2. Point-to-point 
communication may be done between cells with microwave links or fiberoptic 
cable.  

In the above figure, from theory, the number of frequencies 
required is a function of P = 2, and Q = 1, which are adjacent 
distances between cells.  

N = P2 + PQ + Q2  

= 22 + 2 x 1 + 12   = 7 

Point to point communication between cells may be done 
with fiberoptic lines or point-to-point microwave links (figure 
above).  

For higher concentrations of cell phones, three 120° 
antennas or six 60° antennas may be used to cover all round 
360°, in effect, sectoring the cells (figure below).  
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Fig. 2. The cells may be sectored with 120° antennas and 60° antennas.  

BTS are often connected point-to-point with microwave 
towers, up to 50 - 80 km apart; a distance limited by the 
curvature of the Earth. Such point-to-point microwave has 
possibilities for connecting ships with other ships and with 
planes.  

Owing to the tens-of-km distances between planes and 
between ships, the point-to-point concept may be applicable. 
Narrow-direction BTS antennas may have good potential for 
communication with planes and shoreline ships up to tens of 
km away (figure below). 

 

 

 

 

 

 

 

Fig. 1. Top view of a BTS shows six 60° directional antennas, covering all of 
360°. Narrow-direction BTS antenna have good potential for faraway planes 
and shoreline ships. Advantage is planes and ships have much available power 
for transmission and reception (unlike cell phones) 

Planes and ships have much power available for 
transmission and reception (unlike cell phones). Also, ships 
can use directional antennas (unlike cell phones). 

TABLE 1. COMPARISON OF CELL PHONES, PLANES, SHIPS AND BTS ON LAND 

 Power for 
Transmis
sion & 
Reception 

Antenna Tracking 
and 
Moving 

Point to 
Point 
Commu-
nication 

Cellular 
communi
cation 

Cell 
phone 

Only 
battery 
power  

Omni-
directional 

Unsuitable Not 
suitable 

Very 
suitable 

Plane High 
power 
available 

Small size 
makes 
directional
difficult 

Moving 
and 
tracking 
difficult 

Difficult, 
due to 
small 
antenna 

Difficult 
because of 
tens of km 
distance 

Ship High 
power 
available 

Omni-
directional 
and /or 
unidirectio
nal 

Possible at 
top of ship 

Very 
suitable, 
but need 
tracking 
antenna  

Difficult 
because of 
tens of km 
distance 

BTS 
on 
Land 

High 
power 
available. 

Omni 
direction, 
60°, and 
uni-
directional 

Movemen
t very 
possible 

May need 
tracking 
antenna 
for ships 
and planes 

Suitable 
for cell 
phones.  

 

III. EXISTING TECHNOLOGY AND LITERATURE REVIEW 

The latest aircraft (e.g. Boeing 787) already uses about 26 
antenna placed around the aircraft. An antenna on top (jetwave 
antenna) may connect to satellites. 

A. Literature Review 

Considering that aircraft and ship connectivities provide 
great potential for growth, there are few scientific papers on the 
subject. 

Connecting ships with each other and with shoreline BTS 
has been proposed [10],[11],[12]. 

Integrated connectivity of ground BTS, ships and planes 
has not been encountered in the literature.  

IV. IMPROVING CONNECTIVITY OF PLANES 

According to communication theory and practice, there are 
a number of possibilities for connecting planes.  

A primary consideration is that antenna placed on planes 
tend to bulge out from the aircraft and produce drag, and 
consume extra fuel. New antennas may be difficult to install, as 
they may require working on the aluminum aircraft. A small 
sized antenna, rather than large, would be preferred. A 
stationary rather than moving antenna would be preferred. 
Large-sized moving antenna would be especially hard to 
install. These suggest the use of the cellular concept between 
planes. 

The distances of planes from each other may be in the 
range of many tens of kilometers, meaning both microwave 
and RF would be possible. But the high speed and the 
associated Doppler shift may been a source of problems.  

Angle of 
Transmission 
snd sensitivity

Base Transceiver 
Station

Order of 10 km
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A. Aircraft to Ground Connection 

There is much potential at this time, for connecting planes 
with ground BTS. (figure below).  

 

 

 

 

 

 

Fig 2 . Planes can connect with ground-based BTS with narrow-angle 
directional antennas. Moving antennas at the BTS can track and move with 
real-time location information. BTS antenna may point up for ships.  

Planes will mostly be above the horizon of land BTS and 
ships, requiring their antenna to point upwards.  

Connection with BTS is only possible when planes are over 
land. When far out at sea, planes, BTSs may not be available, 
but planes can still connect to ships, which can act like ground 
based BTS. A BTS can also be installed on isolated islands in 
the oceans.  

B. Moving versus Stationary Antennas 

Moving antennas have inherent problems, such as moving 
parts, possibility of breakage, and greater maintenance 
requirements [13]. In communications, moving antennas have 
traditionally been avoided in favor of stationary antennas.  

In satellite communication, the preference is for stationary 
antennas connecting to geostationary satellites 36,000 km from 
the Earth, rather than moving antennas connecting to Low 
Earth Orbit (LEO) or Medium Earth Orbit (MEO) only a few 
hundreds or thousands of km away. 

A moving antenna can be substituted by multiple stationary 
narrow-angle directional antennas, switching electronically 
from one to another (with no movement) as the plane (or ship) 
moves from the path of one antenna to another (figure below).  

In the BTS below, there are ten 36° antennas, for all around 
360° coverage. The antennas can switch from one to another, 
tracking the movement of the plane. 

 

 

 

 

 

 

 

Fig. 3. Using narrow-angle directional antennas (36°) switching with 
movement of plane (or ship), will allow stronger transmission and greater 
sensitivity to signals, without movement of the antennas.  

C. Tracking with GPS and height Information 

The tracking of planes with antennas would be possible 
with location information from GPS. The location of the plane 
is also available from real time trackers [14] (figure below). 

 
Fig 4. Planes in the Houston - Galveston area (FlightRadar24.com, April 4, 
2021, 2:00 am, Dhaka time) 

 
Fig 5. Plnnes over the Mediterranean, with Bulgaria on the left 
(flightradar24.com, on April 5, 5:00 am, Eastern time, US). Movement along 
common flight paths is visible.  

In the above real-time location of planes near Bulgaria and 
the Mediterranean, planes are seen on common flight paths, 
indicating distances close enough for connectivity and forming 
an ad hoc network.  

The above pictures are during the Covid pandemic, and the 
density of flights is much lower than during other years.  

Planes can act as repeaters, overcoming the curvature of the 
Earth, to reach distant ships and planes (figure below). 

 

 

 

 

 

Fig. 6. A plane can act as a repeater for microwave communications, 
overcoming the line-of-sight requirement for microwave towers.  

Using the plane as a repeater, connectivity may be possible 
for ships and planes about a hundred km from the shore.  

V. CONNECTIVITY FOR SHIPS 

The numbers of ships in the seas are far less than the 
number of planes in the air at any time.  

Ground 
BTS

Ship
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Tens of km Tens of km
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Narrow angle of 
Transmission 
and sensitivity 
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Antennas

Base transceiver
Station

Increased Distance
Owing to narrow antenna
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Antenna

Tracking 
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Trees
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When planes travel over land, they can connect to ground 
based BTS. But ships cannot be on the land, meaning they can 
connect to ground BTS only when they are close to the shore. 
A ship and a shoreline BTS may be connected with a point-to-
point microwave dish antenna of range up to many tens of km. 
A ship may even act like a BTS at sea.  

Ships are spacious and weighty enough to have large 
moving antennas. However, too high an antenna will thwart the 
ship's original design height specification to pass under 
bridges.  

The roll, pitch and yaw of the ship must be compensated 
for: 

(a) by having a wider-angle dish antenna to compensate for 
the movement of the ship.  

 (b) by having compensatory movement of the antenna 
along the three axes, to compensate for the movement of the 
ship (figure below). 

 

 

 

 

 

Fig. 7. Point-to-point antenna of ships may need compensation for pitch, roll, 
and yaw.  

A problem arises far into seas and oceans, when there are 
no ground-based BTS to connect to.  Connection to ground is 
not possible when passing over large bodies of water.  

Many ships travel on common routes. So it is possible that 
ships close to the shore may interconnect with distant ships on 
the same route to become a network of ship-based BTSs.    

The positions and velocities of ships can be seen real time 
in some tracking websites (figure below for Straits of 
Gibraltar) [15]. 

 
Fig 8. Ships in the Straits of Gibraltar (MarineTraffic.com, April 4, 2021, 2:00 
am, Dhaka time) 

VI. INTEGRATING SHIPS, PLANES AND GROUND BTS 

Having seen the interconnection of planes with each other, 
and ships with each other, we now look at a more integrated 
system involving ground BTS, ships and planes. 

The high speed connectivity from land BTS can be 
transferred to nearby ships and planes, which can then transmit 
to other ships and planes. 

 

 

 

 

 

 

 

 

 

Fig. 9. Integrating connectivity of ground BTS, ships and planes with each 
other forming a large ad hoc network. The best path can be chosen for 
transmission, from a number of paths.   

When there are a number of paths with ships and planes 
available for connectivity, the best path can be chosen, similar 
to the concept of the internet.  

A. Summary of Connections 

Summarizing the possible connections between land BTS, 
ships and planes; 

 (A) Ground BTS to aircraft connectivity. Dish antenna on 
ground can be large (and moving) and must point a few 
degrees above the horizon. Plane antenna will be small. 

(B) Aircraft to aircraft connectivity. Can be narrow-
direction or omni-directional. Antennas are limited in size and 
movability, as antennas protrude from aircraft, contributing to 
drag and fuel loss.  

 (C) Aircraft to Ship connectivity. Ship antennas must point 
above by a few degrees, and be compensated for yaw, pitch 
and roll.  

(D) Ground BTS to Ship connectivity. Microwave 
connection can allow ship to act as new BTS. Only available 
when ship is a few tens of kilometers from the shoreline.  

(D) Ship to Ship connectivity. Antenna must compensate 
for roll, pitch and yaw.  

These are summarized in the table below.  

TABLE 1. TUPES OF CONNECTIONS FOR SHIPS AND PLANES 

 Over land Close to 
land (a few 
tens of km) 

Medium 
distance 
from Land 
(100 km) 

Very far 
from land 
(100s of km) 

Planes Can connect 
to Ground 
BTS with 
small 
antennas 

Connection 
to land BTS.. 
Can act as 
repeater for 
BTS.  

Secondary 
connection to 
ships and 
planes 

Connect to 
ships.  
Connect to 
island BTS, 
if possible   

Ship  (not 
applicable) 

To BTS, 
Point to point 
Microwave  

Secondary 
connection to 
ships, 
connected to 
land BTS 

Connect to 
island BTS, 
if possible. 

 

Automatic 
Compensation
Of pitch, yaw and 
roll

Tens of km

Base Transceiver 
On Land

Plane to plane (tens of km)

BTS to
 plane

(te
ns o

f k
m)

Ship to ship (tens of km)

Ship to plane (tens of km)

BTS to plane

(tens of km)

ship
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TABLE 2. COMPARISON OF ANTENNAS 

 BTS Planes Ships 
Antenna 
Features 

Can be 
elaborate  

Must be compact, 
as antennas 
increase drag 

Moderately 
compact 

Installing 
New 
Antenna  

Relatively easy Difficult Moderately 
easy 

Directionality 
angle 

Can be very 
narrow 

Wide angle Not-so-narrow 

Moving 
Antenna 

Moving 
possible 

Difficult Moving 
possible 

 

B. In the Open sea, with BTS on an Island 

Connectivity becomes difficult when the ships or planes are 
far from land (hundreds of km) in the open seas. In this case, 
an available island with can be connected with a solar-powered 
BTS and a submarine cable. BTS connections on uninhabited 
island may be problematic, as salty dust may accumulate on 
solar panels.  

 

 

 

 

 

 

 

 

 

Fig. 10 . In the open sea, far from the mainland, a fiberoptic-connected solar-
powered BTS can be set up on an island, for, connecting to ships and planes 

With point-to-point distances between microwave at 50 - 
80 km, it may be possible to extend the ad hoc network a 
hundreds of km into the sea (figure below).  

 

 

 

 

 

 

 

.  

 

 

Fig. 11. Top view of a network of BTS, ships and planes, that can go perhaps a 
hundred km or more into the sea, depending on the connectivity of microwave.  

C. Challenges and Limitations 

As with any new technology, there are numerous 
challenges and limitations that must be overcome..   

1. The large distances between ships and between planes 
may require specialized technology.   

2. The proposed technology of this paper depends on the 
continuously tracking (or moving) narrow-angle dish antenna 
on ships and on ground-based BTS. Such tracking and 
movement may be difficult for antenna on aircraft.  

3. Both ships and planes have enough power to have 
powerful transmitters and receivers. 

4. Tracking of antennas requires moving parts and 
continuous movement, which could be a problem. But 
movement can be avoided by having numerous narrow-angle 
dish antennas.  

5 As there may be considerable roll on ships, their antennas 
may have to have wider-angle dish antennas. Or there can be 
compensating motion of the antenna to keep it horizontal and 
pointing in the right direction. Rewriting, antennas must:  

(a) have wider directionality to compensate for the rolling 
and yawing of ships.  

(b) or move and compensate so as to keep connection with 
BTS or ships or planes.   

6. The antennas on planes generate wind resistance, and 
may be required to be smaller and non-moving.  

7. Short distances between ships and planes may allow 
nonmoving antennas with wide directionality. Long distances 
between ships and planes may require moving and tracking 
antennas with very narrow directionality.   

8. The main problem with moving antennas is that that they 
must keep moving all the time, and that salty dust will lead to 
rapid corrosion and will require frequent maintenance.  

VII. COMMERCIAL IMPLEMENTATION 

With all the general strategies presented above, how are 
they to be implemented in practice over the next few years? 
Commercial airlines and passenger ships may be given an 
incentive not only to buy connectivity for themselves, but to 
act as part of a larger connectivity backbone. It is in the interest 
of the ships and planes to make the ad hoc networks as large as 
possible, because any ship or plane may be at the outer edges 
of this ad hoc network.  

Opportunities and legislation should be provided so that a 
maximum number of companies can compete with each other 
to provide connectivity services. Rules and standards should 
encourage competition. Allowing multiple players would avoid 
monopoly and syndication, which are easy traps to fall into, 
considering the global backdrop. 

CONCLUSION 

Ships and planes today mostly rely on the very limited 
bandwidth of satellites, which gives slow connectivity to their 
many passengers.  

Land BTS are connected to high-speed microwave or 
fiberoptics, meaning planes and ships close to the shore can 
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connect to land BTS. Planes in proximity, especially in 
common flight paths can form ad-hoc networks, Ships can 
form ad hoc networks, especially with shoreline BTS. Ships in 
common routes can help in forming ad hoc networks. With 
multiple channels available between distant ships and planes, 
the best path can be chosen for transmission; which is also the 
principle of the internet.  

Microwave communication with point-to-point antenna can 
be mostly used, in preference to cellular communication,  
Antenna on planes must be compact to reduce drag, meaning 
specialized compact antenna must be used. In comparison, dish 
antenna on BTS and on ships can be large and moving (for 
tracking). 

Numerous narrow-angle non-moving dish antennas can 
switch automatically to track a moving ship or plane. Or else, 
an antenna can keep moving to track a ship or plane. Ships and 
planes have the extra power for all this communication, which 
a cell phone does not have. 

Isolated islands far into the sea can have a BTS installed 
with the help of submarine cable and solar panels. 

Today's technical capabilities suggest we on the verge of a 
Wild West of new technologies for connectivity on ships and 
planes. A major revolution in the connectivity may be just on 
the horizon, allowing connectivity hundreds of km from the 
shore. It is hoped that this paper will help in the design and 
implementation of these new technologies. A number of 
competing technologies are likely to emerge, followed by 
survival of the fittest. New policies and standards should 
encourage competition and discourage monopoly and 
syndication.  
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Abstract—Image-based applications are widely spread nowa-
days. Steganography is a type of data hiding methods that
manage covering the presence of a confidential communication
between two ends. That is obtained by concealing the secret
medium into a cover medium to deliver a stego medium that
ought to be unnoticeable to a third party. The contrary of
steganography, image steganalysis, is about identifying the pres-
ence of stego images. Image steganography schemes are becoming
more and more secure every day. Cyber criminals can utilize
these schemes to conduct a secret and malicious communication.
Therefore, image steganalysis is of great importance to interfere
such communications. In this paper, a transform domain based
steganalysis scheme is proposed that utilizes the architecture
of AlexNet, which is an object classification DL scheme. Some
modifications are performed on the existing AlexNet architecture
to enhance the detection performance of the model. Experiments
showed that FB-GAR steganography scheme was successfully
detected with an accuracy of 74.72%. Also, the relationship
between the capacity and the quality of stego images was studied
in this paper for both FB-GAR and J-UNIWARD. Furthermore,
the relationship between the correlation of the cover images and
the capacity and quality of stego images was discussed.

Index Terms—Steganography, Steganalysis, DCT, CNN, Accu-
racy.

I. INTRODUCTION

A type of data hiding methods is steganography that man-
ages to cover the presence of a confidential communication
between two ends. In steganography, a stego medium that
ought to be unnoticeable to a third party is produced by
hiding the secret medium in a cover medium. Establishing
this secret communication by steganography can be done by
utilizing text, audio, or pictures as the cover medium [1].
The two main categories of steganography are spatial domain
steganography and transform domain steganography. First,
spatial steganography embeds the secret into the pixels of
the cover image. Secondly, transform domain steganography
embeds the secret into the frequency coefficients of the cover

image. Throughout the past few years, there was a noticeable
increase in the complexity of steganography schemes and
therefore resulted in profoundly imperceptible stego images
[2].

On the other hand, recognizing the presence of stego images
and subsequently uncovering the mysterious communication
between two entities is called image steganalysis, which is
the contrary of steganography [3]. Spatial and transform
steganalysis are the types of image steganalysis. With the
expanding utilization of steganography by cyber criminals,
image steganalysis is also advancing to prevent their malicious
actions. A type of Neural Networks (NN) called Convolutional
Neural Networks (CNNs) is being used recently in image
steganalysis. Nevertheless, research in spatial domain ste-
ganalysis has commanded more notice than transform domain
steganalysis [3].

Recognizing the utilization of steganography schemes that
use Discrete Cosine Transform (DCT), Discrete Fourier Trans-
form (DFT), or Discrete Wavelet Transform (DWT) in the hid-
ing procedure is the main goal of Transform domain steganal-
ysis. DCT steganalysis has a well-known sub-classification
called JPEG steganalysis. In addition, the quantized DCT
coefficients of a cover image is where the embedding of secret
data in JPEG image steganography happens. Besides, spatial
domain steganalysis distinguishes embedding changes made to
the pixels directly.

The odds of image steganography being utilized incre-
ment considerably more than other media because images
are broadly utilized in the current communication. Many
different cover image formats like BMP, GIF, JPEG and so
forth can be used in image steganography. JPEG format is
used by a lot of image capturing tools. A well-known JPEG
image Steganographic scheme that is publicly available is J-
UNIWARD [4].

The aim of this paper is to utilize the architecture of an
existing CNN that was designed for a certain purpose and use
it for image steganalysis and evaluate its performance. There-978-1-6654-4067-7/21/$31.00 ©2021 IEEE
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fore, this paper presents a transform domain based steganalysis
scheme that utilizes the architecture of Alexnet [5], which
is an object classification DL scheme that classifies objects
into 1000 classes. Some modifications are performed on the
Alexnet architecture to enhance the detection performance
of the model. The model aims to detect two steganography
schemes, J-UNIWARD [4] and FB-GAR [6] namely.

The rest of this paper is arranged as follows: the background
information is discussed in Section II, while Section III
presents the steganalysis scheme and discusses the experimen-
tal results and setup. Finally, concluding remarks are found in
Section IV.

II. BACKGROUND

Iin image and signal processing, a broadly used transfor-
mation is the Discrete Cosine Transform (DCT), because of
its “energy compaction” property. Most of the image data is
located in the top-left area of the domain, that is the low-
frequency coefficients region [7]. An extension of the 1D-
DCT is widely used in image processing, the 2-dimensional
DCT (2D-DCT), since images are two-dimensional signals.
2D-DCT is useful in steganalysis since it seperates the low
frequency from the high frequency content in an image.

Artificial Intelligence (AI) has shown significant advamce-
ment in the course of recent many years. It has significantly
decreased the gap between the tasks that ought to be performed
by people and machines. Deep Learning (DL) is a subcategory
of AI algorithms [8]. One class of DL algorithms is CNN. The
input of a CNN is an image, and then it specifies adaptable
weights to specific characteristics of the image to differen-
tiate between different input images. Orthodox classification
algorithms utilize hand-engineered filters. On the other hand,
CNNs are capable of learning these features. Furthermore,
CNNs need less pre-processing in comparison with other
classification algorithms. The CNN used throughout this paper
is AlexNet.

XuNet, a 20-layer CNN for JPEG steganalysis was proposed
in [9]. The pre-processing of the input images was done using
a fixed high-pass DCT filter. The shortcut connection in [10]
was utilized to attain a deep structure, while instead of pooling
layers, (3x3) convolutions with a stride of two were used.
Chen et al. in [11] presented a CNN for JPEG steganalysis
that is phase-aware. They divided the feature maps into 64
parallel channels, and used a few high-pass filters including
KV filter, a point filter, and two Gabor filters. BOSSbase [12]
and BOWS2 [13] databases were used in the experiments that
showed improved detection performance.

Two designs were presented by Yang et al [14]; the first
design is 32-layer CNN architecture whereas the second design
is an ensemble architecture (CNN-SCA-GFR). The 32-layer
CNN module reuses features by concatenating all features
from the preceding layers to improve the flow of gradient and
data as well as reduce the amount of parameters used. The
CNN-SCA-GFR model is a combination of their proposed
deep CNN and the traditional SCA-GFR technique [15].
BOSSbase [12], BOWS2 [13], and ImageNet [16] databases

were used and J-UNIWARD [4] and UERD [17] steganog-
raphy techniques. The ensemble design obtained better per-
formance than the 32-layer CNN because of the directional
features from the SCA-GFR technique with Gabor filtering
also from the CNN model, the non-directional feature maps.

III. EXPERIMENTS

Alexnet [5] is an eight layer deep convolutional neural net-
work that was designed for object classification. The network
was trained using more than one million image from the
ImageNet database. A pretrained version can be found online
that can classify input images of size of (227x227) into 1000
classes. These classes include keyboards, pencils, and a lot of
animals. Details on the architecture can be found in [5].

In this paper, the AlexNet layer layout was used as the basis
model to detect the use of steganography. The layers contain
convolutional layers, max pooling layers, ReLU layers, and
cross channel normalization layers. The layers were trained
on the BOSSbase and BOWS2 datasets as displayed in section
III-B. The first layer was modified to an image input size of
(256x256) and only one channel as opposed to the original size
which was (227x227) and 3 channels. Another modification
was done in the fully connected layer since it obtained 1000
classes, therefore it was changed to classify into two classes
(stego and cover). In addition, DCT was used to pre-process
the data before training and testing the network. The reason
behind using DCT is because it distinguishes between the
high frequency content of the image and the low frequency
content, which helps the netwrok in classifying the images
and detecting the use of steganography. The definition of the
2D-DCT for an input image A and output image B is [18]
[19]:

Bpq = αpαq

M−1∑
m=0

N−1∑
n=0

Amncos
π(2m+ 1)p

2M
cos

π(2n+ 1)q

2N

where 0 ≤ p ≤M − 1 and 0 ≤ q ≤ N − 1

where αp =

{
1√
(M)

p = 0√
( 2
M ) 1 ≤ p ≤M − 1

and αq =

{
1√
(N)

q = 0√
( 2
N ) 1 ≤ q ≤ N − 1

M and N are the row and column size of A, respectively.
(1)

All experiments were done using MATLAB. The training
parameters used were: stochastic gradient descent as the solver
with 0.9 momentum, initial learn rate of 0.001, mini batch size
of 32, and 15 training epochs. The training data is 70% of the
total data.

A. Evaluation Metrics

One of the parameters that is controlled and changed
throughout this work is the capacity. The capacity of a
steganographic technique is how much hidden data is in the
stego image. Naturally, the higher the capacity, the easier it
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Fig. 1: An example of the stego images generated by FB-GAR and J-UNIWARD steganography schemes for a capacity of 1
bpp.

becomes to detect anomalies in the stego image. The capacity
is measured in bits per pixels (bpp) as well as bits per non
zero AC coefficients (bpnzAC). The formula below is used
to calculate capacity if the embedding process is done in
grayscale while the capacity is multiplied by three if the hiding
process is done in RGB colorspace.

Capacity (Bpp) =
(Secretwidth× Secret height× 8)

(Cover width× Cover height)
(2)

The Peak-Signal-to-Noise-Ratio (PSNR) uses the original
cover image as reference and compares it with the stego image.
PSNR measures the quality of reconstruction in an image. It
represents the ratio of the highest power of a signal over the
power of noise. The formula for PSNR is:

PSNR (dB) = 10Log10

(
2552

MSE

)
(3)

Where MSE is the mean square error of comparison be-
tween the stego and cover image.

Structural SIMilarity (SSIM) is another metric for com-
parison between the stego and cover images. It demonstrates
whether the structure of the stego image has changed or not
in comparison to the structure of the cover image.

The main performance parameter used to evaluate the
efficiency of the steganalysis scheme is the detection accuracy,
which is defined by equation 1.More details on the paramters
can be found in [20]:

DetectionAccuracy (%) =
(TP + TN)

(P +N)
(4)

The classification error probability is another metric that has
been used within the steganalysis society and it is calculated
as:

PE = minPFA

1

2
(PFA + PMD) (5)

Where PFA represents the false-alarm (false positive) prob-
ability and PMD represents missed-detection (false negative)
probability.

B. Database

The databases used for the training process were modified
from the BOSSBase [12] and BOWS2 [13] databases. Each
of these databases consists of 10,000 images, each image was
divided into four blocks using MATLAB resulting in a total of
80,000 images of size 256 x 256. The division of the images
was based on two reasons: to increase the database size and
to avoid losing the details in the images by resizing them to
a very small size.

The created database was used to generate cover/stego pairs
using two steganography techniques: J-UNIWARD [4] and
FB-GAR [6]. The FB-GAR scheme was modified to work
on gray-scale images as opposed to the original RGB. It was
also modified to limit the capacity to ensure fair comparison
between the two steganography schemes given that it was
originally proposed to maximize the capacity. The fixed block
size used in the FB-GAR scheme is 128 x 128. The capacity
used to generate the datasets ranged from 0.1 bpp to 1.0 bpp
in 0.1 intervals. Figure 1 displays an example of stego images
generated by both steganography schemes.

C. Results

Experiments were done to examine the quality of stego
images using both steganography techniques. Figure 2 dis-
plays the three cover images used in the experiments. These
images portray a wide range of frequencies, cover 1 is highly
correlated, cover 2 is medium, while cover 3 is uncorrelated.

We can conclude from Figure 3 that for highly correlated
images (a) J-UNIWARD outperforms FB-GAR in both com-
parisons, while for uncorrelated images (c) it still outperforms
FB-GAR in terms of PSNR but the gap in PSNR is less, and
FB-GAR outperforms J-UNIWARD in terms of SSIM when
the capacity exceeds 0.7 bpp. An important observation is that
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Fig. 2: The different cover images used to compare the quality of the stego images generated by J-UNIWARD and FB-GAR.

both schemes perform better with correlated cover images,
since they both utilize DCT in the hiding process.

After training the network, 30% of the data was used to
test the performance of the network. Figure 4 summarizes
the performance in terms of detection accuracy and error
vs capacity for FB-GAR. It is evident from the graphs that
the higher the capacity, the higher the detection accuracy,
and the lower the detection error Pe. The AlexNet layout
has succeeded to detect the FB-GAR steganography scheme
with accuracy of 74.72% for 1 bpp. On the other hand, J-
UNIWARD was not detected throughout the experiments since
it is more secure than FB-GAR. In addition, some promising
experiments are being conducted to detect J-UNIWARD after
modifying the AlexNet architecture.

IV. FUTURE WORK AND CONCLUSIONS

Image steganography schemes are becoming more and more
secure every day. Cyber criminals can utilize these schemes
to conduct a secret and malicious communication. Therefore,
image steganalysis is of great importance to interfere such
communications. The relationship between the capacity and
the quality of stego images (PSNR and SSIM) was studied
in this paper for both FB-GAR and J-UNIWARD. Also, the
relationship between correlation of the cover images and the
capacity and quality of stego images were examined. AlexNet
architecture was used to detect the use of the two mentioned
steganography schemes, and FB-GAR was successfully de-
tected with an accuracy of 74.72% for 1 bpp. For future work,
some promising experiments are being conducted to detect J-
UNIWARD after modifying the AlexNet architecture.
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Fig. 3: (a) Comparison between J-UNIWARD and FB-GAR in terms of PSNR vs capacity and SSIM vs capacity for cover 1.
(b) Comparison between J-UNIWARD and FB-GAR in terms of PSNR vs capacity and SSIM vs capacity for cover 2. (c)

Comparison between J-UNIWARD and FB-GAR in terms of PSNR vs capacity and SSIM vs capacity for cover 3.
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Fig. 4: (a) The network performance in terms of detection accurcay. (b) The network performance in terms of detection error.
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Abstract - In observational astronomy, researchers have 

reached a point where large datasets from sky surveys 

are regularly published. Sending probes to land on 

asteroids, collect material, and ship it back to Earth is 

one strategy for space exploration. Astronomical data is 

rapidly increasing in size and complexity as space and 

ground-based telescopes are developed and deployed. 

Machine learning has gained popularity among 

astronomers in recent years, and it is now used to solve a 

variety of tasks, including classification, regression, 

clustering, outlier detection, time series analysis, 

association law, and so on. The study on previous work 

of papers on exoplanets and their habitability show 

machine learning methods including Support Vector 

Classification, Random forest, K- Nearest Neighbor, and 

so on were used in the majority of the papers. Until now, 

only a few deep learning methods have been studied. As 

a result, this research work overcomes different 

challenges faced by astronomers dealing with large data 

and seeking relevant knowledge for each objective using 

Deep Learning techniques. Furthermore, deep learning 

techniques are capable of managing complex data with 

ease. To begin, this paper proposes ASTRONET, a deep 

learning architecture, to look for exoplanets that are 

habitable based on their planet gravity, eccentricity, 

mass, radius, and other characteristics. This research 

paper explains the entire process of finding exoplanets 

and categorizing them based on their habitability. 

Finally, to establish a knowledge base of parameters that 

affect the habitability of exoplanets.  

Keywords – Exoplanets, Deep Learning, Astronet, 

Classification, Artificial Intelligence, TESS (Transiting 

Exoplanet Survey Satellite), Astronomy, Machine 

Learning, Habitability, Convolution Neural Network 

(CNN) 

I. INTRODUCTION  

Most of us wonder if there is life outside of our planet? 

We reside in a universe that is colossal beyond our 

imagination. The problem of detecting anomalies in 

massive, high-volume astronomical datasets is 

discussed in this paper, and a solution based on 

machine learning algorithms is studied and  

 

 

the most impactful and intense deep learning 

technique is proposed.  

The NASA Astrobiology Roadmap has established an 

understanding of the origin and distribution of 

habitable planets and moons in the Galaxy as a major 

research theme (Des Marais et al., 2008). We require 

more detailed and cohesive models to determine the 

conditions for the habitability of planets to understand 

how sustainable the atmosphere and living conditions 

are or could be, to generate detectable biosignatures, 

and determine the similarities to the conditions that 

support life on Earth. 

The habitable zone for exoplanets was first presented 

and modelled in detail by [14], who explained how 

physics and chemistry play a vital role in the exoplanet 

study. The immense diversity of exoplanets, as well as 

the estimated variation in their atmospheres in terms 

of mass and composition, has sparked a deep desire to 

rethink planetary habitability. 

So, in this paper, the model gives an overview of 

existing machine learning techniques for assessing 

exoplanet habitability and suggests the ASTRONET 

deep learning approach to achieve our objectives. 

II. LITERATURE SURVEY 

This paper discusses the effectiveness of various 

Machine Learning methods in classifying exoplanets 

into classes of thermal habitability and characterizing 

them based on possible habitability. The challenges 

solved are supremacy in the non-habitable planetary 

sample dataset using under-sampling methods (of 

dominant class samples) and over-sampling methods 

[1]. 

They proposed to build a Machine Learning model to 

automate Kepler cumulative object of interest data 

classification and then deploy it. KNN, Random 

Forest, and SVM models were used, validated, and 

checked for precision, accuracy, and recall to create a 

better model for classification. And for model 

Deployment- Flask API, Azure Cloud were used. It 
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has a Comprehensive ML pipeline: Engineer data, 

train, and test models. A robust model is required to 

handle errors [2].  

The purpose of this project was to use the data as 

training data and use planetary and stellar 

characteristics to construct a machine learning model 

that can anticipate habitable planets. Data source: 

From the explanation of NASA Exoplanet Archive 

Attribute of Kepler data, 14 stellar and planetary 

features were discovered. Few of them are "Planetary 

Radius", "Isolation Flux", "Equilibrium Temperature", 

"Orbital Period", "Distance from parent Star", "Stellar 

Temperature" SVM with rbf kernel used. But a robust 

model needed to cope with huge and complex data [3]. 

In this paper, they used various supervised learning 

algorithms to predict the habitability of recently 

observed exoplanets. Used various models like CART, 

SVM, FNN, Random Forest, Logistic Regression, and 

Naïve Bayes. A Regression tree was created to 

anticipate the value of ESI for a planet. It was not 

suitable for unlabelled data and image data. Further 

optimization of the model is possible [4]. 

Applied Deep Learning algorithms to identify Kepler 

candidate transit cases. Used Kepler DR24, TESS. 

CNN models used are Astronet: Baseline Model, 

Exonet: Revised Model, and Exonet-XS: Decreased 

Model Size. Stellar parameters include metallicity, 

radius, mass, stellar effective temperature, surface 

gravity, and density. The model uses two views of 

phase-folded light curves as inputs, which is followed 

by completely connected layers that output a value 

between 0 and 1 that predicts whether transit is a planet 

or not. Astronet was prone to overfitting [5]. 

The model can differentiate between false positives 

and genuine exoplanets, with good accuracy. The 

training set was derived from the NASA Exoplanet 

Archive's Autovetter Planet Candidate List. It requires 

a high training period and high computational power. 

But it requires a high training period and high 

computational power [6]. 

The probability of an observation being an exoplanet 

is estimated using a number of datasets and 

classification models. For predicting exoplanets’ 

existence, the proposal aims at using three classifiers. 

By using different classification algorithms like SVM, 

ANN, and Naive Bayes Classifiers can obtain different 

results. It is not suitable for unlabelled data [7]. 

It concentrates on the implementation of various 

algorithms of Machine Learning on NASA’s Kepler   

data for the prediction of exoplanet habitability 

disposition. The proposed model will be able to 

operate on data generated by different ground and 

space observatories and classify exoplanet candidates 

as habitable or non-habitable. It involves the execution 

of supervised Machine Learning algorithms which 

include K Nearest Neighbor, Logistic Regression 

Naive Bayes, Decision Tree, and Random Forest. The 

binary classification of objects as “FALSE 

POSITIVE” or “CONFIRMED” exoplanets is taken 

into account by the model. The decision tree algorithm 

is a suitable model for predicting habitability [8]. 

The traditional Machine Learning models like SVM, 

Random Forest, Decision Tree, etc. used to predict the 

habitability of exoplanets had certain drawbacks like 

time-consuming and variation in outcomes. 

So, the proposed Deep Learning model i.e “Astronet” 

is a modern technique backed with high computation 

capabilities that will provide error-free and unbiased 

outcomes. 

III. PROBLEM STATEMENT 

“Exoplanet Habitability” A planet outside the Solar 

System is known as an exoplanet or extrasolar planet. 

Habitability refers to an area or region where life can 

sustain. Every day, a large amount of astronomical 

data is produced. NASA is a well-known space agency 

that has similar data. Satellites, radio telescopes, 

orbital telescopes, space stations, and other 

instruments are used to collect this information. The 

instruments assist in the search for new exoplanet 

information. Additionally, they gather data on the 

physical states of the exoplanet. The characteristics of 

exoplanets will be studied using deep learning and 

machine learning. Further, the model will be able to 

discover what the key features of an exoplanet are that 

make it ideal for sustaining life.  

 

IV. OBJECTIVE 

To determine the habitability of exoplanets based on 

different properties of exoplanets using deep learning 

algorithms and techniques. 

V. PROPOSED SYSTEM 

There is numerous research work done in machine 

learning techniques for the classification of 

habitability of exoplanets. In this paper, the research 

proposes a deep learning model for the detection and 

classification of planets based on their habitable 

behavior. ASTRONET deep learning model is used to 

predict anomalies in astronomical bodies by 

classifying whether the studied newly existing planet 

is habitable or not. The design of the overall module 
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 including process flowchart, algorithm, detailed 

architecture of ASTRONET is explained. 

Prediction of habitability of exoplanets using Deep 

Learning algorithm: Habitability here refers to the   

quality of having similar properties of being adequate 

enough to live in. Habitability can be determined using 

the exoplanet properties like mass, radius, eccentricity, 

orbital inclination, gravity, metallicity. Exoplanets are 

planets that do not orbit around our sun but do orbit 

around a star. So, we put forward the idea of predicting 

the habitability of exoplanets using the previous huge 

amount of data present with the help of deep learning 

techniques.      

 

Fig 1. Flow Chart explains the total flow of Exoplanet Classification 

ASTRONET: 

The proposed ASTRONET architecture to identify 

and detect potentially habitable exoplanets that 

support a variety of planet and star characteristics. 

NASA's Exoplanet Program, NASA's Kepler mission 

results, and data from the Transiting Exoplanet Survey 

Satellite (TESS)[9]. 

These data must be compelled to be efficient, which 

means they must be reviewed for false-positive 

signals, such as those caused by stellar eclipses and 

instrumental noise, which outnumber true planet 

transit signals. 

Let's start with the information gathered by Kepler's 

telescope, which was used to detect the presence of a 

planet. A light-weight curve is a graph that displays 

the brightness of a star (as determined by Kepler's 

photometer) over time. When a planet moves in front 

of a star, it blocks some of the suns, causing the 

measured brightness to drop and then rise again. 

Now let's understand the model flowchart (Fig 1) in 

detail.  

A. DATA GATHERING 

We start with gathering information from various 

available data sources. We fetch the data from NASA 

Archive, Kepler Mission Data, and TESS (Transiting 

Exoplanet Survey Satellite) data. 

B. DATA PREPROCESSING 

It is essential to perform data preprocessing before 

feeding our model with data. This will result in high-

quality data or valuable knowledge, which will have a 

direct effect on our model's ability to learn. 

1.SMOTE  

SMOTE stands for Synthetic Minority Oversampling. 

It is a method for eliminating data imbalances. It is 

introduced to minimize dependency on majority class 

values. 

2.Normalization 

The input dataset includes several features with 

varying ranges and normalization assists in getting 

them all to a similar scale. The values in the range [0,1] 

are rescaled. 

3. Smoothing 

Filters are used to smooth things out. Filters provide 

robustness in the face of noisy data. This paper aims to 

increase the accuracy of the data without distorting the 

signal tendency by averaging out neighboring data 

points. 

4. Standardization 

Standardization helps in generalizing the data. By 

generalizing the numerical conditions of inconsistent 

data, standardizing the dataset makes the training 

process more well behaved. 

C. TRAINING MODEL 

The ASTRONET is proposed which is similar to Deep 

Convolutional Network [10] to find exoplanets. The 
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diagram below illustrates the Astronet Architecture 

briefly. 

 

Fig 2.  Astronet Model Architecture 

 

The basic architecture is similar to the Convolutional 

Neural Network. 

Step 1: Light Curves 

The global and local views of each phase-folded TCE 

of Light curves [13] are used as the initial input. Each 

TCE represents a possible exoplanet transit with a 

particular period, epoch, and length. 

Step 2:  Convolution Layers 

This section contains filters that assist in feature 

extraction. Every hidden layer of ASTRONET 

architecture uses ReLU. ReLU is a linear rectifier 

activation function that produces a linear graph by 

eliminating all negative values. 

Step 3:  Max Pooling  

By proving an abstract form of representation, Max  

Pooling reduces overfitting. It also decreases the 

number of parameters to learn and provides basic 

translation invariance to the internal representation, 

lowering the computational cost. 

Step 4: Stellar Parameter 

The performance of Max Pooling is combined and 

fed into stellar parameters. Stellar parameters are 

important concepts in science. Efficient temperature 

(Teff), surface gravity (log g), mass (m), density (d), 

metallicity, and other parameters are among them. 

These parameters form a set of standardized 

parameters for data validation. 

Step 5:  Fully Connected Layer 

Stellar Parameter output is given as input to fully 

connected layers. It compiles the data extracted by 

previous layers to give the final output. 

Step 6: Sigmoidal Output 

 In CNNs, the sigmoid function is the most common 

activation function. Finally, the astronet architecture 

finishes with a sigmoidal feature that generates a 

number of outputs (0,1). It either classifies the input 

as true positive exoplanet transit or as true negative 

exoplanet transit. The graph of the sigmoid function 

is in the form of an ‘S,' and it has a finite limit. 

S(x) = 1 �
�

��� , where S(x) is the mathematical 

representation of a sigmoidal function. 

Two Astronet variants can be designed and created 

during the training process.  

1. Augmented Astronet 

2. Smaller Astronet 

These variants have fewer convolution layers and 

max-pooling layers. As a result, the model size is 

reduced, requiring less training time and computing 

resources. 

 

D.   PREDICTIONS 

Hyperparameters: Hyperparameters are used to refine 

the output metrics' values. The required learning rate, 

epochs, and batch size are all taken into account here. 

The value may differ from model to model based on 

the amount of noise present in the dataset. In some 

cases, drop-out is also added to reduce model 

overfitting.  

Once the model is built it is very important to evaluate 

how good the model performs. We will evaluate our 
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model using the below matrix and then finally predict 

in which category the studied exoplanet belongs to i.e 

habitable or not habitable. 

Performance Matrix or Confusion Matrix: This matrix 

is generated to evaluate the model performance of 

classification models. It shows the following values- 

 

Fig 3.  Confusion Matrix 

 

True Positive (TP) - These are correctly predicted 

positive values that means prediction of actual class is 

yes and predicted class is also yes. E.g if the actual 

class says this exoplanet is habitable and the 

predicted class tells you the same thing. 

True Negative (TN) - These are the correctly 

predicted negative values which means that the 

value of the actual class is no and value of predicted 

class is also no. E.g., if the actual class says this 

exoplanet is not habitable and the predicted class 

tells you the same thing. 

False Positives (FP) – When actual class is no and 

predicted class is yes. E.g., if the actual class says 

this exoplanet is not habitable and the predicted 

class tells you it is habitable. 

False Negatives (FN) – When actual class is yes but 

predicted class in no. E.g., if the actual class says 

this exoplanet is habitable and the predicted class 

tells you it is not habitable. 

1. Accuracy—the number of accurate classifications 

made in a given period of time. It is the ratio of 

correctly predicted observations to the total 

observations.  

Accuracy = TP+TN/TP+FP+FN+TN  

2. Recall or sensitivity — Ratio of true planets 

identified correctly. Recall is the ratio of correctly 

predicted positive observations to all observations 

in actual class. 

Recall = TP/TP+FN 

3. Exoplanet precision or positive predictive 

value—the percentage of input TCEs identified as 

exoplanets that are actually planets. Precision is the 

ratio of correctly predicted positive observations to 

the total predicted positive observations.  

Precision = TP/TP+FP 

4. F1 score - F1 Score is the weighted average of 

Precision and Recall. It measures the test accuracy. 

It scores maximum value when it tends to reach 1 

and minimum value when it tends to reach 0. 

F1 Score = 2*(Recall * Precision) / (Recall + 

Precision) 

Optimizer: To render an algorithm's cost function as 

minimal as possible. The ASTRONET model 

recommends using Adam Optimizer (Adaptive 

Moment Estimation). Adam is a combination of two 

optimization techniques i.e RMSprop and Stochastic 

Gradient Descent with momentum. Adam optimizer is 

chosen as it has less memory requirement, more 

computational efficiency, easy to implement and well 

suited for problems with large datasets. 

Mathematical approach: Adam algorithm first 

computes the gradient gt w.r.t parameters Ө, then 

computes and stores first and second order moments 

of gradient, mt and vt   respectively, as 

�� 	  �1 ∗ �� � 1 � �1� ∗ �� 

�� 	  �2 ∗ �� � 1 � 1 � �2� ∗ ��� 

Where   β1 and β2 are hyper-parameters that ϵ [0,1], 

β1 = 0.9 and β2=0.999 are ideally considered. At 

t=1 m0   and v0   are zero. Since initially the values 

are biased towards zero, we counter it by updating 

it mt’ and vt’ as 

��� 	 ��/1 �  ��1� 

��� 	 ��/1 �  ��2� 

Finally, the parameters updated are computed as 

�� 	  �� � 1 �  � ∗ ���/√��� � �� 
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where is a small stability constant, with standard 

value of � = 10-8. 

Classification: Finally, the model would classify 

whether the studied planet is a habitable exoplanet or 

not. 

CONCLUSION  

Our ASTRONET model would be an automatic 

approach to examine catalogs of interplanetary objects. 

By learning to recognize abnormalities in these bodies 

in any set, you will be able to recognize anomalies in 

any set. This model will save researchers a lot of time 

by supplying them with useful knowledge in just a few 

seconds. Our mission is to dig deep into planetary 

bodies in order to discover factors that will enable life 

to sustain on those planets, as well as to collect a vast 

amount of data for research purposes. 

The approach of deep learning has been accomplished 

to obtain the major objectives of Exoplanet 

classification and detection. Firstly, a complex deep 

learning model is proposed that will give accurate 

predictions. Secondly, Temperature, humidity, 

eccentricity, radius, weight, metallic materials, transit 

signals, and a number of other characteristics can all be 

used to determine whether or not an exoplanet is 

habitable and lastly, various performance measures are 

stated to evaluate the model predictions. To achieve 

these goals, a comprehensive ASTRONET will be 

developed and implemented. 
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Abstract— In this paper, a digitally controlled second-

generation current conveyor (DC-CCII) and a transimpedance 
amplifier (TIA) will be employed to implement CMOS 
temperature sensor interface. The light emitting diode (LED) is 
used in optogenetic devices for optical stimulation. One of the 
major concerns of these devices is overheating that can cause 
cell damage. This work will utilize the LED used for optical 
stimulation as its own temperature sensor, in order to overcome 
the overheating concerns in optogenetics. LED reverses current 
represent temperature-sensitive parameter (TSP) and it can be 
used to sense the junction temperature. Therefore, the junction 
temperature can be used to measure the surface temperature. 
To ensure stable LED biasing and measure the LED reverse 
current, the CCII circuit will be utilized. In addition, the CMOS 
temperature sensor interface is operating under a ±0.75 V 
voltage supply. The standby power consumption of the circuit 
ranges between 240 µW at a gain for the DC-CCII equals to 0 
dB and 700 µW at a gain for the DC-CCII equals to 16.9 dB. The 
proposed sensor interface has been implemented using LTspice 
with 0.25-μm CMOS technology.  

Keywords— DC-CCII, LED, optogenetics, sensor interface; 
TIA, TSP. 

I. INTRODUCTION  

Healthcare and biomedical devices have been improved as 
a treatment for different neurological disorders. Epilepsy is 
one of the neurological disorders that can be controlled by 
implantable optogenetic devices [1]–[3].  The optical 
stimulation in an optogenetic device can be achieved by 
human brain light exposure to light sources such as LED. 
Neural implantable devices are used as a treatment for a wide 
range of neurological disorders such as deafness, blindness, 
and motion disorders. For neurological motion disorders such 
as Parkinson disease, depression, and epilepsy deep brain 
stimulation (DBS) can be used for recording and stimulation 
[4]. Therefore, the device safety itself is equally important. 
The safety of those devices is represented by accidental 
electric discharge or overheating of the device.  

Considering implantable devices overheating, the surface 
of an optogenetic device must remain below the threshold 
temperature. The optogenetic device can be used with keeping 
the device overheating and brain temperature within an 
acceptable range. In µLED-based optogenetic device, the 
main challenge is the dissipated heat that can damage human 
brain tissue. The optogenetic stimulation required acceptable 
power and acceptable spatial with keeping the brain tissue 
temperature rise below 0.5 °C. Therefore, a 2.0 °C 
temperature rise in the probe during stimulation leads to a 0.5 
°C rise in the brain tissue [5], [6]. Consequently, to design 
optogenetic probes for seizures, controlling the temperature 
rise must be considered. In order to monitor the temperature 
permanently, the temperature sensor is required in implantable 
devices. 

Several temperature sensors have been implemented using  
a resistance temperature detectors (RTDs) or by adding 
CMOS temperature sensor realizations [7]–[10]. These 
temperature sensors require additional surface space on 
implantable devices. The LED can be used as its own 
temperature sensor by employing reverse current (IR) of the 
LED as a TSP [11], [12]. The method aimed to use the LED 
when it is not illuminated. The sensor interface has been 
developed using CCII for biasing the LED to ensure stable 
biasing and current sensing. The circuit is realized for an 
operational frequency less than 130 kHz. Therefore, the 
reverse current can be used to measure the junction 
temperature and IR can be known as TSP [13]. The relation 
between temperature and reverse current can be driven as 

 
𝐼𝑅𝛼 𝑒

1
𝑇 . (1) 

Consequently, the additional temperature sensor is not 
required for the device sensing. 

The CCII circuit has been employed in different types of 
application, Such as wideband waveform generator, filters,  
oscillators and other instrumentation systems such as different 
types of sensor interfaces [14]–[18]. In this work, a digitally 
controllable temperature sensor interface has been 
implemented using a digitally controllable second-generation 
current conveyor (DC-CCII) and a transimpedance amplifier 
(TIA).  The reverse current of the LED is nonlinearly and 
strongly sensitive to the biasing voltage. Therefore, the CCII 
is used to bias the LED with constant voltage and the TIA is 
utilized to convert the CCII output current to voltage and 
amplify the voltage to be suitable for ADC input dynamic 
range. The sensor interface is designed to be suitable with 
different optogenetic implantable devices using the current 
summing network (CSN) at terminal Z of the CCII.    

The rest of the paper is organized as follows. The sensor 
interface circuit and CMOS realization of the self-sensing 
temperature sensor is firstly covered in Section II. The 
simulation and results of the proposed circuit using 0.25-µm 
CMOS technology is then explained in Section III. In Section 
IV, the paper conclusion has been proposed. 

II. PROPOSED CMOS SELF-SENSING TEMPERATURE SENSOR 

As mentioned in the introduction, the sensor interface 
could be realized using DC-CCII cascaded with a TIA. The 
proposed temperature sensor interface CMOS realization is 
shown in Fig.  1.The DC-CCII receives the biasing voltage at 
terminal Y, then it buffers the voltage to terminal X  to bias 
the LED. The current of terminal Z follows the input current 
received at terminal X which is digitally controlled for gain 
greater than one. The TIA is used to convert and amplify the 
Z terminal output current to match the dynamic range of the 
analog-digital convertor (ADC) block.  
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Fig.  1. Proposed CMOS sensor interface. 

Based on the CCII introduced by [19], the CCII circuit’s 
input stage has been realized using two complementary 
differential pairs. It consists of NMOS matched differential 
pair (M1, M2) and PMOS matched differential pair (M10, 
M11). These matched differential pair are used to provide 
voltage follower between terminal X and terminal Y. The 
biasing currents for the differential pairs are provided by 
transistors (M9, M18).   

Two current mirrors consist of (M3, M4) and (M12, 
M13) provides constant tail current biasing in order to 
ensure the rail-to-rail operation. High Y terminal impedance 
has been provided and the current is equals zero. The 
matched transistors’ pair (M5, M14) and digitally 
controllable transistors (M6, M15), (M7, M16), and (M8, 
M17) are used to convey the X terminal current to the Z 
terminal. The push-pull output stage at the X terminal has 
been formed using transistors (M5, M14) and it reduce the 
power consumption.  

The DC-CCII realization provides gain greater than and 
equal to one. The following matric equation describes the 
DC-CCII with current gain α: 

 [
𝐼𝑌

𝑉𝑋

𝐼𝑍

] = [
0 0 0
1 0 0
0 α 0

] [
𝑉𝑌

𝐼𝑋

𝑉𝑍

]. (2) 

By replacing the Z terminal transistors in the CCII with 
transistor arrays using CSN, the current transfer gain α can 

be controlled in the DC-CCII circuit. The current gain is 
expressed as: 

 
𝐼𝑍

𝐼𝑋
= ∑ 𝑏𝑖2𝑖

𝑛−1

𝑖=0

, (3) 

where bi indicates the digital control bit and n is equal to 3. 
Therefore, the proposed circuit is digitally controlled using 
3-bits control words. 

The output current of the CCII is the input of the TIA. 
The TIA implemented using two-stage CMOS 
transconductance operational amplifier (OTA) [20]. The 
TIA circuit was implemented with differential pair (M19, 
M20). Transistor M21 mirrors the current to M22 to get 
single output. Transistors M24, M25, and M26 are used as 
a current source of the differential pair transistors. The third 
stage is consisting of transistors (M23, M27) represent the 
output stage of the TIA. The output stage of the TIA is class 
A where the current of M27 is constant. The overall 
transimpedance 

𝑉𝑜𝑢𝑡

𝐼𝑍
. All transistors are operating in 

saturation region. 

III. SIMULATION RESULTS 

The proposed CMOS DC-CCII circuit and sensor 
interface circuit performance was tested and verified by 
performing LTspice simulations under ±0.75 V voltage 
supply using 0.25-µm CMOS technology parameters and 
transistor aspect ratios given in TABLE I.  
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TABLE I. SENSOR INTERFACE’S TRANSISTORS ASPECT RATIOS 

Transistor Width (µm) Length (µm) 

M1, M2, M10, M11 15 1 

M3, M4, M12, M13 0.5 0.25 

M9 1 0.5 

M18 10 0.5 

M5, M6, M14, M15 25 0.25 

M7, M16 50 0.25 

M8, M17 100 0.25 

M19, M20 14 0.6 

M21, M22 8.5 0.6 

M23 37.5 0.6 

M24 9 1.2 

M25, M26 7 0.6 

M27 33 0.6 

The differential pairs (M1, M2) and (M10, M11) are 
biased through transistors (M9, M18) by setting M9 and 
M18 biasing voltage -219 mV and 105 mV, respectively.  
Fig.  2  shows the output voltage at terminal X versus the 
input voltage at terminal Y where terminal X is terminated 
with 10 kΩ. Fig.  3 shows the X terminal offset voltage 
variation versus X terminal input current when Y terminal 
voltage is equal to zero. The DC-CCII circuit offset voltage 
is below 12.5 mV and the X terminal input resistance (RX) 
is below 18.5 Ω. The bandwidth of the voltage transfer gain 
is 8.07 MHz 3-dB. The circuit provides total harmonic 
distortion (THD) for low frequencies around 0.091%. 

By including all combinations of 3-bits control word 
excepting zero, the DC-CCII realization with gains greater 
than and equal to one is examined. Fig.  4 represents the DC 
transfer characteristics for an input range of ±10 μA. For the 
gain equal to one, the X terminal and Z terminal currents are 
equal. Then, the current of the Z terminal increases with 
gain α. The magnitude frequency response of the DC-CCII 
with gain α is shown in Fig.  5. 

Considering temperature dependency, the circuit has 
been tested for different temperatures. In the optical 
stimulation phase the temperature increases, then in the 
second phase which is the sensing phase the temperature 
decreases as shown in Fig.  6. The Z terminal current of the  
DC-CCII represents the output current of the circuit and the 
input current of the TIA circuit. The output current for 
different gains is shown in Fig.  7. The TIA convert and 
amplify the CCII output current to match the dynamic range 
of the ADC block. The output voltage is amplified by gain 
of 200 × 103  V/A. The output voltage of the sensor 
interface by applying current with temperature variation is 
shown in Fig.  8. The sensor interface has a 3-dB bandwidth 
around 291.6 kHz. The input referred noise spectral density 
of the sensor interface is less than 39 pA/√𝐻𝑧. The standby 
power consumption of the circuit ranges between 240 µW 
and 700 µW. For DC-CCII gain α equal to one, the power 
consumption is 240 µW. While for gain α equal to 7, the 
power consumption is 700 µW. The proposed sensor 
interface simulated results summary is given in TABLE II.  

 

 
Fig.  2. Terminal X output voltage versus terminal Y input voltage.  

 
Fig.  3. Terminal X offset voltage and resistance.   

 
Fig.  4. DC transfer characteristics of the Output current with gain α for 

α=1-7.   
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Fig.  5. DC-CCII magnitude response with gain α for α=1-7.  

 

Fig.  6. Junction temperature versus time. 

 
Fig.  7. The DC-CCII output current with temperature variation versus 
the input current.  

 

 

Fig.  8. The time response of sensor interface output voltage. 

TABLE II. SENSOR INTERFACE SPECIFICATIONS 

Parameters Proposed Sensor Interface 

CMOS technology (µm) 0.25 

Power supply (V) ±0.75 

Transimpedance gain (V/A) 1.4×106  

3-dB BW (kHz) 291.6 

Power consumption (µw) 240-700 

Current driving capability (µA) ±1.23 

Input referred noise (below 3 MHz) 39 pA/√𝐻𝑧 

IV. CONCLUSION 

A CMOS temperature sensor interface has been 
implemented in 0.25-µm CMOS technology under supply 
voltage ±0.75 V in order to measure the implanted LED’s 
temperature in optogenetic devices. The reverse current of 
the LED has been used as a TSP to measure the temperature 
variation. Therefore, the LED used for optical stimulation 
has been employed as a self-sensing element. This method 
is used to reduce the implantable optogenetic device’s area 
by using the LED in stimulation and sensing phases. The 
CMOS sensor interface has been designed using a digitally 
controllable CCII to bias the LED and convey the reverse 
current received from the LED after controlling the current 
by 3-bits digital word. The circuit used to convey the 
digitally controlled current to a high gain TIA which is used 
to convert and amplify the signal. The output of the 
proposed DC-CCII has a 10 nA offset and the total standby 
power consumption is less than 700 µW. The achieved 
circuit characterization results show the CMOS sensor 
interface is suitable for implantable optogenetic devices 
which requires low voltage and accurate current conveyor. 
Future work may include the reduction of the offset current 
and modification of the digital control circuit. This can be 
obtained by increasing number of bits and reducing the 
power consumption.  
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      Abstract— Humans can use informed visual perception to 

generate sentences by bridging the gap between the recognition 

of visual features (images) and linguistic expression (words) 

describing these images. Videos are an example of visual 

perception; humans can describe the content of the video in 

meaningful sentences based on understanding their contents as 

a caption for the video. However, automating the video caption 

process is a challenging task as it confronts the model with two 

problems are: object detection and generating a sentence. 

     This research aims to develop a model that automates video 

captioning based on Encoder-Decoder using a deep learning 

algorithm following these two steps. Firstly, using the KATNA 

model to select the most significant frames from the video and 

remove redundant ones. Secondly, combining the two deep 

learning algorithms YOLO and LSTM. The You Only Look 

Once (YOLO) algorithm recognizes objects in the video frames 

and the Long Short-Term Memory (LSTM) algorithm 

generates the video caption. 

     The proposed model describes the video's content in a 

meaningful sentence and it shows good accuracy and efficiency, 

it applies YOLO on the MSVD dataset unlike other video 

captions using other deep learning techniques. 

 

Keywords—(Deep Learning, Natural Language Processing 

(NLP), Video captioning, You Only Look Once (YOLO)). 

I. INTRODUCTION 

  The information over the internet is growing 
exponentially hour by hour, and visual content 
understanding becomes an interesting search area in 
computer vision, and video captioning is one of its 
applications. There are a huge number of videos uploaded 
around the world from different areas at one second through 
the Internet; these videos need to be arranged and classify 
based on their captions to facilitate reaching them. It is a 
challenging task to automate the video caption process; 
tasks related to video captioning are still considered a 
challenging research topic.  The way video stream is 
structured and how they are dependent on temporal 
sequencing, multiple frames, varied objects, and actions and 
generating accurate sentence complicate the captioning 
process. Deep learning has currently shown up its efficiency 
in different areas and it has currently transformed computer 
vision studies and applications, video caption is one of its 
applications. Research experimenting with video caption 
using deep learning techniques develop various language 
models using LSTM (Long short-term memory), RNN 
(recurrent neural network), CNN (convolutional neural 
network), GRU (Gated Recurrent Unit), and TPGN (Tensor 
Product Generation Network).Recently, deep learning 
showed up its capability to deal with visual and text 
contents. Based on that, we propose a deep learning model 

constructs of encoder-decoder architecture; we compare the 
performance and the accuracy of using YOLO on the 
MSVD dataset and other deep learning techniques on the 
MSVD dataset. Our main objective is to develop an 
Encoder-Decoder video caption that utilizes YOLO as an 
encoder, unlike other models that use other deep learning 
techniques. , and compare final results with previous models 
using other deep learning techniques. 

II. LITERATURE REVIEWS 

Video captioning is a process for describing video 
content using one or more sentences [1]; It translates visual 
contents to natural language explanation. It starts by 
recognizing objects and relates them in sentences [2]. 
Figure1 shows the general process of video captions using 
Encoder-Decoder. An overview is given in what follows: 

 

Figure 1. General Structure of Encoder-Decoder Video Caption. 

 

Researchers informed by DL techniques; currently, 
adapt RNN models, such as LSTM[3]  and GRU[4], to act 
as a decoder of the video clip and learned to generate natural 
language sentences instead of using a specified template.  

 In [5], the researchers proposed a RESNET-50 CNN-
LSTM Encoder-Decoder for video captioning and an LSTM 
Encoder-Decoder for sentence generation. There are a 
different number of video frames; they take samples of each 
10 frames to reach an average of 40 processed video frames. 
In the beginning, the researchers changed the layers' 
structure of the (CNN) by using the residual function F(x) to 
enhance performance, and they used it to produce feature 
vectors of each video frame. A stacked LSTM used for 
encoding the visual features, and another for decoding the 
feature output of the CNN to natural language. They used 
LSTM on both sides of the model as Encoder and decoder; 
unlike our model, we use it as Decoder and YOLO as 
Encoder to enhance performance. Besides, it processes a 
huge number of frames, which consumes time. 

In [3], the researcher proposes to enhance the accuracy 
of video captioning by including Temporal Deformable 
Convolutional in both Encoder-Decoder. The Temporal 
Deformable Convolutional (TDConvED) supports 
combining information of features for a long time by adding 
fully convolutional to each Encoder-Decoder. In the 
Encoder, the CNN extracts a feature of video frames to be 
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fed into (TDConvED), model uniformly samples 25 frames 
of each video. This results in video intervals within context. 
Mean pooling is used to represent these contexts and send 
them to the decoder. In the Decoder, stacked shifted 
convolutional blocks are used to produce a word for each 
representation. It uses a temporal attention mechanism to 
help the decoder focus on selected frames based on their 
weights to produce video captions. It is feed-forward, which 
means the result from the current layer does not depend on 
results from previous layers; it affects the accuracy of the 
final result (caption) in the opposite of using RNN 
techniques such as LSTM in our model which is back-
forward. 

In[6], researchers propose a Multimodal Memory Model 
(M3) for video captions, they proposed a  shared memory 
for both visual (frames) and textual (sentences) and they 
guide visual attention on described elements to solve visual-
textual alignments. The researchers experimented with two 
datasets: MSVD and MSR-VTT, they uniformly sample 98 
video frames to 28, and 149 video frames to 40. Findings 
demonstrated that their method, when evaluated using 
BLEU and METEOR, did outperform most of the 
previously reported methods.  It takes a huge number of 
frames which consume time and there are no specific 
criteria to choose process frames. 

In [2], the Model generates captions based on spatial-
temporal attention (STAT); which focuses on some 
important frames and regions within the video,  not whole 
video frames. Firstly, the encoder network extracts global 
feature (frame level) using 2d CNN, motion features (frame 
level) using 3D CNN, and local features (object level 
(actions)) using faster RCNN from each video frame. Then, 
the spatial attention mechanism detects the most relevant 
objects in video frames based on increasing attention 
weights (sum of global, local, and motion features). After 
that, the temporal mechanism tracks trajectories of objects 
detected by spatial and frames; they select frames and 
regions and send them to the decoder. Finally, LSTM 
generates sentences with high probabilities of words using 
beam search. It uses MSVD and MSRVTT-10 datasets, and 
models evaluated by BLEU, METEOR, and CIDEr.They 
used RNN techniques on both sides of a model as Encoder 
and decoder; unlike our model, we use it as a Decoder and 
YOLO as Encoder to enhance performance. 

In [7], they were the first to pick informative frames to 
be processed by Encoder-Decoder based on Pick Net (two-
layer feed-forward neural network) mechanism. Firstly, it 
transforms each color frame to grayscale and resizes to a 
small size to produce a "glance" version of frames. Then, 
subtract the current glance from the previous one (the first 
frame took to compare with it), results in a flat to fixed-size 
vector to produce binomial distribution to decide to drop it 
or keep it.   Secondly, kept frames are access to CNN 
encoder to extract features from them. After that, they use a 
gated Recurrent Unit (GRU) decoder to generate sentences; 
effective and performance of generating caption is affected 
by several selected frames. The model uses Microsoft Video 
Description (MSVD) and the MSR Video-to-Text 
(MSRVTT) datasets and researchers evaluated using BLEU, 
ROUGE, METEOR, and CIDEr. It reduces processing time; 
it takes between 6 to 8 frames, but other factors should be 
considered in selecting frames for accuracy. 

 Many types of research applied deep learning to the 
MSVD dataset; but they did not apply with YOLO, they use 
other deep learning techniques as mentioned. Therefore, the 
researchers in this paper compare their results with the result 
of the proposed model that YOLO applies to MSVD. 

III. METHODOLOGY 

      The proposed model has four main elements: dataset, 
keyframe extraction, object detection, and sentence 
generation process. These elements join a sequential process 
to generate a video caption (Figure 2). 

 
Figure 2: Architecture of Proposed Model. 

 
For the dataset, we choose MSVD; it contains 1970 open 

muted videos collected from YouTube. The average 
duration of each video is 5 -25 seconds and it is about one 
action. There are 41 captions for each video on average. 
Researchers mostly use it for video captioning, and it is 
divided into training, testing, and validation sets[9]. Video 
caption based MSVD is done through the next three 
processes: 

A. Key Frames Extraction (using KATNA): 

 keyframe extraction is a technical process for capturing 
meaningful frames from videos. Videos contain heavy 
contents and there are repeated frames; instead of processing 
all of them and consuming time, it considers only frames 
show changes in the video; it is helpful and solves heavy 
processing problem [10] Model uses KATNA as keyframe 
extraction; it is open-source code written by python, and it 
does video extracting frames; it provides summary frames' 
of video content based on five elements are: LUV color 
space, degree of brightness, cluster of K-Means, Entropy or 
contrast filter and blur detection of extracted frames. It has 
been tested with different types of videos format [11]. As 
shown in Figure 3, it captures only 3 frames from a video, 
its duration is 6 seconds. The number of captured frames 
depends on the video duration and changes that appear 
within frames. 

 
Figure 3: KATNA Result. 
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B. Object Detection (using YOLO 

Detecting objects becomes an interesting subject in 
many areas; fast and accurate detecting is an important 
factor of any technique. The model needs it to construct 
sentences based on detected objects. 

YOLO is one of the accurate and fast real-time detecting 
objects technique, it is based on predicting many objects, 
classifying the type of them and it shows accuracy percent. 
It does not slide the whole image and it is less error 
background detection than other deep learning techniques 
[12]. Figure 3 shows detected objects from YOLO in the 
model, it supports working with multiple images in one run 
and it takes 6-12 seconds to process an image based on CPU 
(it would run faster on GPU) [13]. 

 

 
Figure 4: YOLO Result. 

C. Sentence Generation based NLP (using LSTM): 

It is a process to construct sentences based on some 
words. LSTM is a type of RNN, it is back- forward model; 
which means its current result from the current layer 
depends on results from previous layers[14].   LSTM tries to 
relate between result words in a text file; it searches in 
trained sentences by scanning 3 words at a time in 
sentences, to find detected objects words; because LSTM is 
backward – forward technique, every result depends on the 
previous one. Then, it produces sentences showing the 
relationship between detected objects words to choose one 
of them as a video caption.  As shown in Figure 5: 

 
Figure 5: LSTM Result. 

      We develop a model based on tensor flow and Keras, we 
use the Sequential model for NLP; which means, it is plain 
layers and takes\produces one input\output tensor [14]. It is 
an unsupervised model; it has been trained on created 
sentences by us. It contains – sentences, it has different 
types of objects. The sequential model has three types of 
layers are embedding, LSTM, and dense; we create six 
Sequential models contains the same types of layers. Each 
model search for a given word in created sentences.  
Embedding is the first layer, it converts integers to fixed-
size vectors[15]. LSTM is an RNN type, it is a forward-
backward technique. Dense connects LSTM layers, it 
implements activation function, and it is softmax 
activation[16]. Figure 6 shows the architecture of NLP: 

 

 
Figure 6: Architecture of LSTM. 

IV. DISCUSSION 

 Automatic video caption requires two important steps 
are: detecting objects and classifying their types (Encoder), 
plus step of generating sentence (Video Caption) based on 
detected objects as shown in Figure 1. To perform these 
steps, we propose model constructs of Key Frame 
Extraction (KATNA), object detection (YOLO), and 
generating sentences (LSTM). 

 At first, KATNA up to five frames based on video 
duration. It compares each consecutive two frames by 
KATNA elements as mentioned in the previous section, 
then it detects changes in frames within video and captures 
(frames (images)). After that, YOLO detects objects in 
captured frames by a surrounding box around objects with 
classification type plus percent accuracy; all this 
information is saved in a text file. Finally, LSTM reads 
detected objects words from the text file, then it generates 
an English sentence consists of subject and verb as a video 
caption. 

V. EVALUATION 

Two evaluation methods implemented to measure the 
performance and accuracy of the model: 

A. the Metric for Evaluation of Translation with Explicit 

Ordering (METEOR): 

It has been used in many video captioning and 
description evaluation projects, especially, with short clips. 
It has 5 versions that calculate each hypothesis’s alignment 
to its reference pair [17]. The proposed model has been 
evaluated by METEOR version 1.5, and the evaluation 
result of the proposed model is 0.35, it is a sufficient result. 
The following table shows a summary of some researchers 
who applied deep learning techniques to the MSVD dataset. 

Table 1: Comparison with other Models. 

Paper  Percentage in METEOR on MSVD dataset 

Less Is More: Picking 
Informative Frames for 
Video Captioning [7]. 

0.33 

M3: Multimodal Memory 
Modelling for Video 
Captioning [6]. 

0.2658 

STAT: Spatial-Temporal 
Attention Mechanism for 
Video Captioning [2]. 

0.33 

Temporal Deformable 
Convolutional Encoder-
Decoder Networks for 
Video Captioning [3]. 

0.308 

Proposed model 0.35 
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B. Human Evaluation 

These criteria (Object Detection Quality, Sentence is 
Readable, Informativeness, Meaning preservation) have 
been formed in four questions and it has been sent to 20 
persons for 3 different videos. Then, the average of the 
user's answers has been plotted. 

 

Figure 7: Human Evaluation Result. 

 

VI. CONCLUSION AND FUTURE WORK 

In summary, video caption translates visual contents to 
text words sequentially (frame by frame and word by word), 
it is based on understanding video frames and transforms 
them to sentence (caption).   Deep learning techniques have 
been greatly utilized in the field of video captioning 
research, which motivates researchers to develop a variety 
of video captioning framework which can automatically 
generate sentence (caption).  

We develop a model using deep learning, which 
combines KATNA, YOLO, and LSTM. The model uses 
KATNA as a keyframe extraction, it chooses frames that 
show changes in video and remove redundant ones. The 
model applies YOLO on the MSVD dataset for object 
detection, and it generates English sentences using LSTM.   

The model shows good accuracy and performance, it 
applies YOLO on the MSVD dataset, unlike the previous 
models that used other deep learning techniques. In the 
future, video captions will be measured by METEOR metric 
and human evaluation and compared with previous models 
using other deep learning techniques. 

In the future, we think to train our model on more 
datasets; to be evaluated with different data. Also, we think 
to implement video caption-based Arabic language using 
(CAMeL Tools: An Open Source Python Toolkit for Arabic 
NLP). Finally, we think to evaluate the proposed model with 
different evaluation metrics such as BLEU, ROUGEL, and 
Diversity.  
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Abstract—This paper presents the mechanical design, assembly
and construction of T3Dpilare. The principle target for this
research was to design and built a three–axis floating–satellite
simulator with six degree of freedom which is placed in a sphere
for free movement. This three axis float–sat will be used to test
the algorithms for three dimensional attitude control of satellites
on earth. The simulator is named as ’T3Dpilare’. T3Dpilare is
quite unique in its design, principle and mode of operation. It is
a compact satellite simulator for the students and researchers. It
offers a simple platform for on–ground testing of satellites and
their subsystems in a quite frictionless environment to simulate
the effect of zero gravity in the space.

Index Terms—Aerospace, Avionics, Satellite Simulator, Atti-
tude Determination and Control.

I. INTRODUCTION

T3Dpilare is an air–bearing sphere, which is able to rotate
freely in all three directions, internally rotation should be
created by the virtue of the torque produced by the reaction
wheels, same mechanism is also used in real satellites. The
challenging situation for these kind of satellite simulator is
the gravitational force of earth. If the centre of gravity of the
sphere does not match with the physical geometric centre of
the sphere then there would be a force arm which results in
an unwanted torque, it is therefore required to shift the centre
of the gravity of the sphere in the direction of its geometric
centre. In order to full-fill this requirement there should be
three moving masses in each direction (X,Y,Z), The position
of the moving masses are controlled by the stepper motors.
To determine the rotations a nine degree of freedom(DoF)
IMU (Inertial Measurement Unit) should be used, it has a
three dimensional rotation speed as well as a three dimensional
acceleration sensor. The accelerometer shows us the direction
of the gravitational vector and the position of the sphere,
therefore it is necessary to determine the centre of of gravity
of the sphere by using 6DoF IMU, where the the centre of
gravity of the sphere is controlled by means of stepper motors
and movable masses. The project had following requirements.

• The complete structure of T3Dpilare must reside in a
hollow glass sphere of 30cm diameter.

• Structure should include three DC and three stepper
motors.

• Each dc–motor should be able to rotate the float–sat in
its particular axis so that the rotation in all 3–axis should
be possible.

• The structure should be designed in such a manner that
the stepper motor should be able to balance the centre of
gravity by moving the attached masses .

In section two the state–of–the–art of the related projects are
described. In section three the planning and the Computer
Aided Design (CAD) of the simulator is presented which
is followed by section four where the assembly and the
integration of the different parts of the simulator are presented
with explanation about the on–board electrical and electronics
modules. In the last section the overall conclusion of the
design and development of the T3dpilare is discussed with
the recommendations for the future version of the simulator.

II. STATE–OF–THE–ART

In the field of Aerospace technology several projects are
conducted to simulate the small satellites. In this section a
brief description is provided about the similar efforts people
have done for space research and development:

A. Floating Satellite (Float–Sat)

The Chair of Aerospace Information Technology at the
University of Würzburg (Germany) has developed a Floating
Satellite (Float–Sat) system. This system is used as a part of
the exercises offered in the aerospace laboratory. It explains
the approach for building small satellites to the students to
learn and get familiar with basic satellite subsystems. It also
provides a way to develop and test different control algorithms
and strategies for different kind of space missions in an almost
frictionless environment. The FloatSat system consists mainly
of a mechanical structure that contains the basic satellite
subsystems with one reaction wheel mounted at the centre
of the horizontal plane of the structure. This reaction wheel is
used to control the orientation of the satellite in one dimension.
The detail of the FloatSat project can be found at [1].

B. Three Degree of Freedom (3DoF) test–bench for CubeSats

The University space centre of Montpellier and Nime,
France has created a test–bench for CubeSats with three degree
of freedom. In this test–bench a CubeSat is held in a frame978-1-6654-4067-7/21/$31.00 ©2021 IEEE
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with the hollow air–bearing, there is an external frame which
is attached to a support and have an arm that is joined with
an inner frame that contains hollow air–bearing pucks. When
the sliding air–caps are attached to the bearing pucks the test-
bench is able to rotate the CubeSat in all three axes [2].

C. Simsat: A Ground Based Platform For Demonstrating
Satellite Attitude Dynamics And Control

A simulation satellite is developed in the joint venture of
United States Air Force Academy and Air Force Institute of
Technology. Simsat was based on a spherical rotor which
was placed on a air pedestal.The satellite’s components were
attached around the surface of the spherical rotor in such a
manner that whole spacecraft was balanced [3]. This idea was
presented almost twenty years ago. It provides an excellent
opportunity to the students to practically learn the operations
of a satellite in real time in a laboratory. Although the objective
of Simsat and T3Dpilare were same but the T3Dpilare is also
meant to be very simple, compact and small in size.

The goals of all the simulators described above were quite
same but their structure and Attitude Determination and Con-
trol System (ADCS) are different. In the paper [4] the author
has described many more simulators people have invented for
the simulations of an aerospace vehicle.

III. PLANNING

The T3Dpilare consists mainly of a mechanical structure
that contains the basic satellite subsystems with three reaction
wheels attached with a dc–motor mounted in alignment with
the X, Y and Z axis. These reaction wheels are used to control
the orientation of the satellite in three dimensions. In–line with
each dc–motor there exist a stepper motor with a moving mass
to adjust the centre of Mass (CoM) of the structure to balance
it perfectly.

In order to facilitate a simple, compact and symmetrical
design , computer aided design (CAD) tool InventorTM was
used to develop the structure of the T3Dpilare. The mechanical
parts were designed to create the housing for three DC motors
and three stepper motors, DC motors housing was created to
put the motor with the reaction wheel. The housing for the
stepper motor was created to put the stepper motor with the
moving mass. This moving mass approach was adopted to
adjust the centre of gravity during the operation of the satellite.
The design was conducted so that wiring remains simple. In
the following two figures some of the CAD designs of the
components of T3Dpilare are presented. The housing for the
batteries was designed in such a way that they can be easily
charge and replace. Each battery is one cell battery. There are
four housing designs to accommodate three batteries in each
housing. In total there are twelve batteries in T3Dpilare. In
the following figure the fully assembled design is presented.
The reaction wheels were facing towards the cube and the
centre housing was reserved for the stack of the controlling
boards which includes the micrcontroller, dc motor driver,
stepper motor controller, battery charging circuit and also an
IO–expansion board.

(a) Base Plate

(b) Supporting–arm Plate

(c) End–stop

(d) Housing for dc and stepper motors

Fig. 1. Different Parts of the structure of the Simulator.
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(a) Battery–holder

(b) Batteries in the housing.

Fig. 2. Mechanical Structure for the batteries.

Fig. 3. Fully assembled CAD design of T3Dpilare

Diameter 3.5 cm
Thickness 0.8 cm
Weight 64.8 gm

Table I: Properties of reaction wheel.

Fig. 4. Partially assembled structure of T3Dpilare

IV. EXECUTION

After designing, all the parts of the structure were manu-
factured with Aluminium with the CNC machine. Aluminium
was chosen because of the stability requirement. The reaction
wheel that is meant to produce the torque to create angular
momentum in each direction is made of brass. The density
of this type of brass is 8620 Kg

m3 . This reaction wheel has
following characteristics. As the design was conducted in a
symmetrical fashion the assembly and the integration was also
followed in the same way as shown below: The centre housing
of the T3Dpilare was assigned for the microcontroller, driver
boards for motors, IMU , IO–expansion and also the battery.
The wiring of the components is conducted in a very careful
way to avoid any loose wire that potentially creates the noise,
endangers the electronics and also disturbs the operation of
the T3Dpilare.

Fig. 5. Fully assembled structure of T3Dpilare
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Fig. 6. Floating sphere

Fig. 7. Aerial view of T3Dpilare in the sphere on a floating platform

A. Floating Sphere

The T3Dpilare’s structure presented in the above section is
placed in a hollow sphere of the glass. The glass sphere is
chosen over the plastic because the metal structure was heavy
and it was not possible to properly operate with the plastic
sphere. During the testing some non–uniformity was found
on the surface of the glass then it was scratched to make it
uniform.

Inner Diameter 30 cm
Thickness 12 cm

Table II: Properties of sphere

B. Vacuum Generation

In order to perform the proper operation of the T3Dpilare
the vacuum is created in the sphere with a Deck Purge
Box from the company Global Ocean DesignTM [5]. This
box in combination with a purge port removes all the air
and moisture from the sphere and creates vacuum inside to
resemble the space environment around the concealed structure
of T3Dpilare.

Fig. 8. Side view of T3Dpilare in the sphere on a floating platform

Fig. 9. Spherical Air Bearing Unit

C. Floating Platform

T3Dpilare’s structure is placed into an Acrylic glass
hemi–sphere shell that it is floating inside a Spherical Air
Bearing Unit (SABU). The air bearing unit requires pres-
surized air input with a flow rate that may vary, depending
on the mass of the floating unit. The pressurized air is fed
in between the bearing surfaces through very small holes
that are distributed on the unit’s surface and discharge in
the atmosphere through the edges of the bearing. This unit
is made from Polyvinyl Chloride (PVC) material and it was
designed to have a uniform distribution of the air flow and
the pressure throughout the lubricating film between the unit
and the hemisphere shell as shown in the figure 9. At the time
of assembly it was observed that all the specifications of the
mechanical designs were meeting the operating conditions, as
shown in figure 10

D. Electrical Specification

There are four most important electrical components in the
project, The dc motor interfacing, stepper motor interfacing,
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Fig. 10. T3Dpilare in operation

IMU and the power supply to the satellite. Each dc motor
provides the rotation in a particular direction. These rotations
are used to control the different modes of operation of the
satellite. The IMU used in this project is LSM9DS1 from
STMicroelectronicsTM, it has a 3-axis accelerometer, 3-axis
gyroscope, and 3-axis magnetometer in a single chip therefore
it is able to provide nine degree of freedom in motion sensing
[6].

1) On–Board Computer:: The on–board computer of
this T3Dpilare is based on stm32f407 micrcontroller from
STMicroelectronicsTM, it has a Cortex–M4 core [7]. Depart-
ment of Aerospace Information Technology in the University
of Wuerzburg has developed a very compact and customized
state–of–the–art development kit based on this microcontroller
for these kind of nano and CubeSat projects. This kit is
developed in the form of stack. There is a unique possibility
to add several extension boards on this kit. The first module
contains the main board then there is an extension board which
contains the driver for stepper motor and dc motor, then comes
the extension board the IMU with the WIFI module and at
last there is a IO–expansion board. The distance between two
boards in the stack is 5mm. The thickness of each board is
1.6 mm.

2) Battery:: Battery was selected on the basis of the power
requirement as well as on the basis of the geometry of
the T3Dpilare. There are twelve Lithium Ion 18650 Cell
(2600mAh) Batteries.

3) DC–Motor Interface: : There are three dc–motors
present in the structure therefore it was required to design a dc
motor driver. The dc motor driver was based on a MC33926
full H–bridge, which can be operated in the range of 5 Volt to
28 Volt and it can provide almost 3 Ampere current(with 5A
peak to peak value) [8]. Power to the dc–motor is controlled
via the pulse width modulation (PWM) generated by the
internal timer circuit of the microcontroller, the PWM output

Fig. 11. DC motor driving board

Fig. 12. Stepper motor Driving board

is passed to the H–bridge board which controls the motor
operation.

4) Stepper Motor Interface:: In order to balance the struc-
ture in all three directions there is a stepper motor attached
in–line with each dc motor. A moving mass is attached with
each stepper motor. The control software of the T3Dpilare
should be able to rotate each stepper motor such that the
attached mass is moved to a specific position so that struc-
ture does not vibrate and remains stable. The stepper motor
carrier board is based on L6470 dSPIN motor driver from
STMicroelectronicsTM. It can be operated in the range of 8
to 45 V and it can provide upto 7.0 ampere of current. The
driver has an SPI interface [9].

5) Circuit Diagram:: The most important part of the elec-
trical circuit of T3Dpilare is the battery charging circuit. The
battery setup of the project was providing 14.8 Volt but each
board in the stack is required to be operated on 12V. Therefore
a step–down voltage regulator is used to reduce the voltage
from 14.8 volt to 12 volt with 15 ampere of current. A power
switch is connected between the voltage regulator and the
charging circuit which allows the battery to be charged in
isolation i.e without being connected with the rest of the
circuit. The driver boards for the dc and stepper motors, board
with debugging port, IO–expansion board as well as the main
board with microcontrollers are designed discretely in such a
manner that they can be connected together on top of each
other to form a stack. This kind of setup has improved the
harness efficiency by eliminating the use of many individual
wires and this stacking of boards was also necessary to place
all the boards in the centre housing of the T3Dpilare.
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Fig. 13. Electrical Circuit diagram of T3Dpilare

V. CONCLUSION AND FUTURE WORK

This research has produced a ground–based platform to un-
derstand the sub–systems and components of a space vehicle.
It provides means to experiment, check and validate different
control algorithm for the ADCS of satellites. The whole target
of this project was to develop the structure of a pico–satellite
with six degree of freedom . Additionally the electronics for
the motors, batteries and sensors was also developed. The
T3Dpilare is an state of the art satellite simulator which is
designed and built to support research and education. The
pitch, roll and yaw of the simulator can be controlled for the
different modes of operations of the satellites. The structure
is enclosed in a hollow–sphere where the vacuum is created
with the vacuum generator and the structure is being floated
on a hemispherical air–bearing unit which is providing a
frictionless platform for the simulator to be operated in an
environment which is similar to the space where the gravity
is zero. The future work for this project is related to the
development of the control algorithms for the autonomous
operation of ADCS and also the testing of different machine
learning and evolutionary algorithms for the ADCS.
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Abstract— The application of industrial manipulators or 
robots is increasing annually due to its productivity, superiority, 
and accuracy. The manipulator-links (arms) play an important 
role in supporting the structure of robots and bares the various 
loadings such as; inertial, bending, torsional, etc.  A topology 
optimization method is the best way to distribute the useful 
material in the design space; thereby, needless densities can be 
removed. This approach reduces the mass and makes the 
industrial manipulator components as energy efficient. At the 
same time, it also maximized the stiffness of the robotic 
components and helped to improve the dynamic performance and 
stability. In this work, a topology optimization technique is 
implemented on upper arm and forearm of the KUKA KR16 
industrial manipulator by considering volume fraction within a 
range of 0.3 to 0.9. The complete robot model is designed using 
SOLIDWORKS 2018 software and imported into Altair Inspire 
software for multibody dynamic analysis and topology 
optimization. To make the study realistic, the complete model is 
operated in dynamic environments within the working range and 
obtained boundary conditions such as; joint forces and torques. 
These boundary conditions are used as load cases for topology 
optimization study. The objective function is chosen as 
maximization of stiffness or minimization of compliance. To get 
the better manufacturability of the final topology shape controls 
of the geometry applied such as; symmetry, split draw and 
extrusion surface, etc. The obtained topology is analyzed using 
post-simulation methods and obtained performance values of 
displacement and Von-Mises stress. Within stated range, the 
volume reduction of 30-50% gives better performance values 
compared to the before optimization.      

Keywords— Dynamic loading; Industrial manipulator; KUKA 
KR16; Robotic-arm; Stiffness; Topology optimization   

I.  INTRODUCTION  

The usage of industrial serial robots is increasing annually in 
various fields such as; automobile manufacturing, medical, 
engineering, aerospace, product inspection, etc., due to their 
productivity and accuracy [1]. The industrial manipulator links 
play an important role in supporting structure of the robot [2]. 
Topology optimization is the proven method to distributes useful 
material in the design space; thereby, needless densities are 
removed, which doesn’t carry a significant load in the design 
space [3]. Using this approach, practitioners can produce 
energy-efficient mechanical components, and it also improves 
dynamic performance and structural stability [4].  

From previous research, the usage of topology optimization 
approach in the arena of industrial manipulators was started in 
2006 [5]. Lohmeier et al. optimized the leg of humanoid 
topologically with the help of Optistruc commercial software 
without considering dynamic forces [6], [7]. Most researchers 
optimized industrial robotic arms considering static loading 
conditions by arranging the manipulator in maximum stretching 
or worst position [8]–[13]. However, when the industrial 
manipulator is functioning in oprating range, static loading 
conditions were not sufficient. To make the study realistic, 
consideration of dynamic loading study is a must. Rare efforts 
are made in design optimization of industrial robots considering 
dynamic loads. Albers et al. optimized one degree of freedom 
(DOF) manipulator-link topologically using TOSCA 
commercial software [14], [15]. Multi-objective topology was 
performed on serial manipulator considering dynamic analysis 
with HyperWorks or SOLIDWORKS software [16], [17]. 
Srinivas and Javed conducted topology optimization of 1 and 3-
DOF industrial manipulator considering dynamic loading 
conditions [18], [19]. In this method, the dynamic loading 
conditions were evaluated with respect to the angle by uniform 
angular position. Recently, the same authors proposed a novel 
approach to minimize the computational time of topologies 
generation using non-uniform angular position based on 
deflection threshold values [20]. Equivalent static load method 
(ESLM) is proven technique used to solve the topology 
optimization in a dynamic environment [21], [22].  

This work focused on topology optimization of the KUKA 
KR16 industrial manipulator considering equivalent static load 
method. The entire model is designed in SOLIDWORKS 
software and imported into Altair Inspire software for multibody 
simulation. Force and torque values at the upper arm and 
forearm of the manipulator are analyzed. This data is used as 
input loads for topology optimization. The objective function is 
chosen as maximization of stiffness. Topologies are generated 
for various volume fractions ranging from 0.3 to 0.9 with a step 
value of 0.2. The performance values are captured for various 
optimization links such as displacement and Von-Mises stress. 
The obtained results are compared with the manipulator without 
topology optimization.    

The rest of the manuscript is organized as; the methodology 
of topology optimization and ESLM are presented in section 2. 
Dynamic analysis of the manipulator-links is provided in section 
3. Simulation results are detailed in section 4. 

978-1-6654-4067-7/21/$31.00 ©2021 IEEE 
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II. TOPOLOGY OPTIMIZATION APPROACH 

Topology optimization is a well-established method in 
structural optimization. It is an effective and superior approach 
when compared to other two optimizations like shape and size 
[23].  It distribute the material in the design region considering 
applied loads, volume fraction, and density variables.  In this 
method, the design region is discretized and every element is 
allocated a density value. The densities allocation is carried out 
using the global stiffness 'KSIMP(z)' matrix using popular method, 
i.e., solid isotropic material with penalization (SIMP) approach 
as follows:    

 min min
1

[ (1 ) ]
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z e

e

z z z
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where 'Ke' is stiffness matrix of the element. 'ze', and 'zmin' are 
the density and minimum density of the element, respectively. 
'P' is the penalization variant often selected as 3. 'n' is a total 
elements in the design region. To distribute material in design 
space, the objective function of optimization loop is considered 
as maximization of stiffness or minimization of compliance (C). 
Applied loads, constraints and boundary conditions are selected 
as constraints as follows: 
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where 'f’ is the volume fraction of design region and 'U' is 

displacement of each element. 'P' is the applied load vector. 
'V(z)' and 'V' are targeted and stating volume of the design space. 

A. Equivalent Static load Method 

The ESLs are a set of static forces that produce the similar 
displacement effect as static study at time period for non-linear 
dynamic investigation [24], [25]. In ESL process, multiple load 
cases are calculated with respect to the time is as follows: 

 
  ( ) ( ) ( , ( )) ( ) ( )N N Nz D t z D t D t P t NM K  (3) 
 
where ‘M(z)’ is mass matrix for design variable, ‘P(t)’ is the 

force at time period value. ‘KN’ is stiffness matrix for non-linear 
investigation.  The displacements from non-linear study (DN) are 
multiplied by stiffness matrix of linear study (KL) to capture the 
ESL at time step, as follows: 
 
 ( ) ( )ESL a N aP t D t LK  (4) 

 
where ‘FESL’ is the load or force at the given instance (ta). The 
several loading conditions are successfully handled by structural 
optimization without much computational time. The 
optimization is conducted using ESL will update the design 
variables based on non-linear analysis.    

B. Modeling of KUKA KR16 Industrial Manipulator 

The multi-purpose industrial robot, KUKA KR16, was used 
for different applications such as; welding, cutting, material 
handling, and painting, etc. The industrial robot consist of six 
DOF and a pose repeatability of ± 0.04 mm. The various arms 
and joints of manipulator are detailed in Fig. 1.  The KUKA 
KR16 robot can reach a maximum distance of 1612 mm .The 
rated payload and approximate weight are 16 kg and 245 kg, 
respectively.  

 

Fig. 1. The Wireframe diagram of KUKA KR16 
 

The KUKA KR16 industrial manipulator has rotary joints 
and extension for end-effector at wrist. A KR C4 controller can 
operate the manipulator. The operating range for six DOF or axis 
of industrial manipulator and its maximum speeds are presented 
in Table 1.  

TABLE I.  OPERATING RANGE OF DIFFERENT AXIS FOR KUKA KR16 

Axis No. Operating range (degrees) Maximum speed 

Axis 1  +185 to -185 200o/s 

Axis 2 +65 to -185 175o/s 

Axis 3 +175 to -138 190o/s 

Axis 4 +350 to -350 430o/s 

Axis 5 +130 to -130 430o/s 

Axis 6 +350 to -350 630o/s 

C. Dynamic analysis of Robot 

The entire model of the KUKA KR16 manipulator is 
modeled using SOLIDWORKS 2018 software. The design is 
imported into ALTAIR Inspire multibody simulation software 
for dynamic analysis. The manipulator is considered at worst 
condition maximum reach point, as shown in Fig. 2. From 
Figure, user can also find the joint axes of the manipulator [26]. 
The joints are defined in the motion analysis, such as; base as 
fixed joint and axes are rotary joints. At center of mass, the 
acceleration due to gravity is applied, i.e., 9.8 m/s2. Two servo 
motors are attached in the simulation at shoulder and elbow for 
the motion of upper arm and forearm of the manipulator.  
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Fig. 2. Maximum stretching or worst position of a manipulator. 
 

The ramp step velocity profile is chosen with a magnitude of 
10 rpm and 8.3 rpm for upper arm and forearm, respectively. 
When the robotic arm is operated within working range 1800 and 
1500, the force and torque values are captured with respect to 
time. The joint force values for upper arm and forearm are 
shown in Fig. 3.  

 

 

      (a) 

 

           (b) 

Fig. 3. Force w.r.t. time for (a) Upper arm and (b) Forearm. 

The joint force values of shoulder and elbow for upper arm are 
shown in Fig. 3 (a). The joint force values of elbow and wrist for 
forearm are shown in Fig. 3 (b). The minimum magnitude of the 
force is obtained at 900 angular positions. This data is captured 
based on ESL method using Inspire simulation software. 
Maximum force of upper arm is recorded as 832.6 N and 464.2 
N for shoulder and Elbow, respectively. The forearm maximum 
force is recorded as 512.6 N and 234.2 N for Elbow and wrist, 
respectively. 

  Similarly, the joint torque values are also captured for upper 
arm and forearm, as shown in Fig. 4. For upper arm, maximum 
torque is recorded as 124.5 Nm and 36.8 Nm at shoulder and 
Elbow, as shown in Fig. 4 (a). For forearm maximum torque is 
recorded as 33.6 Nm and 24.2 Nm at Elbow and wrist, as shown 
in Fig. 4 (b). The obtained force and torque values are used as 
input load cases for topology optimization. The process of 
obtaining topology optimization, shape controls, design space, 
and objective function of robotic arms are detailed in the next 
section. 

 

 

           (a) 

 

         (b) 

Fig. 4. Torque w.r.t. time for (a) Upper arm and (b) Forearm. 
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III. TOPOLOGY OPTIMIZATION OF ROBOTIC ARMS 

The implementation of dynamic loading conditions is very 
important in topology optimization method when the industrial 
manipulator is in motion. The obtained results of force and 
torque in motion analysis using ESL method are used as load 
cases for topology optimization method. The design space of 
the robotic components which are subjected to the topology 
optimization process is shown in Fig. 5.  
 

 
(a) 

 

 
(b) 

 
Fig. 5. Design space of (a) Upper arm and (b) Forearm. 

The robotic arms are divided into two parts such as; design space 
and non-design space. Only the design space is subjected to the 
topology optimization process remaining parts have not 
participated in the optimization loop. The joints are excluded 
from the topology optimization and come under non-design 
space. This feasibility is provided for assembly and placing 
different measuring instruments at that location. The design 
space for the upper arm and forearm is highlighted in the Figure. 
The topology optimization method distributes the useful 
material based on the objective function from the design space, 
i.e., maximization of stiffness.  

 Initially, the design density elements are considered 
very small to avoid the singularity problem of Stress. The non-
linear dynamic study is conducted to achieve linear stiffness and 
non-linear displacement. The boundary conditions obtained in 
the motion analysis are used for topology optimization and used 
as linear static loads w.r.t. the time. Based on the objective 
function, the design space is updated by useful material and 
eliminates needless densities.  At the required volume fraction, 
the final manipulator-links archive the better dynamic 
performance. If the attained results are converged, the loop 
terminates, or else the design variables update and continue from 
the start. The results of the robotic arms are detailed in the next 
section. 

IV. RESULTS AND DISCUSSIONS 

The obtained results of optimized topologies for upper arm and 
forearm using Altair Inspire software are provided here. The 
volume fraction is considered from 0.3 to 0.9 with a step value 
of 0.2. The displacement and Von-Mises stress values of the 
industrial manipulator are recorded.  

A. Before Topology optimization 

 The robotic arms are dynamically analyzed and recorded the 
performance values before the application of topology 
optimization. The performance values of upper arm are shown 
in Fig. 6. The maximum deflection and Stress are recorded as 
0.0581 mm and 3.99 MPa. Similarly, the performance values of 
forearm before topology optimization is shown in Fig. 7. The 
maximum deflection and Stress are recorded as 0.0521 mm and 
22.06 MPa. 
 

 

(a) 

 

(b) 

Fig. 6. Deflection and Stress of Upper arm before optimization 
 

 

(a) 

 

(b) 

Fig. 7. Deflection and Stress of Forearm before optimization 
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B. After Topology optimization 

As stated earlier, based on the ESL method, boundary conditions 
are updated at the joints for topology optimization process. The 
objective function was chosen as maximization of stiffness for 
volume fraction ranging from 0.3 to 0.9. The shape controls are 
applied to achieve better manufacturing conditions such as; 
symmetry and split draw. The obtained topologies of upper arm 
for various volume fractions along performance values are 
shown in Table 2. 

TABLE II.  TOPOLOGY OPTIMIZATION OF THE UPPER ARM 

VF Performance values (Displacement and Stress) 

0.3   

 

0.5  

 

0.7  

 

0.9  

 

From Table 2, at volume fraction 0.7, the performance values of 
displacement and Stress are 0.0573 mm and 3.95 MPa. It is 
provided slightly 1.3% better results compared to the solid 
manipulator-link, i.e., before topology, at the same time, volume 
reduced by 30%. Similarly, the obtained topologies of forearm 
for various volume fractions along performance values are 
shown in Table 3.   

TABLE III.  TOPOLOGY OPTIMIZATION OF THE FOREARM 

VF Performance values (Displacement and Stress) 

0.3   

 

0.5  

 

0.7  

 

0.9  
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From Table 3, at volume fraction 0.7, the performance values of 
displacement and Stress are 0.0488 mm and 19.28 MPa. It is 
attained better performance with 6.2% for displacement and 
14.4% for Stress compared to the solid manipulator-link. The 
topology obtained at volume fraction 0.5 also attained better 
performance. However, the performance values of displacement 
obtained at volume fraction 0.3 are slightly higher. Practitioners 
can select the required volume fraction based on the 
performance. From the results, user can reduce the upper arm 
volume by 30% and forearm volume by 50% with better 
performance of industrial manipulator. 

V. CONCLUSIONS 

This paper mainly focused on multibody topology 
optimization of the KUKA KR16 industrial manipulator to 
improve its stability and dynamic performance. The complete 
model was designed in SOLIDWORKS and imported to Altair 
Inspire software for motion and topology optimization study. 
The industrial manipulator initially considered at maximum 
stretching position, and joints were defined as fixed or rotary. 
The upper arm and forearm were operated in a working range of 
1800 and 1500 with a rated speed of 10 and 8.3 rpm. The force 
and torque were captured at joints and used as load cases for 
topology optimization study. Maximization of the stiffness was 
considered as an objective function. The volume fraction is 
selected from 0.3 to 0.9 with a step value of 0.2. For better 
manufacturability, shape controls were incorporated, such as; 
symmetry and split draw. The upper arm attained the better 
results of 1.6% compared to the solid manipulator-link at 0.7 
volume fraction. Similarly, the forearm achieved better 
performance results up to the reduction of the 50% volume 
fraction. The practitioners can reduce the volume of upper arm 
and forearm by 70% and 50% with better dynamic performance. 
Users can select the required volume fraction based on the 
necessary performance values. This method is also applicable 
for other mechanical or structural members subjected to 
dynamic loading conditions. 
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Abstract—Fog computing has set standards in networking and
overcome complexities in cloud computing. However, despite its
many benefits, the inherent distributed model of fog computing
architecture introduces a new attack surface cyber-attacks. It is
important to detect and prevent such attacks on the network
to make the network reliable. In this paper, an overview of the
various challenges and solutions proposed by many researchers
is provided. This paper particularly focuses on solutions in
securing networks by proposing several methods while developing
an efficient intrusion detection system. Finally, observations are
made based on the results of various proposed solutions and the
existing research gap is also presented.

I. INTRODUCTION

The improvement of computational and communication
technologies such as cloud, edge, the fog has resulted in a
smart system in many applications such as smart city, smart
health, smart vehicles, etc. Deployment of these smart systems
and providing IoT services are not possible by ruling out
characteristics like reliability, security, and sustainability [7].
In the case of any smart system, there will be massive data
collected from various sensor nodes that are requested by
the user. The processing of a massive amount of data also
limitation such as latency, response, and data security is the
biggest challenge for cloud-only based systems.

In terms of network bandwidth scalability and latency
edge computing performs better than cloud computing which
prompted to design of edge-based applications over cloud-
based applications in smart systems.

Due to the wide distribution of IoT networks are prone
to cyber-attacks. It is key to secure the systems from this
kind of attack by implementing the detection mechanisms that
will detect abnormal behavior and protect sensitive data and
manages the resource of the system.

In this study, we review Fog/Edge computing, its limita-
tions/challenges and there advantage over cloud-based systems
in communication and computational technologies.

Additionally, we report several methods for data confiden-
tiality, access and authentication. However, even with this
numerous mechanism, IoT networks are prone to multiple
attacks in the network.

Fig. 1. Architecture of Intrusion detection system

The rest of this paper is organized as follows: Section 2
provides an overview of the literature on security, latency,
energy and resource utilization, and speed. Section 3 discusses
the methodology and the datasets. Section 4 summarizes
the findings of this survey and section 5 gives a concise
conclusion.

II. LITERATURE REVIEW

Signature-based IDS detect cyber-attacks using predefined
patterns which are classified as malicious that are present in
the database of the system as shown in Figure 1. The method
uses multiple pattern matching algorithms to detect malicious
activity in the network. Proposed methods need to find all
the patterns in set P. The pattern consists of alphanumeric
characters that monitors flow of packets across the network.

A. Security

A summary of the highlights of this section is provided in
Table 1.

Oh et al. [8] proposed a pattern for malicious detection to
secure IoT networks. They significantly decreased memory
usage in the process of pattern-matching by proposing a
new method called auxiliary shifting and early decision
scheme. Results found to be very efficient in early decision
scheme of the malicious pattern. However, they were not
successful in detecting and classifying other attacks like
False data inject, DOS etc. Also, a malicious user may try978-1-6654-4067-7/21$31.00 ©2021 IEEE
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TABLE I
TABLE1 : SECURITY COMPARATIVE REVIEW

Citation Methods Metric Result
[10] Fat learning network

(FLN), Particle swam
optimization

Accuracy with
nerons and
classified classes

Accuracy
increases as
hidden layer
increases

[17] Generic algorithm,
Support Vector
Machine

Classification Detection Rate
96.38, False
alarm rate 0.0

[18] Generic algo-
rithm(GA),Whale
optimization
algorithm(WOA)

Sensibility,
accuracy, precision

Accuracy
96 with 400
samples

[22] Intrusion label inside
decode layer

Recall,F-1
Score,False positive

Accuracy 99
percentage

patterns each time which challenges node to detect such
kind of attack. Although this limitation is improved in Ali
et al. [10] by proposing a fast learning network(FLN) with
particle swarm optimization (PSO) which are applied in
the classification parameter. Even though the results were
conceiving, the system complexity applied to sensor node
is high because of low computational and resource capabilities.

The above limitations were improved by combining a
hybrid genetic algorithm (GA) and an SVM with PSO for
feature subset selection proposed by Moukhafi et al. [17] for
the Intrusion detection system. This system reported in 100
percentage accuracy in differentiating DoS attack from another
attack. However, this method fails to discriminate normal
behaviour from other types of attacks with a low accuracy
rate. The above limitations were targeted in Vajayanand et
al. [18] to improve accuracy in classification for SVM-based
classifier by proposing a hybrid feature delegation module
based on GA and mutual information (MI). This proved in the
experimental results showing SVM-based classifier performs
better than an artificial neural network(ANN). Accuracy
results of 96 percentage are reported when the classifier
was trained with 400 samples and this proves that using
these hybrid models high accuracy is obtained. Unfortunately
considering battery usage and computational cost this scheme
is not suitable.

For optimum resource allocation, least-square SVM was
introduced for intrusion detection systems in Kabir et al. [19].
This scheme combines datasets of training and testing. Later it
determines the amount of training and testing sets. Lastly, the
samples are directly selected for the classifier. Even though
results obtained are satisfactory due to the missing features
in the limits of the dataset training models. Soon after on
the basic of automata or finite state machine, one more IDS
was introduced in M. Roesch et al [26]. The characterization
of the network was done based on the automata transition
that was used to detect intrusion attacks. In this method three
kinds of attacks were experimented i.e, jamming attack, false

attack and reply attack. Few attacks like false injection and
DoS were not addressed.

Another method to detect intrusion was proposed in li et
al. [20] which involves two steps for efficient detection of
intrusion. In the primary step, numerous binary classifiers
were used to classify the sample. In the second step, using
k-nearest neighbours (k-NN) algorithm the samples are
classified if output obtained by the previous step is vague.
Results show high accuracy at high computation and high
resource utilization to deploy numerous classifier.

Further, based on feature selection, the optimized parameter
of SVM and weight Tao et al. [21] presented the genetic
algorithm (GA). This algorithm first selects the features set
and then optimizes the parameters of the SVM. After many
instances, the trained classifier is used to classify and detect
anomalies in a communication network. Later M. Lopez
et al. [22] based on conditional variational autoencoder
(CVAE) initiates intrusion detection system. Here labels of
each sample are inputted for the decoder block of VAE.
Although results were efficient due to the overhead of adding
the extra input the decoder block, the system is complex.
To overcome these limitations another efficient IDS based
on long short-term memory recurrent neural network was
proposed in [23]. This technique clearly shows they are
efficient and overcome other machine learning techniques
which includes k-NN and SVM.

Helmer et al. [24] introduced lightweight IDS. In this
technique, mobile supervisors would collect data by moving
around the network and update to a mediator to get the
current status of the network. Even though, this unique type
of architecture is successful in limiting the major problems
of centralized network it has many challenges in terms of
delay while transmission of data and high response time
from the mediator. Meanwhile, another lightweight IDS
was implemented by Li et al. [25]. In the first phase, the
SVM-based classifier algorithm selects the feature.

All the above methods perform efficiently on detecting in-
structions in networks but they have high resource utilizations.
It is important to focus on the design that requires minimal
energy, lower computational cost and uses little memory in
network nodes.

Bushra Zaheer Abbasi et al. [5] surveys about the security
in present IoT technology and analyse the challenges and also
suggest a few solutions to mitigate the limitations. Although
it proposes numerous solutions there is a drawback in energy
and resource allocations. After analysing the solutions and
challenges in IoT systems authors suggest Hybrid version to
optimize the security systems.

T.D Dang et al. [13] approached in two ways to resolve the
issues in data security. Region-Based Trust-Aware (RBTA)
and Fog-based Privacy-aware Role Based Access control
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(FPRBAC) are the two approaches that tracks and trace
location and many also detect attack vectors like Intrusion
attack, Man in the middle attack and attacks with polices and
Role-based attacks. Metric used in this method is Execution
time and these approaches pose Feasibility and Efficiency.

Jun Wu et al. [3] proposed FCC i.e, Fog computing
content-Aware filtering in the social network applications.
This technique utilizes ICN i.e, an information-centric social
network that uses names instead Ip-address as addressing
mechanism. This method performs an efficient security
service. This is implemented in NDN i.e, Network data
networking simulator. Although, it has significant results
inaccuracy rate, latency, speed and control overhead the
system is too complex to implement. Another technique
was proposed by MD. Wazid et al. [4] for securing
social networks. In this method key management and user
authentication methods were implemented to protect the CIA
cycle i.e, confidentiality, integrity and availability. Author
targets on access control to protect the sensitive data from
unauthorised users. Although this method is different from
the above ICN method in terms of performance it overcomes
the limitation of ICN. This method can be implemented in
NS2 simulator.

Mingming Cui et al. [6] proposed an authentication
scheme for safety road conditions that have real-time content
transmission. Here the network can fully exchange and share
information. This scheme can be used for authentication,
tracking the vehicle, and for user anonymity. This scheme is
implemented using Java programming language using JPBC
Library in intel core processor. This scheme is evaluated
using four hash functions using the user key generation.
Results obtained in this scheme are in real-time with low
computation. Another scheme was proposed in the area of
IOV, M. Bousselham et al. [15] which points out the failure in
the security of the cryptographic algorithm. For this purpose,
it employs two methods Decoy technology DT and User
behaviour profiling (UBP). Here UBP profiles the user data
based on actions performed by vehicles in IoV and DT does
on-demand generation of decoy document. Results show
that UBP and DT have a greater number of false-positive
and provides an unprecedented level of security in vehicular
networks in VCC.

B. Latency

Nathan Wheeler [1] made a comparative survey of fog
enabled and fog-less system architecture and explains
problems related to latency, computational speed and energy
consumption in these two architectures. The paper shows
how raspberry pi can be used as an edge node. Here AWS
is used as cloud and performance is evaluated. Request
time and response time during service request are the
metrics used to evaluate the performance. Results show
there is a massive response time difference between the

two architectures. Thus, the author concludes fog computing
architecture is reliable and efficient also mentions response
time can in the future be reduced by using SDN in the context.

C.T. Do et al. [12] targeted problems related to resource
allocation in video streaming. A proximal algorithm was
proposed to minimize latency in fog applications this method
involves dynamic scaling at runtime that result in achieving
high bandwidth and minimal resource utilization. Although
this algorithm is efficient it does not address limitations
of internet computational incapabilities. This limitation is
focused by M. Abedi et al. [14]. Authors try to resolve the
computational capabilities by using ANN which resulted in
efficient results in term of delta and computational capabilities.

Moreover, Sukhpal Singh Gill et al. [9] addresses problem-
related to Network bandwidth, latency, Response time and
energy consumption in smart home systems. Here Resource
management Technique for smart home (ROUTER) using
IFogsim and iCloud tools to evaluate the performance of the
system. Although results reported there is reduced network
bandwidth, energy consumption and increase response time
and latency. But in terms of scalability design is not suitable
for huge network and are not reliable.

C. Energy Utilization and Resource Allocation

Mouro Tortonesi et al. [2] made a functionality survey on
prioritizing resource allocation for data analysis to reduce
computational time and resource usage in IoT applications.
Paper demonstrates the usage of fog computing in the smart
city. The author proposed two approaches for improving
these above limitations first by implementing an information-
centric server and then by prioritizing vol factors for resource
allocation. This is done by OpenCV open-source library
with evaluation metric vol factor and CRIOS. Significant
improvement in CPU time and efficiency of the system is
obtained. This approach is easy and simple although securing
the system can be considered for future study [27].

Another method is presented in Adila Mebrek et al. [16].
This method uses an Evolutionary Algorithm for optimisation
of memory usage and lowers energy consumption. This
algorithm is choose based on the objects which are among
BIP and genetic algorithm (GA) algorithms. Algorithm
accesses energy, processes data and update to the cloud.
Results show latency increases with the number of nodes
increases.

D. Speed

C. Alippi et al. [11] proposed a re-programmable framework
for Wireless sensor Networks that operate in the real-time
scenario. This framework gives the advantage of programming
remotely and improved computational speed.REEL framework
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TABLE II
TABLE 2: LATENCY COMPARATIVE REVIEW

Citation Methods Metric Result
[1] Fog and fogless archi-

tecture
Req. and resp. time Resp. time is

high
[12] Altering direction

method
Resource usage BW is twice

cap
[14] ANN Process time Reduced inter-

net traffic
[9] Resource management

technique
Bandwidth N/w BW reduc-

tion

is implemented in Contiki and execution time, Memory uti-
lization was the evaluation metrics. Although results show
significant low in execution time and increased efficiency in
real-time computation but ROM occupation is large which
results in large resource allocation.

III. METHODOLOGY

Here we will be discussing the brief overview of meth-
ods used by researchers while designing Intrusion detection
system, Table 2 and Table 3 shows the comparative view of
research papers in security and latency metric.

Below are the few methods proposed in the research papers.
• Auxiliary shift: There are two stages

a. Pre-processing: Construct three tables i.e, Shift table,
hash table, and prefix table.
b. Pattern matching stage: It will match the pattern with
the flow of the packet with a predefined malicious pattern
in the database.

• Early decision: Here the malicious patterns are sorted in
ascending alphabetical order to reduce the execution time
while matching the pattern.

• Genetic Algorithm: This algorithm selects the fittest
particle based on the fitness value evaluated based on the
RBF kernel function in SVM to get the next offspring
using methods like crossover and mutation.

• Support vector machine: It is supervised by ML which
classifies two groups of problems.It uses the RBF kernel
function to categories the data.

• Particle swarm optimization: It searches for optimal so-
lutions in the given solutions through agents like particles.

• Artificial Neural Network: It consists of unit or node
called artificial neurons that are used to train to classify
the attack types.

• k-NN algorithm: Algorithm that is used to classify attack
types by training the unit.

A. Data-sets

• KDD99 and NSL-KDD:
a. Analysed based on number of output classes, training
and testing models. b. Models can be applied are
i. Clustering
ii. Classification
iii. Feature selection and reduction algorithm
c. KDD99 is extracted from DARPA

TABLE III
TABLE 3: FEATURES IN KDD DATASET

No. Feature name
1 duration
2 protocol type
3 service
4 src byt
5 destbyt
6 Flag
7 root shell count
8 is user login
9 count

Fig. 2. Network traffic dataset

d. NSL-KDD obtained from KD99 by eliminating
dataset.
e. Output classes are DoS, Probe, R2L ,U2R and Normal
f. Dataset has 24 attack and 14 attack types training and
testing respectively.
Table 3 . shows few feature selected in KDD99 algorithm.

• Network traffic:
a. This data set is used as input to one of the models.
b. It has approximately 500k real-time network traffic data
c. It has approximately 21k rows and over 10 worksta-
tions local IPS
d. This data-set is monitored over three months duration.
Each row consists of data, local Ip, remote asn, and count
of connections in a day.
The snap of the network dataset is shown in Figure 2.

IV. FINDINGS

Following are a summary of observations made while re-
viewing the paper regarding the solution w.r.t security of the
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TABLE IV
TABLE 4: COMPARATIVE ANALYSIS

Paper
cited

Dataset Accuracy Detection Rate

[1] KDD99 96.01 percentage 96.38 percent-
age

[21] KDD99 CUP 99.56 percentage 90.66 percent-
age

[20] NSL-KDD 97.8 percentage 97.72 percent-
age

IoT.
• The detection rate of attacks is normally high with hybrid

models compared to other models.
• Few models with pattern matching algorithms possess

low in classifying attacks.
• Majority of the efficient proposed solution uses SVM for

evaluation of fitness function.
• Performance evaluation of several proposed solutions is

done by using KDD99 datasets.

V. CONCLUSION

Reviewed problems faced in IoT in various metrics such
as latency, security, speed, energy, and resource allocation to
understand the challenges in IoT also compared the solutions
for specific problem categories. Furthermore, observations are
made based on the results of efficient proposed solutions.
Finally, efficient proposed solutions are studied to fill the gap
and improve the performance of the system for future work.

Based on the results obtained from the proposed solutions,
various enhancements in implementations can be made to pro-
duce efficient performance of the system. Firstly, by combing
efficient algorithm in terms of efficient memory and execution
time usage that override the limitation of memory usage and
latency in few proposed solutions. Secondly, by using updated
data set for efficient performance of Intrusion detection system
application in real time.
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Abstract— Security is need of the hour in today’s world since 

the cyber physical systems are prone to malicious attacks. 

Advanced Encryption Standard is a cryptographic algorithm 

which is utilized extensively but is sensitive to dangerous attacks 

due to advances in technology. This paper administers Defense in 

Depth approach at system level on AES cryptographic core using 

an effective logic locking technique. AES lock block is inserted 

judiciously in subprocess of AES decryption algorithm. This approach 

achieves output corruption of 70% when incorrect password is 

provided at input due to which the probability of guessing the 

information and reverse engineering the architecture is reduced 

to greater extent. AES Lock block is highly efficient to secure the 

AES cryptographic decryption core. This work successfully 

shields AES cryptographic decryption core using Defense in 

Depth approach. 

 
Keywords— Defense in Depth, Hardware Security, Design for 

security, Logic locking, AES Decryption Core, AES Lock Block. 

 
I. INTRODUCTION 

Security is a major concern these days. Amidst the 

era of fabless companies, for the cost saved in 

manufacturing a significant effort has to be put in to curb 

variety of security threats like IP Piracy, Reverse 

Engineering and Hardware Trojan and a steep increase in 

the number of untrustworthy electronics which are 

encountered due to deployment of IC fabrication in the 

global design flow. Hardware security is an essential tool 

being worked upon recently to restrain the huge number of 

losses caused to the semiconductor industry due to the 

above-mentioned problems to mitigate malicious threats 

from attacker’s end, Defense in Depth approach stands tall 

as it implements mechanisms in layered fashion. Design for 

Trust techniques (DfTr) [1] are also utilized which are 

broadly classified into active and passive. IC metering, 

Fingerprinting, Watermarking, Logic locking, IC 

camouflaging are examples of DfTr techniques. Out of 

them, logic locking is one the various active techniques 

which has been garnering more attention from the research 

world recently because of versatility, lesser limitations than 

others and its ability to protect against an attack in 

anywhere in the supply chain. 

Logic locking method involves insertion of 

 
additional hardware and numerous extra key-inputs, in 

addition to the original inputs, into the design which are 

driven by an on-chip tamper proof memory. The added 

locking hardware makes sure that the design details cannot 

be recovered with the help of reverse engineering and 

ensures that the output is incorrect if the correct key is not 

provided at the input. There are various sequential and 

combinational logic locking techniques. The former ones’ 

result in incorrect output since it is corrupted due to the 

presence of incorrect keys. Various combinational logic 

locking techniques implement XOR/XNOR key gates, 

AND/OR gates, multiplexers, or combinations of these 

gates [2]. Kundi et al. AES encryption core is implemented 

on Spartan-3 FPGA. The design includes MUX in the 

intermediate states to fed back data into encryption core [3]. 

The implementation provided fast encryption core. 

Santoosh et al. elaborates that AES encryption and 

decryption algorithm was carried out by implementing 

more than one round parallelly [4]. It increased throughput 

and offered high security. 

 

In this work, Defense in Depth approach is 

administered to prevent malicious attacks like key 

sensitization, brute force attack and reverse engineering 

and secure critical data using lock locking technique on 

AES decryption core. Section II provides brief on the 

state of art technology. Section III elaborates on the AES 

decryption core, AES lock block core and Performance 

metrics. Section IV presents the results justifying all our 

claims. Section V presents the conclusion of this work. 

 

II. OVERVIEW 

Logic locking techniques are utilized to protect 

against malicious threats. Stripped functional behaviour 

logic locking technique is proposed by Yasin et al. which 

mentions that certain amount of functional behaviour is 

latent in form of secret key [5]. A stripped-functionality 

logic locking (SFLL) technique which strips the 

functionality of the design and hides it in the form of a 

secret key. The stripped functional behaviour is recovered 

only through on-chip restore process. There are a number 
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of ways to attack the design. SAT attack which is a recent 

and a fatal one which has the ability to decipher the right 

key of almost all logic locking techniques. Xie et al. 

explains one of the effective methods to counteract this is 

proposed in [6]. Delay locking determines functionality 

and time profiles. A key with incorrect timing will end up 

in violation of time and malfunction of the circuit. A delay 

key gate which is tunable is also proposed which can 

overshadow both functionality and timing profile of IC 

design. Sweeney et al. proposes Latch-based logic locking 

technique [7]. This method alters data flow and logic in the 

circuit by inserting latches. Karmakar et al. describes 

Logic Encryption strategy [8]. This strategy inserts key 

gate in such a way that quality of security improves and 

enhances key-interdependence due to incorporation of 

key-dependency module. Torrance et al. discusses 

Reverse engineering techniques [9]. These techniques 

extract design information which is confidential. Yasin et 

al. introduces Strong logic locking method that has been 

implemented in such a way that the key gates are inserted 

where it is non mutable. Drawback of this method is that 

it is laborious to find interfering key locations and does 

not guarantee output corruption. The study also states 

that existing SAT-based attacks can be averted possibly 

using one-way random functions. The technique of 

weighted logic locking [11], [12], [13] was proposed 

recently in which multiple key inputs are given to every 

control gate, usually at locations of highest fault impact, 

instead of the conventional technique where a single key 

locks the entire circuit. To gain security, Rekha et al. has 

implemented logic locking concept to protect the clock line 

of I2C protocol by securing data [14]. When loaded onto an 

on-chip memory, the secret keys restore the original 

functionality of the design and creates mismatch between 

the reverse- engineered netlist and original design. Baby et 

al. proposes a technique known as LUT based dynamic 

obfuscation. It ensures that the functionality is latent from 

untrustworthy stages of design flow [15]. Benchmark 

circuits were analysed related to number of cycles and 

hamming distance. Power consumption and area overhead 

is also decreased. 

III. PROPOSED METHODOLOGY 

The motive behind this work is to secure the critical 

data and prevent malicious attacks by administering the 

defense in depth approach at system level. This approach 

surges redundancies which reduces momentum of attacker 

resulting in enhanced reliability. This work is divided into 

two phases where first phase elaborates the defense in 

depth approach and second phase evaluates its performance 

using specific parameters. 

A. Defense of Depth 

In this work, Defense in Depth approach is applied in 

two stages. In the first stage, logic locking technique is used 

to authenticate and grant access control to implement AES 

algorithm and in the second stage, security is propounded 

by performing AES cryptographic decryption algorithm. 

The attacker has to obtain access in order to access the 

crypto primitive algorithm (AES) before key guessing 

resulting in high protection of the data.At gate level, in each 

round, the control signals from logic lock block are 

connected to different logic cells. This increases random 

behaviour and disables the attacker from differentiating the 

correct and incorrect output control signals. This approach 

adds multiple layers of security and strengths it against 

malicious attacks. Figure 1 depicts the Defense in Depth 

approach adopted in this project. 

 
 
 
 

Fig. 1. Defense in Depth Approach 

 

AES Decryption. AES algorithm is widely used symmetric 
cryptographic algorithm as it is more secure and has low 
cost for implementation. AES decryption algorithm is 
iterative in nature. The transformation occurs in every 
round of the decryption algorithm. Each round consists 
four subprocess. The last round is an exception as it 
excludes the Inverse Mix Column subprocess. AES 
Decryption algorithm has 4 main components. Plain text, 
Secret key, Cipher text and Decryption algorithm. AES 
Decryption algorithm consists of four subprocesses. 

Inverse Shift rows, Inverse Substitution Bytes, Add round 
key, Inverse Mix column. AES core is vulnerable to 
attacks. Absence of strong secure system has led to such 
malicious attacks and insertion of trojans. Numerous 
techniques are implemented to detect the presence of 
Trojans. But the call is for a safe and smart technique to 
safeguard the IC by adding extra layers of security using 
logic locking technique. 

There are three types of AES decryption 

algorithms depending on key size. AES supports key 

size of 128, 192 and 256 bits. The number of rounds 

increases with respect to key size. In AES algorithm, the 
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input text data size always remains 128 bits. The 

organization of AES decryption algorithms are 

illustrated in Table I. 

 
TABLE I. ORGANIZATION OF AES 

 

Type Key Size Data Size Rounds 

AES 128 128 128 10 

AES 192 192 128 12 

AES 256 256 128 14 

 

Logic Locking. Logic Locking is an emerging technology in 
the sphere of Design for security. Purpose behind using 
logic locking technique in this work is to protect against 
vulnerable attacks. In this technique, the attacker is unaware 
of the presence of logic lock block and hence obtains 
corrupted text while performing attacks. This technique 
reduces the probability of the model being prone to attacks. 
Lock module is inserted to ensure that the correct output is 
obtained only in presence of correct password. The output 
is corrupted when incorrect password is provided at input. 

 
Logic lock block is inserted in each subprocess of 

AES Decryption algorithm. It is inserted judiciously at 

system level in such a manner where the probability of 

differentiating it from the original circuit is minimal. The 

16-bit lock key is flashed in tamper proof memory (D flash). 

The lock block consists of non-linear weighted hexadecimal 

component and a comparator. Comparator compares the 

weighted hexadecimal with the input password. 

 
The naming convention of the block is in systematic 

form. In the naming convention, key size is mentioned first 

followed by B which indicates Block and then followed by 

numerical value which in turn indicates the subprocess as 

illustrated in the Table II. For example, 192-B3 indicates 

that the logic lock block is inserted in the AddRound Key 

subprocess of AES-192 algorithm. The schematic of AES 

algorithm with lock block using Defense in Depth is 

depicted in Figure 2. 

 
TABLE II. NAMING CONVENTION 

 

Value after B Corresponding Sub-Process 

1 Inverse Shift Row 

2 Inverse Substitution Byte 

3 AddRound Key 

4 Inverse Mix Column 

 

    Fig. 2. AES lock block in Defense in Depth approach 

 
1) Insertion of Lock Block in Inverse Shift row: The 

lock block accepts the password and maps the bits 

to weighted hexadecimal bits and compares it with 

the lock key in tamper proof memory. The block 

unlocks and executes the remaining subprocess 

without alteration if the password provided at input 

is correct. If the password provided is incorrect, the 

inverse shift rows sub process is altered by varying 

the offsets to shift the rows cyclically. 

 

2) Insertion of Lock Block in Inverse Substitution 

Byte: The lock block accepts the password and 

maps the bits to weighted hexadecimal bits and 

compares it with the lock key in tamper proof 

memory. The block unlocks and executes the 

remaining subprocess without alteration if the 

password provided at input is correct. If the 

password provided is incorrect, the inverse 

substitution sub process is altered by replacing the 

mapping elements in the substitution box. 

 
3) Insertion of Lock Block in Add Round Key: The lock 

block accepts the password and maps the bits to 
weighted hexadecimal bits and compares it with the 
lock key in tamper proof memory. The block 
unlocks and executes the remaining subprocess 
without alteration if the password provided at input 
is correct. If the password provided is incorrect, the 
AddRound key subprocess is altered by including 
additional XOR function to perform XOR operation 
with a random constant. 
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4) Insertion of Lock Block in Inverse Mix Column: The 

lock block accepts the password at input and maps 

the bits to weighted hexadecimal bits and compares 

it with the lock key in tamper proof memory. The 

block unlocks and executes the remaining sub 

process without alteration if the lock key provided 

at input is correct. If the password provided is 

incorrect, the inverse mix column sub process is 

altered by performing XOR operation on the 

resultant value of multiplicative inverse. 

 
B. Performance Metrics 

Performance metric such as distance metrics, power, time 

and Information gain are evaluated to estimate the 

performance of the Defense in Depth approach by 

examining Lock block. Distance metrics such as Hamming 

distance, Levenshtein distance and Jaro distance are utilized 

to estimate the performance of the algorithm and evaluate 

the extent to which the output is corrupted when incorrect 

password is provided at the input. 

 
Hamming Distance. Hamming distance is the difference 

between the number of bits in output state matrix and input 

state matrix. Substitution of bits are carried out for 

evaluating the hamming distance. 

 

Levenshtein Distance. Levenshtein distance is the 

difference between the number of bits in the input state 

matrix and output state matrix. Insertion, deletion and 

substitution operations are carried out to transform input 

state matrix to output state matrix for evaluating 

Levenshtein distance. 

 
Jaro Distance. Jaro distance is difference between the 

number of bits in input state matrix and output state 

matrix. Transposition is carried out to transform from 

input state matrix to output state matrix for evaluating 

Jaro distance. 

 

Power and Time. Power and time consumed is 

measured by performing side channel power analysis. 

Side channel power analysis is performed on Chip 

Whisperer Lite board using the measurement setup. 

 

Information Gain. Information gain is a measure of the 

information obtained. Entropy is lack of order. 

Information gain is the difference of entropy before 

transformation and after transformation. The formula 

for Information gain is given by formula, Information 

Gain = [entropy(parent)] – [average entropy(children)]. 

Entropy is computed using the formula, Entropy = - ∑ Pi 

log2 Pi. 

 
IV. RESULTS AND ANALYSIS 

This work is implemented on AES symmetric 

cryptographic decryption core with key size of 128,192 

and 256 bits. Table III depicts the correct output and 

corrupted output values of AES crypto primitive for 

varying inputs when Lock block is inserted. 

 

TABLE III. SAMPLE CASES 
 

Case I Correct Password 
Incorrect Password 
Weighted hexadecimal 
Key 
Input 
Output 
Corrupted output_128AR 
Corrupted output_128MC 
Corrupted output_128SB 
Corrupted output_128SR 

0x0C, 0x0B 
0x0D,0x0E 
0x0A,0x0F 
0xb267516182ea2d6aba7f518890fcf4c3 
0x935248d120cd90bfcd11587991a6b023 
0xdc4e3f68ddb1c6e1ddc8236e5f562aa 
0xadc5c7640060ef51968bee4664ecc8b0 
0x6dbe5aa938416feeb1b78e51d2784e68 
0x23c7c820a97bc328756ff28a07745ac4 
0xc01e90698bf037c85536405784b07fa 

Case II Correct Password 
Incorrect Password 
Weighted hexadecimal 
Key 
Input 
Output 
Corrupted output_192AR 
Corrupted output_192MC 
Corrupted output_192SB 
Corrupted output_192SR 

0x0A, 0x0B 
0x0C,0x0D 
0x0D,0x0E 
0x552061726520746865206265737420696e20776f26c6420a 
0xd8f3a72fc3cdf74dfaf6c3e6b97b2fa6 
0x55a33826068337bbf99165c6530d134c 
0xc66d9bd03393c575350902a77fa995a7 
0xe934ba0a54cd0cd0be58be710bcc1184 
0x84f6ca442db2d935378695ded3b20888 
0x5f15645c80789c83467c9e4d55c9f425 

Case III Correct Password 
Incorrect Password 
Weighted hexadecimal 
Key 

 

Input 
Output 
Corrupted output_256AR 

0x0C, 0x0D 
0x0A,0x0B 
0x09,0x0A 
0x6c6f6769636c6f636b696e6769736173656372657 
4636f6e63657074206f75747 
0x26f39bbca19c0fb7c72e7e3063927313 
0x29f7741db1f4a824f2d6ab7d18051543 
0x13e758ed901536abf0673ecf1843230e 
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 Corrupted output_256MC 
Corrupted output_256SB 
Corrupted output_256SR 

0x229a61ac9c057f356dac209279259e1a 
0x077550bfae6a7741d960b22381375f03 
0xf0f74252fc4d997d8ce3fcf1e34eb3a0 

 
 
 
 

 
In figures 3,4 and 5, x-axis indicates the key size and 

subprocess where the lock block is judiciously inserted and 

the y-axis indicates the dissimilarity measure of input text 

and output text. The uncorrupted output is obtained by 

unlocking the lock block if correct password is provided at 

input whereas corrupted output is obtained when the lock 

block remains locked if incorrect password is provided at 

input. 

 
 

 
Fig. 3. Analysis of Hamming distance 

 
 

 

 
Fig. 4. Analysis of Levenshtein distance 

 

Figure 3 depicts the analysis of Hamming distance in AES 

128,192 and 256 when AES Lock block is judiciously 

inserted in the each of the four subprocess of AES 

Decryption algorithm for three different set of input cipher 

text and input secret key. From the figure, it can be 

inferred that the output text is entirely corrupted with 

Hamming distance greater than 80%. Figure 4 depicts the 

 
analysis of Levenshtein distance in AES 128,192 and 256 

when AES Lock block is judiciously inserted in each of the 

four sub process of AES Decryption algorithm for three 

different set of input cipher text and input secret key. From 

the above figure, it can be inferred that the output text is 

entirely corrupted with Levenshtein distance greater than 

80%. 

 
 

Fig. 5. Analysis of Jaro distance 

 

 
Figure 5 depicts the analysis of Jaro distance in 

AES 128,192 and 256 when AES Lock block is 

judiciously inserted in each of the four subprocess of 

AES Decryption algorithm for three different set of input 

cipher text and input secret key. From the Figure, it can 

be inferred that the output text is entirely corrupted with 

Jaro distance greater than 50%. 

 
It can be inferred that the hamming distance, 

Levenshtein distance and Jaro distance is above 50%. 

Logic locking technique is resilient to brute force attack 

as this technique is over shadowing the vulnerabilities 

due to added security control access layer. Further this 

technique is sturdy enough to resist key sensitization 

attack since the conversion of input password to non- 

linear weighted hexadecimal tightens the security by 

making it difficult for the attacker to identify correlation. 

between input password and weighted hexadecimal. 

Also, Reverse engineering is inhibited by mystifying the 

attacker through layered structure of defense in depth 

approach. 

 
Further, power consumption and execution time 

are measured using ChipWhisperer Lite board. The 

power consumed and execution time while running 

conventional AES Decryption core and AES Decryption 
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core with AES lock block is depicted in Figure 6 and 

Figure 7 respectively. 

task for attackers to obtain the password using side channel 

attacks. 

 
 

 
 

Fig. 6. Analysis of Power Measurements 

 
 

 
Fig. 7. Analysis of Execution time 

 

 
Figure 6 depicts the analysis of Power when AES 

lock block is judiciously inserted in each of the four 

subprocess of AES 128, 192 and 256 when correct 

password and incorrect password are provided at input. The 

x-axis indicates the key length and subprocess where it is 

inserted and the y-axis indicates the power consumption. 

From the plot, it can be clearly inferred that the difference 

between power consumed by conventional AES core and 

AES core with AES lock block is less than 4 % (negligible 

differences of µW). Figure 7 depicts the analysis of 

execution time when AES lock block is judiciously inserted 

in each of the four subprocess of AES 128,192 and 256 

when correct password and incorrect password are provided 

at input. The x-axis indicates the key length and subprocess 

where it is inserted and the y-axis indicates the execution 

time of the circuit. 

 
The difference between execution time of 

conventional AES core is less than AES core with AES lock 

block core by 6% for key sizes 128 and 192, and 20% for 

key size of 256 (negligible differences in ms). Hence, AES 

core with AES lock block does not drastically increase the 

power consumption and execution time. So, it is a difficult 

Information gain has been evaluated considering 

the power consumption attribute. Information gain for AES 

128,192 and 256 has been evaluated which has depicted in 

Table III. It can be inferred from the table that the 

information gain obtained is less. It is extremely difficult to 

rely on the information obtained from power consumed to 

differentiate the correct output and incorrect output when 

Lock block is inserted. 

 
 

TABLE IV. INFORMATION GAIN 
 

 Entropy Average 

Entropy 

Information 

Gain 

AES 128 0.992774 0.853473 0.139301 

AES 192 0.896038 0.775885 0.120153 

AES 256 0.746234 0.651909 0.094326 

 
V. CONCLUSION 

In this work, the AES lock block has been 

successfully designed and judiciously inserted into AES 

cryptographic decryption core in each of the four 

subprocess of AES decryption algorithm. Power 

consumed and execution time was measured in XMEGA 

microcontroller with difference of less than 6% and 20% 

respectively. Information gain evaluated is also minimal 

to perform attacks. This technique achieved 80% 

Hamming distance, 80% Levenshtein distance and 50% 

Jaro distance. This technique is resilient to Key 

sensitization attack, reverse engineering and brute force 

attack. Hence, it is validated that the proposed method is 

an efficient defense in depth approach which uses logic 

locking technique. This approach is an effective security 

measure to avoid unauthorized access on AES 

Decryption core. 
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Abstract–The article discusses partially defined discrete 
functions and investigates the problem of logical 
continuation of such functions in the class of canonical 
normal forms. A theorem is proved on the invariant 
continuation of a multivalued function in the class of 
canonical forms, which does not depend on the adopted 
coding. An algorithm for constructing a set of invariant 
points independent of the adopted encoding and software 
for such an invariant continuation are constructed. 

Key words: encoding, logic, conjunction, disjunction, sets, 
quasi-Boolean invariant, synthesis, equivalent. 

INTRODUCTION 

Extension of a discrete function by the invariance 

principle. Let n
1 2 nS = S ×S ×...×S  the Descartes product 

where , 1,iS i n  is an arbitrary collection of real numbers. 

Consider a formula (metric)  
1

,
n

i i
i

    


  . A ball RS  

with center   and radius r at nS  is the set of all nS  

such that  , r     [1-3]. 

Let  1 2, ,..., nF x x x  is a discrete function, taking k  

values  0,1,..., 1k   be defined on the set 

 : ,nM S F x j   if  , 0, 1 ,jx M j k    

0

and
m

i i j
i

M M M M


  . Function  F x  is called a 

continuation  ,F x if  F x j  , for ,jx M  ,j jM M   

 , 0, 1i jM M j k    for .i j  

It is easy to see that you can find different function 
extensions  ,F x  that are not equal to each other. Let us 

define the set of points where the continuation of the function 

 F x  does not depend on the adopted encoding [4-15]. 

Let us define an elementary function (e.f.) 

 ,

, if ,

0, otherwise.
r r

r

x S
x





 
 


A  

The ball  ,r rS 
A  is called admissible for  F x  and 

,jM  if 
1

1

, \ .n
n j n j

j

S M S S M


 




   

Further we will investigate the representation of the 
function  F x  in the form of the maximum of the e.f., the 

domain of which is chosen to be balls. 
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Let iM  - a ball i

ir
S  with radius ir  and center at 

, 0, .i i n   

Consider a point   to preserve the encoding of the ball 

rS  and a point j on a segment  , , 1, ,j j n j i     such 

that    , ,j j jr       . It is easy to see that, if 

   , ,j i ir        for any j i , then   will be a 

point that preserves the code of the set iM . 

Let a set of discrete k-valued functions depending on n 
variables be given, i.e. the set of functions defined on the set 
of all vertices of the Descartes product 

n
1 2 nS = S ×S ×...×S where is , 1,iS i n  an arbitrary 

collection of real numbers 0,i n  and taking values from the 

set  0,1,..., 1k  . In this consideration, there is a one-to-one 

correspondence between multivalued discrete functions, 
depending on the n arguments and subsets .n

fN S  The 

function  1 2, ,..., nf x x x  and the subset n
fN S  have a 

one-to-one correspondence in the case 

 
,

,
0, \

f

n
f

if x N
f x

if x S N

 
 



 

here  0,1, ..., 1 .fE k     

It is assumed that the set 
fE  splits the function 

 1 2, ,..., nf x x x  into the set of subfunctions 

     
1 2

, ,..., ,
m

f x f x f x  
 and the set 

fN  into pairwise 

disjoint subsets 
1 2
, ,...,

m
f f fN N N
  

, where ,fm E  

 
 

 

,
,

0,i

i i

i

if f x
f x

if f x


 




 



 

       : , 1, .
i

n
f iN S f i m


         

It is easy to see that 

 M

1, M
J ,

0, M

k if x
x

if x

 
 


 

where  M 0,1,2,...,k 1 .kE    

An elementary function (e.f.) is the expression [16] 

     
1 21 2min , ,..., , ,

nM M M nJ x J x J x    A  

where 

 M , 1, .j kE j n    

In the further presentation, for the sake of convenience, the 
formula  1 2max , ,..., mA A A  will be conventionally 

denoted as 
1 2

1
... :m i

i

m



   A A A A  if iA  there is 

an analogue of an e.f., then the indicated formula will be 
called the canonical normal form (c.n.f.). 

The area of truth e.f. A  we will call the set ,NA  in which 

the e.f. A  equals γ.  It is easy to see that the domain 

1

n

j
j

N M


A
 is a ball (a subset of a set nS ) of a Descartes 

product nS . With such a geometric consideration of the e.f. 
matches the ball ,NA  of the Descartes product nS . 

The rank of e.f. A  let's call the number 

   
1 1

M M .
n n

j j
j j

r k kn
 

    A  

The formula 
1

i
i

t



M A , where everything  , 1,i i tA  

is e.f., will be called the canonical normal form (c.n.f.). 
Note that each multivalued discrete function 

 1 2, ,..., nf x x x  corresponds to a non-empty class of c.n.f. 

that implement this function. The set of all balls corresponding 
to the e.f. a certain c.n.f. from this class, defines the coverage 

fN  of balls from nS . Whence it follows that subsets M n
kE  

can be specified using c.n.f [17, 18]. 

Let  ,I N A
 there be some subset of balls from nS . 

A ball 
BN I  is called maximal with respect to M  if it 

does not exist in I . the ball ,NA  such that 
BN NA  and 

.BN NA  

To represent the function  1 2, ,..., nf x x x  in the form of 

c.n.f. we considered its quasi-Boolean representation: 

1 2
...

m
f f f f       moreover 1 2 ... .m      

It is easy to see that for the same function  f x  can have 

several equal quasi-Bullian representations. Indeed, 

1 2

1 2

...

... ,
m

m

f f f f

f f f f

  

  
   

    

    
 

where 

γγ

,
ii

f if
N N Q   
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γj

, 1, .i f
j i

Q N i m


   

We will consider only one "maximum" view 

1 2

' ' ' '... ,
m

f f f f       

where  

 '

1

, 1, .
ji

n

ff
j

N N i m




   

Consider all maximal balls  , 1, ,
j
iB

N i m  included in 

' ,
i

f
N



 intersecting with 
i

fN


 and such that the value i
jB  is 

equal γ i  to  , 1, .
j
iB

N i m  

1 1

i
i
j

i j

Im
B

 

M  will be called the reduced canonical 

normal form of the function  .f x  

A covering of a set 
fN  with the maximal balls is said to 

be irreducible if, after removing any of the balls included in it, 
it will not be a covering. 

C.n.f., realizing a function f is called dead-end if it 
corresponds to an irreducible cover of the set 

fN . 

Consider a multivalued function  1 2, ,..., nF x x x  defined 

on 

 : ,n
jM S F x    if  , 1, ,jx M j m   

0

, ,
m

j k i
i

m k E M M


    and i jM M   for 

 , , 0, .i j i j m   Moreover 1 2 0... , 0.m        

Hence  1 2, ,..., nF x x x  is defined by specifying pairwise 

disjoint sets 
0 1 mM ,M ,...,M . The function  F x  is partially 

defined on the entire set nS . There are various extensions in 
the class of multivalued discrete functions  F x  that are not 

equivalent to each other. 
The task of this work is to find the simplest, in a sense, 

additional definitions. 
For  F x , select all maximal balls ,

j
iB

N  

 1, , 0, ,ii m j I   contained in 

1

0

\ ,
i

n
k v

v

E M




 

intersecting with iM  such that the value i
jB  is γ .i  

C.n.f. 
1 1

i
i
j

i j

Im
B

 

M  will be called the abbreviated 

normal form for  F x . It is easy to see that c.n.f. FM  is 

uniquely determined by the function  F x . 

Let us now indicate the points at which, when the values of 
the function change  F x  (transition to  F x ), the values 

change 
FM  (transition to F M ). 

Consider a multivalued discrete function  1 2, ,..., nF x x x  

defined on :nM S  

  ,jF x   if  , 0, 1 ,jx M j k                  (2) 

where 
0

m

i
i

M M


  and 
i jM M   .i j  

We denote by   the set of all permutations of the set 

   0 1 10,1,..., 1 : , ,..., .kk i i i    

The functions 

  ,jF x i   if  , 0, 1 ,jx M j k    

we call   is a permutation of  F x . 

We will say that a point \ Mn
kE  preserves the 

encoding (code) of a set , 0, 1jM M j k    with 

respect to a permutation ,  if  F j M  and 

  .F ji
 M  

A point \ Mn
kE  is called a point that preserves the 

encoding of the set ,jM  if it preserves the encoding jM  

with respect to any permutation  .   

Let 

 
F

:
V 

  




 MM . 

Theorem. The point 
1

0

\ M
k

n
k i

i

E




  preserves the 

code of the set M j , then and only if, when: 

1) in c.n.f. M  there is an e.f. A  such that 

,jN M A  , ,iN N M A A  

where  0,..., 1, 1,..., 1 ;i j j k     

2)  each ball NA  where e.f. A  included in c.n.f. 

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 749



M . 
Has common points with  M ,i i j  and contains a point 

M j . 

Proof. Necessity. Let the point   preserves the code of 

the set M j  Then for the encoding 

 0 1 1 1, ,..., ,j ki i i i    of c.n.f. TFM  there is 

an e.f. A  such that   1.k  A  

By definition, 

1

0

\ M ,
k

n
k i

i
i j

N E





A  

i.e. the interval NA  does not intersect with any set 

 M ,i i j . The first condition is proved. 

Let us now consider a permutation   in which 0.ji   

Suppose that in the c.n.f. 
TFM  there is an e.f. A  such that 

the ball NA  has a common point with  M ,l l j  and 

contains M j  of the point  . 

Let us assume that this ball contains no points of the set 

M j
. It is easy to see that in this case  F 0


 M  and 

the permutation   also does not preserve the code of the set 
M j

. We have proved the second necessary condition for the 

preservation of the point   of the set M j . 

Sufficiency. Suppose the conditions of the theorem are 
true and for each ball    M , , ,lN l j A

 having a point 

,  intersecting the sets iM  and M j , e.f. A - belongs to 

TFM . Moreover, in any encoding 

   0 1 1, ,..., ki i i    e.f.  γ ,liA  for 

 γ M , .lN   We denote by ,BN  the ball such that 

M ,B jN   M ,B lN    , Bi l N   for any 

permutation  0 1 1, ,..., ki i i   of the e.f.  γ jiA  for 

γ ,B TFN B
 M . 

If in some encoding   the value of the function F  on 

the sets of the set M I  less than the values F  at the M j , 

that is j Ii i , then the point   will be covered by 

intervals  M , ,lN A
but will also be covered by the 

interval .BN  Since the external operation in c.n.f. is to take 

a maximum, then   .TF ji
 M  

If ,j li i  then  TF li
 M  for  M , .lN  A

 

But in the interval  M , ,lN A
 there exists a point γ  

belonging to ,jM  such that   ,TF ji
 M  and by 

hypothesis .j li i  Consequently, the function defined by us 

at a point γ  is not equal .ji  Therefore, each such interval 

 M , ,lN A  cannot participate in constructing an 

extension. 
The sufficiency of the theorem is proved. 

ALGORITHM FOR THE SYNTHESIS OF A SET 
INVARIANT WITH RESPECT TO ENCODING AND 

CONTINUATION. 

Based on the results of the theorem, we construct an 
algorithm for synthesizing a set of vertices of the Descartes 
product 

n
1 2 nS = S ×S ×...×S  of sets  M , 0, 1j j k   

preserving the encoding when obtaining optimal extensions of 

a partially defined function  .F x  

Let M j  be the set of all vertices ,nS   of the coding-

preserving set  M , 0, 1j j k   and 
1

0

.
k

i
i

M M




  

We consider the algorithm for the synthesis of sets M j . 

We describe it as follows: 

1. For any M j  we find  jN  the set of balls N
A

 such 

that M jN A
 and .A M  

2. For    , 0, 1jN j k  , construct the set of all balls 

 jN   whose intersection with  , 0, 1iM i k  are empty. 

3. If  jN  , then in 

 : jN N N

N




 we define points 

,  that are not included M j  and are such that there is no 

ball NA  that is contained : M ,jN  A
 in 

 : jN N N

N




 and e.f. .A M  It is easy to see that the 

multitude of all such ,  forms  , 0, 1 .jM j k   

4. Combining of the sets 0 1 1M ,M ,...,Mk  we obtain the 

set M . 

DESCRIPTION OF THE PROGRAM FOR THE 
SYNTHESIS OF AN INVARIANT SET. 

For a given set of vertices, divided into classes, the 
program constructs an invariant continuation for each class. 
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There are eight procedures in her body. A diagram of the 
interaction is shown in Figure 1. 

 

Figure 1 

The SPR procedure expands the specified vertex to an 
interval of dimension (n-1). The PF (P) procedure is used to 
find the intersection of intervals; P-sign (if for one variable P 
= 0, then the intervals intersect; if for all variables P = 0, then 
the intervals intersect). The PNV procedure is used to search 
for such vertices that intersect with the obtained interval of 
dimension (n-1). The SVR procedure for a given interval 
synthesizes the vertices included in this interval. FIN builds 
index working sets. The procedures PECH 1 (A1, A2, PM), 
PECH 2 (A1, A2, PM), PECH 3 (A1, A2, PM) are used to print 
one-, two- and three-dimensional arrays, respectively, where 
A1, A2 are boundary values indices, PM is the array to be 
printed. 

INSTRUCTIONS FOR THE PROGRAM 

The following values are the initial values for the program: 
CK - number of classes; K is the significance of the function; 
N is the number of variables; CB is the number of vertices in 
all classes; R1, R2, R3, R4, R5 - dimensions of arrays used for 
intermediate and final results; 2

1
RR N ; R2 = max (N, CB-1); 

R3 is the number of extensions in MR; R4 - number of vertices 
in extensions from MR; R5 is the number of vertices in the 
invariant continuation; AK (CBxN) - a table, each row of 
which corresponds to one vertex of the cube n

kE , the i-th 

element of the row is equal to 12k   , where   - is the value of 
the i-th variable; CVK (1x (CK + 1)) - vector, i + 1 - th 
element of which is equal to the number of the last vertex of 
the i - th class; Q(8x8) is the matrix used to check for 
intersection of intervals: 

0 0 0 0 0 0 0 0

0 1 0 1 0 1 0 1

0 0 2 2 0 0 2 2

0 1 2 3 0 1 2 3

0 0 0 0 4 4 4 4

0 1 0 1 4 5 4 5

0 0 2 2 4 4 6 6

0 1 2 3 4 5 6 7

Q   

The end results are arrays IV (1x (CK + 1)) - a vector, the 
(i + 1) th element of which is equal to the number of the last 
invariant vertex of the i-th class, INP (1xCIV (CK)) is a table, 
each row of which corresponds to an invariant top. 

The block diagram is shown in Figure 2. 

 

Figure 2 

Test case. As an example, let's take five vertices of the 
cube 3

3E , divided into three classes. The initial data are the 

following: K = 3, N = 3, CK = 3, CB = 5, R1 = 27, R2 = 4, R3 
= 100, R5 = 20, 

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 751



1 1 2

2 2 4

1 4 2

4 2 2

4 1 1

A
, 

matrix Q and 

1

1

3

5

CVK 
. 

The end result will be  

0 1 5 8CIV  , 

2 2 1

1 0 0

2 0 0

1 1 0

2 0 1

0 1 1

0 2 2

0 1 2

INP 

. 

The counting time of the test case is 15 seconds. 

CONCLUSION. 

The article investigates partially defined multivalued 
functions and the problem of logical continuation of such 
functions in the class of canonical normal forms. A theorem is 
proved on the invariant continuation of multivalued functions 
in the class of disjunctive norms, which does not depend on 
the adopted coding. An algorithm for the formation of a set of 
invariant points, independent of the adopted encoding, and 
software for such an invariant continuation are constructed. 
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Abstract- This paper analyzes the impact of two different 

electrode types from different manufacturers on the statistical 

lifetime models of Li-ion batteries. The analysis includes some 

standard goodness of fit tests and analysis of variance. It was found 

that batteries with a thicker electrode and different physical 

parameters will have different battery lifetime models.  

Index Terms— accelerated life test; Li-ion battery, the goodness 

of fit tests; reliability; Analysis of variance (ANOVA) test; Weibull 

model; Lognormal model; Normal model 

I. INTRODUCTION 

Electrodes are the most significant components in the Li-ion 
battery. It affects the capacity, power density, and energy density 
of the battery. Mei found in [1] that the electrode's physical 
parameters such as thickness and volume play an important role 
in the heat generation rate and the energy density of the battery. 
Furthermore, he found that the particle size of the electrode 
impacts the energy density and power density.  

Zhao found in [2] that thicker electrodes can increase the 
proportion of active materials and increase energy. However, 
increasing the thickness could negatively affect the thermal and 
electrochemical performances of Li-ion batteries. Besides, he 
found that batteries with a thicker electrode have more intensive 
and uneven temperature responses across the electrochemical 
cell when discharging under the same rate. This can lead to the 
depletion of active materials and faster capacity fading of the 
entire battery. Moreover, he concluded that a Li-ion battery with 
a thicker electrode is more sensitive to increased discharge rate. 
This is due to the ohmic heat generated, which led to the 
deterioration of the Li-ion battery's health 

 

Figure 1. Show the weight percentage occupied by the component of a 

commercial Li-ion battery. Adapted from [3] 

 Figure 1 shows the breakdown of the weight percentage by 
the components of a commercial Li-ion battery. It is very clear 
from the figure that the electrodes comprise the most significant 
material components of the Li-ion battery.  

 Due to the significant impact of the electrodes on the Li-ion 
battery's performance, and since it comprises the largest and the 
heaviest material components of Li-ion battery, investigating the 
effects of the physical parameters of the electrodes on the 
lifetime models of Li-ion battery is crucial.   

   There are mainly three methods to model Li-ion batteries 
lifetime: Physics-based, statistical, and data-driven methods. 
This paper will focus on the statistical method due to its 
simplicity and convenience, which would help in further 
analysis. The statistical approach used in this work is based on 
trying to fit the experimental data of lifetimes of two types of 
batteries, B1 and B2, obtained from [4] by some possible 
parametric statistical models which might not be normally 
distributed as traditionally assumed in [4]. The three models 
examined are weibull, lognormal and normal distributions. In 
fact, this work favors the lognormal as the best fitting model for 
the B1 type but rejects all for B2. This would be achieved by 
implementing some standard statistical goodness of fit tests and 
supported by the analysis of variance technique that was 
investigated by [4], which will be performed in this work in more 
detail.    

The paper is organized as follows. Section II introduces the 
experimental data of the two types of batteries obtained from [4]. 
Section III describes the statistical tools used in analyzing the 
experimental data. Section IV provides the results of the 
statistical techniques described in Section III. Lastly, the paper 
is concluded in section V. 

II. DETAILS OF THE EXPERIMENTAL DATA  

The experiment in [4] was conducted using the following two 
cells with the below parameters 

TABLE 1: THE PARAMETERS OF THE EXPERIMENT IN [4] CONDUCTED 

 B1 B2 

Nominal Capacity(Ah) 1.1 Ah 1.35 Ah 

Length (mm) 50 50 

Width 33.8 33.8 

Thickness (mm) 5.4 6.7 

Weight (g) 22 28 

Arbin BT-2000 was used for testing the cycle life of batteries. 

The number of cycles to failure for batteries B1 & B2 are in 

Table2. 
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TABLE 2. THE RESULTS OF THE EXPERIMENT CONDUCTED IN [4] 

Battery 

Sample 
Discharge condition 

Number of cycles to 

failure 

B1_1 0.5C 730 

B1_2 0.5C 471 

B1_3 0.5C 537 

B1_4 0.5C 515 

B1_5 1.0C 608 

B1_6 1.0C 480 

B1_7 1.0C 601 

B1_8 1.0C 661 

B2_1 0.5C 1336 

B2_2 0.5C 764 

B2_3 0.5C 803 

B2_4 0.5C 1321 

B2_5 1.0C 669 

B2_6 1.0C 741 

B2_7 1.0C 747 

B2_8 1.0C 724 

III. METHODOLOGY AND METHODS  

For the convenience of the reader, this section, as shown in 

Table 3, lists three of the standard goodness of fit tests that are 

used to check the appropriateness of the three suggested 

probability distributions to the experimental data. The table also 

shows the analysis of variance test, which is used to test the 

hypothesis that the homogeneity of the mean lifetime between 

the two types of the batteries and when changing the stress from 

0.5C to 1C.  

            Table 3. Methods used for analyzing the data 

Test  Description  

Kolmogorov-Smirnov (KS)  KS test [5] is powerful nonparametric 
goodness of fit test that finds the 

maximum vertical distance between the 

empirical and completely specified 
theoretical distributions. The test is not 

accurate when the parameters are 

estimated from data, as in our case. Thus, 
its modified version [6], referred to as the 

Lilliefors test, is used instead. 

 

Anderson Darling (AD)  

 

AD goodness of fit test [7] for any 

completely specified distribution, i.e., 

with known or estimated parameters 
considering the adjustment of the test 

statistic or its critical values. The test 

applies to the three distributions.  
 

Jarque - Bera (JB) 

 

JB test [8] is very efficient but usually 

applied after taking the approval of other 
two tests like KS and AD. The test is only 

applicable to normal and lognormal, but 

not Weibull. 
 

Analysis of variance 

(ANOVA) 

ANOVA [9] is used to decide whether 

there is a significant difference between 
the means of two independent random 

variables, given they are sufficiently 
normally distributed and have similar 

variances.  

IV. RESULTS AND DISCUSSION 

The goodness of fit tests: 

The goodness of fit tests was conducted using the number of 

cycles to failure for each battery at a different discharge rate. 

The tests are applied for the three probability distributions, and 

the results are reported in Tables 4-9. 

TABLES 4: GOODNESS OF FIT TESTS FOR THE DATA SET AT B1 (0.5 C) 

 Test TS CV PV Result 

Weibull 

KS 0.358 0.385 0.09 Accept 

AD 0.5 0.696 0.19 Accept 

JB NA 

   

Lognormal 

KS 0.32 0.375 0.15 Accept 

AD 0.374 0.56 0.25 Accept 

JB 0.62 0.214 0.21 Accept 

      

Normal 

KS 0.341 0.375 0.11 Accept 

AD 0.431 0.557 0.15 Accept 

JB 0.713 0.852 0.12 Accept 

 

TABLES 5: GOODNESS OF FIT TESTS FOR THE DATA SET AT B1 (1 C) 

 Test TS CV PV Result 

Weibull 

KS 0.28 0.385 0.47 Accept 

AD 0.348 0.696 0.49 Accept 

JB NA 

   

Lognormal 

KS 0.335 0.375 0.12 Accept 

AD 0.384 0.557 0.23 Accept 

JB 0.56 0.852 0.31 Accept 

      

Normal 

KS 0.32 0.375 0.15 Accept 

AD 0.347 0.557 0.31 Accept 

JB 0.474 0.852 0.5 Accept 

 

TABLES 6: GOODNESS OF FIT TESTS FOR THE DATA SET AT B1 (1C &0.5 C) 

 Test TS CV PV Result 

Weibull 

KS 0.178 0.29 0.5 Accept 

AD 0.291 0.72 0.65 Accept 

JB NA 

   

Lognormal 

KS 0.146 0.29 0.5 Accept 

AD 0.212 0.67 0.82 Accept 

JB 0.541 2.12 0.5 Accept 

      

Normal 

KS 0.1632 0.29 0.5 Accept 

AD 0.235 0.67 0.74 Accept 

JB 0.571 2.12 0.5 Accept 

It can be seen from Tables (4-6) that all models are accepted 

to fit the data B1 (0.5 C), B1 (1 C), and B1 (1 C and 0.5 C). B1 

(0.5 C) prefers lognormal, B1 (1 C) prefers its companion 
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Weibull [10-12], whereas B1 (1 C and 0.5 C) prefers again 

lognormal. This suggests that the change in the stress from 0.5 

C to 1 C does not change the lifetime model of the batteries of 

type B1.  

TABLES 7: GOODNESS OF FIT TESTS FOR THE DATA SET AT B2 (0.5C) 

 Test TS CV PV Result 

Weibull 

KS 0.332 0.385 0.15 Accept 

AD 0.645 0.696 0.07 Accept 

JB NA 

   

Lognormal 

KS 0.301 0.375 0.21 Accept 

AD 0.494 0.557 0.09 Accept 

JB 0.65 0.85 0.17 Accept 

      

Normal 

KS 0.3 0.375 0.21 Accept 

AD 0.5 0.56 0.08 Accept 

JB 0.66 0.85 0.16 Accept 

TABLES 8: GOODNESS OF FIT TESTS FOR THE DATA SET AT B2 (1C) 

 Test TS CV PV Result 

Weibull 

KS 0.261 0.385 0.5 Accept 

AD 0.414 0.696 0.33 Accept 

JB NA 

   

Lognormal 

KS 0.298 0.375 0.22 Accept 

AD 0.419 0.557 0.17 Accept 

JB 0.704 0.852 0.13 Accept 

      

Normal 

KS 0.292 0.375 0.25 Accept 

AD 0.406 0.557 0.19 Accept 

JB 0.686 0.852 0.14 Accept 

TABLES 9: GOODNESS OF FIT TESTS FOR THE DATA SET AT B2 (1C & 0.5C) 

 Test TS CV PV Result 

Weibull 

KS 0.368 0.288 0.001 Reject 

AD 1.207 0.717 0.002 Reject 

JB NA 

   

Lognormal 

KS 0.343 0.288 0.007 Reject 

AD 1.059 0.667 0.003 Reject 

JB 1.608 2.116 0.080 Accept 

      

Normal 

KS 0.372 0.288 0.001 Reject 

AD 1.221 0.667 0.001 Reject 

JB 1.752 2.116 0.070 Accept 

On the other hand, It can be seen from Tables (7-9) that all 

models are accepted to fit the data B2 (0.5 C), B2 (1 C) with 

preference to lognormal and Weibull, but all are rejected or 

weakly accepted to fit B2 (1 C and 0.5 C). This suggests that the 

change in the stress from 0.5 C to 1 C does change the lifetime 

model of the batteries of type B2. 

 

Figures 2a, 2b, and 2c show the probability plot for Normal, 

Weibull, and lognormal distribution, respectively, for battery 

B1.  

 

 

Figure 2a. Probability plot for Normal distribution for B1 at 0.5 C and 1 C. 

 

 

Figure 2b. Probability plot for Lognormal distribution for B1 at 0.5 C and 

1 C. 

 

Figure 2c. Probability plot for Weibull distribution for B1 at 0.5 C and 1 C. 

It is clear from Figures 2a, 2b, and 2c that almost all the 

data points are close or on the trend line of the three 

distributions. This indicates that the data fit the three models 

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 755



 

in agreement with the goodness of fit tests’ results in Tables 

4-6. 

 

Figures 3a, 3b, and 3c show the probability plot for normal, 

Weibull, and lognormal distributions, respectively. For battery 

B2, where we can see that none of the three distributions is an 

acceptable fit to the data, which means that B2 (0.5 C) and B2 

(1 C) have entirely different distributions as agreed with the 

goodness of fit test results shown in Tables 7-9.  

 

 

Figure 3a. Probability plot for Normal distribution for B2 at 0.5 C and 1 C. 

 

Figure 3b. Probability plot for Lognormal distribution for B2 at 0.5 C and 

1 C. 

 

Figure 3c. Probability plot for Weibull distribution for B2 at 0.5 C and 1 

C. 

Analysis of variance (ANOVA) for the data: 

One-way ANOVA is used to test whether two data sets have 

similar means at a certain appropriate level of significance; here, 

we choose it to be 0.05. This technique requires that the two data 

sets be independent, normally distributed, and acceptably 

similar standard deviations. B1 (0.5 C) and B1 (1 C) data sets 

satisfy the above assumptions because they are normally 

distributed as clear from Tables 4 and 5, independent, and have 

standard deviations of 115 and 77 cycles, which can be 

confirmed using Levene’s test of equality of variances [13]. 

Indeed, it can be checked that the p-value of Levene’s test for 

this case is equal to 0.5234. Table 10 below shows ANOVA 

results applied on B1 (0.5 C) and B1 (1 C).  

TABLES 10: ANALYSIS OF VARIANCE (ANOVA) FOR B1 (0.5 C) AND B1 (1 C).  

 SS df MS F P-value F dist 

Between 

Groups 

 

1176.13 1 1176.1 0.1240 0.737 5.9873 

Within 

Groups 

 

56893.8 6 9482.3    

Total 58069.9 7     

 

Since the p-value in Table 10 is 0.7367>>0.05, where 0.05 is 

the level of significance, we don't reject the null hypothesis that 

means values are the same at different discharge rates. This 

indicates that the mean lifetime of B1 (0.5C) and B1 (1C) are 

the same. Therefore, for B1 batteries changing the stress from 

0.5 to 1 does not change its mean lifetime, which entirely agrees 

with the goodness of fit tests in Tables 4-6. 

 

On the other hand, for battery type B2, ANOVA is not 
applicable because the standard deviations are significantly 
different, which can be again checked by Levene’s test. The p-
value, in this case, is equal to 0.0054. It is easy to check that the 
standard deviations of B2 (0.5 C) and B2 (1 C) are equal to 315 
and 36 cycles, respectively. In this case, we can look at the mean 
values of B2 (0.5 C) and B2 (1 C), which are 1056 and 
720cycles, respectively, which are very different, whereas the 
mean values of B1 (0.5 C) and B1 (1 C) are very close of 563 
and 588 cycles, respectively.  

 

However, the sample size used in this study is relatively 

small, where obtaining complete data for the lifetime of such 

batteries is very difficult due to time and cost limitations. 

Therefore, it is necessary to increase the sample size and 

consider efficient censoring [14-16] and truncating [17-18] 

schemes to overcome this problem. 

V. CONCLUSION AND FINDINGS 

After conducting the statistical analysis for B1, it is found that 

B1 (0.5 C) better fits lognormal, and B1 (1 C) better fits 

Weibull, whereas B1 (0.5 C and 1 C) prefers the lognormal 
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distribution. In fact, Levene’s test of equality of variances 

confirms that the three data sets have similar standard 

deviations, and ANOVA proves that their means are also very 

similar. All these standard statistical evidence proves that the 

B1 battery for 0.5 C and 1 C has the same lifetime.  

 

On the other hand, B2 is sensitive to a high rate of discharge 

due to the contribution of the ohmic heat generated.  By looking 

at the statistical analysis of B2, it can be seen that B2 (0.5 C) 

better fits lognormal, and B2 (1 C) better fits Weibull, but B2 

(0.5 C and 1 C) does not fit any model. Also, Levene’s test 

shows that these two data sets have very different standard 

deviations as the standard deviation of B2 (0.5 C) is almost ten 

times that of B2 (1 C). This violates the main condition of 

ANOVA, yet, simple calculations for the sample means would 

help at this stage, which indicates that the mean lifetime 

significantly decreases when the stress increases from 0.5 C to 

1 C.   
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Abstract— This paper presents a streetlamp control system 

based on the Bolt IoT platform. The aim of this project is 

conservation of energy by reducing electricity wastage and to 

minimize the manpower. The scheme utilizes Light Emitting 

Diodes (LED) that doesn’t take huge amount of power and 

being directional light sources, it can radiate light in specific 

direction thereby improving the efficiency of the streetlamps. 

Using LDR with LED lights the intensity can be controlled. IR 

sensors utilized on one roadside send signals for the LEDs to 

get glowing for the next specific section of the road after 

sensing the density and movement of vehicles. The proposed 

work has achieved a better performance compared to the 

existing systems. 

Keywords— Bolt IoT platform, Internet of Things (IOT), 

Light intensity, Power saving, Streetlight 

I. INTRODUCTION 

       IOT is the interface of physical devices which permits 
the devices to contact with each other and make the devices 
sensed and controlled remotely. These advanced automation 
and analytics system use artificial intelligence technology to 
give automated and advanced products and services. IOT 
based systems permit better transparency, control, and great 
performance. [1].  
 
      IOT has different automation applications like smart 
parking, smart home, smart roads, smart lighting and so on. 
Streetlamps are the crucial requirement in present time of 
transportation for safety purposes and keeping away 
accidents during night. Despite that in the present occupied 
life nobody tries to turn it off/on when not needed. This 
project gives solution to this by reducing manpower and 
conserving the energy. The current manual streetlamp 
system has a few problems like timing problem, 
maintenance issues and connectivity issues. These problems 
can be eliminated by IOT technology [2]. This system 
depends on smart and weather adaptive automated street 
lighting and management [3]. Automation simplifies 
different issues on the planet economy just as in daily life 
[4]. 
 
      The LED (Light Emitting Diode) is viewed as a next 
generation light source since not exclusively is it energy 
efficient however it has the long life needed for the 
illumination of outdoors, workplaces and homes. Recently, 
the research focus has moved to the plan of an intelligent 
LED lighting system on account of the fact that the LED is 
effortlessly combined with different electronics, for 
example, micro controllers, wired and/or wireless 
transmission devices and a variety of sensors to execute 

intelligent lighting system [5]. It utilizes latest innovation in 
LED light source to replace traditional streetlights such as 
HID lamps or High-Pressure Sodium lights. The LED lights 
are embraced in view of its different advantages over 
existing innovations like power saving because of increased 
current luminous efficiency, high colour rendering index, 
reduced maintenance cost, accelerated start-up, and 
durability [6]. These days flexibility of streetlamp system is 
being highly challenged. Most part of the control runs in a 
manual arrangement though some are automated depend on 
their surrounding parameters. Taking care of remote area 
location is the main problem. Manual mistakes can develop 
energy wastage and the performance of the system become 
low [7]. The point of this paper is to automate the 
streetlamps to increase the productivity and precision of the 
system in a practical way and also allows wireless 
accessibility and control over the system [8]. The main 
purpose of the system is the energy preservation for the fact 
that the assets like hydro, coal, thermal that we depend upon 
are not renewable energy, so presenting power saving 
components like LDR and LEDs can illuminate a huge 
region with high-intensity light whenever required [9].  
 
       The whole system is based on the Bolt IoT platform. It 
gives Wireless Fidelity (Wi-Fi) capabilities and cloud 
connectivity with the sensors in the system. One of the main 
purposes of connecting all devices to the web and cloud is to 
have wireless access of those devices. This system helps the 
user to control the devices from distant areas over the web, 
cloud or local area network (LAN). But in the LAN type 
connection range of the system get reduced. If the 
connection with the devices is over web or cloud then one 
can control those devices from anywhere on the planet with 
active internet from both system and user side. Utilizing Bolt 
IoT we can reduce code size about 80% and it can be run 10 
times faster [10]. 
 
       During daytime there is no need of street lamps so the 
LDR keeps the streetlamp off until the light level is low or 
the light frequency is low and the LDR resistance is high. 
This keeps current from going to the base of the transistors. 
Due to this reason the lights do not glow. When sufficiently 
high frequency light falls on the equipment, the 
semiconductor soak up photons and give bound electrons 
adequate energy to fence into the conduction band. The 
following free electron (and its hole partner) conduct 
electricity, thus dropping resistance. It supports client server 
operation where a single user can control the overall system 
[7]. It decreases heat and carbon dioxide emissions [1]. IOT 
based streetlamps automation is a practical and eco-friendly 
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technique which additionally take out the issues in disposal 
of incandescent lights and power saving [11]. 

II. LITERATURE SURVEY 

       In the present years, many efforts have been taken to 
automate the existing streetlamp system. For any smart 
streetlight system, it should work in an efficient method to 
maximize the quality and productivity. So, by implementing 
a more dependable system can remove a significant road 
lighting cost and reduce human effort as well. However, 
many methods are still operating with conventional light 
sources, it may reduce the human effort but the light 
pollution and energy wastage still exist. 
       F. Dheena et al. [12] in the year 2017 proposed a paper 
on smart streetlight management system using Arduino 
(ESP8266EX Wi-Fi Module), LDR, Relay, DHT11 sensor. 
In this system LDR detects when adequate light is not 
available, then with the help of relay the LED lights are 
turned ON or OFF. The advantage of this system is that it is 
simple and it can reduce manual work. It can also save 
energy. But the initial installation cost and maintenance are 
high.  
       The paper proposed by Jeetendra Swami et al. [13] in 
the year 2019 is quite same like the previous one, but here 
they used sensors also for vehicle detection. Still the 
installation cost and maintenance is high for this system. 
       Nabil Ouerhani et al. [14] in the year 2016 published 
their paper with respect to streetlamp controlling utilizing 
Zigbee remote module. They included microcontroller, 
LDR, and a transmission module. Zigbee permits wireless 
communication with the light module. The system consists 
of two LDR sensors to analyze the day-night variations and 
light health conditions. The outcomes from the LDR are 
moved to the microcontroller after processing the data and 
further into the transmission module. The wireless Zigbee 
sends the information to the control centre to monitor and 
operate each streetlamp. The system utilizes Zigbee network 
and the range of Zigbee is exceptionally short. Similar type 
of work also happened by M. Caroline Viola Stella Mary et 
al. [15] in the year 2018. 
       Siddaarthan Chintra Suseendran et al. [16] in the year 
2018 implement a streetlamp control system using 
Raspberry Pi 3 model. They used python code in such a 
manner that intensity of light is controlled with the help of 
LDR. It also used Zigbee remote module. This system 
reduces power consumption but the design is complex. 

       Archibong, Ekaette Ifiok et al. [17] implemented a 
traffic flow-based streetlamp control system powered by 
solar panels. They utilized Arduino Wi-Fi module 
(ESP2866MOD), IOT module (Particle Electron 3G), Flying 
Fish infrared sensor (IR) module with adjustable distance, 
ULN2003 driver IC, LED array,18650 cylindrical lithium-
ion batteries rated 3.7V, 2200mAh, LDR, SARODA SP09-
05 model solar PV module rated 18V, 20W, wireless router 
and a computer and energy consumption was reduced by 
three times. Sensors are given at either side of the streets to 
recognize the vehicle movements and to instruct the 
microcontroller to turn on and off the lights accordingly. 
The installation cost is relatively high for this system due to 
solar panel and all other components 

The paper proposed by Omkar Rudrawar et al. [18] 
planned a system to control street light using power 
electronics. In this system the light strength is controlled by 
TRIAC by controlling the applied voltage. As this voltage is 
proportionate to the light intensity. The system is 
automatically turned ON/OFF according to the information 
of sunrise or sunset from reliable internet sources. This 
system can be used with the existing manual system so initial 
cost is low but the maintenance is a problem due to not 
knowing which part is defective. 

The paper by M. Sahithi Prasanthi et al. [19] planned a 
system for controlling the traffic light by image processing. 
The system will identify vehicles through pictures instead of 
utilizing electronic sensors installed in the sidewalk. A 
camera will be placed near by traffic signal. It will capture 
picture sequentially. The image sequence will at that point be 
analysed utilizing digital image processing for vehicle 
identification, and according to traffic conditions on the road, 
light can be controlled. 

III. HARDWARE ARCHITECTURE &  

PROPOSED SYSTEM 

       The system consists of LDR, IR sensor, Bolt Wi-Fi 
module, Bolt cloud, LED and few basic electronic 
components e.g. Breadboard, Resistor, Connecting wires 
etc. A single system is capable of controlling four lights. 
The required connection for the proposed system is shown 
in Figure 1. The BOLT WIFI MODULE board is powered 
by using USB cable. Here the two sensors IR sensor and 
Light dependent resistor (LDR) sensor are interfaced to the 
board. The respective ground and VCC pin from the IR 

 
Figure 1: Circuit and connection diagram 
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sensor connected to GND and 5V pins of BOLT module 
respectively and output pin is connected to GPIO PIN 0. 
One of the terminals of LDR sensor is given to analog read 
pin A0 of BOLT module and another terminal is in 3v3 
supply of bolt. A 10K resistor is connected to A0 pin with 
LDR and another leg of resistor is in ground. And all the 
positive pin of LED is connected in 1,2,3,4 GPIO pin of bolt 
module respectively and negative pin are connected to 
ground of bolt module. 
For connecting bolt Wi-Fi module to bolt cloud through 
Message Queue Telemetry Transport (MQTT) protocol Bolt 
module required a local Wi-Fi Hotspot and we can access 
bolt cloud through mobile/tablet/laptop through HTTP & 
HTTPS protocols. Through cloud dashboard we can fetch 
data from all simultaneous systems which can control four 
lights individually. In Oracle Virtual Box workstation on 
UBUNTU server we write the python code for automatic 
street light controller. UBUNTU server connects bolt 
module through bolt cloud API key. By python coding on 
UBUNTU, we can control our proposed system. 
       The circuit and connection diagram of this system is 
shown in Figure.1. 
A. Bolt Wi-Fi Module 

       The whole system is based on the Bolt IoT platform. 
Bolt IoT platform is an integrated IoT platform that gives 
Wireless Fidelity (Wi-Fi) capabilities and cloud connectivity 
to the sensors and actuators used in the system. This platform 
is based on Espressif-8266 Wi-Fi (ESP-8266 Wi-Fi) module. 
Machine Learning (ML) algorithms can be easily integrated 
with Bolt IoT projects for detecting or predicting anomalies 
in the sensor values. Some of the reasons to choose Bolt IoT 
are its ability to reduce code by about 80%- and 10-times 
faster time of deployment. Table I portrait the specifications 
of the Bolt IoT platform used [20] and Figure 2 depicts the 
view of Bolt IoT module. 

Table I: Specifications of Bolt IoT platform 

Parameters Details 

Processing/ Connectivity 
Module 

ESP8266 (Customizable) 

MCU 32-bit RISC CPU: Tensilica Xtensa 
LX106 

Power 5V/1A DC - Micro-USB port/ 5V & 
GND pins 

Voltage (Operating) 3.3V 

Clock Frequency (CPU) 80 MHz 

Internal Memory (MCU) 96KB of data RAM, 64 KB of instruction 
RAM 

External Memory (MCU) 4 MB Flash memory [QSPI] 

GPIO pins 5 Digital pins 

ADC 1 pin 10-bit ADC 

PWM All 5 Digital pins capable of PWM 

Dimension 35mm x 35mm 

Boot Time < 1 second 

 

 

 

There are three types of connectivity in Bolt IoT. Details are 
given in Table II. 

Table II: Types of connectivity in Bolt IoT 
Wi-Fi 802.11 b/g/n 

Automatic AP mode when not connected to Wi-Fi 
WPA/WEP/WPA2 authentication 

2.4 GHz Wi-Fi 

UART 8-N-1 3.3V TTL UART [using GND, RX, TX pins] 
[2400/ 480/ 9600/ 19200 bitrates] 

Cloud Optional: Custom cloud using Bolt APIs 

B. LDR 

       An LDR is a light sensitive electronics device whose 
resistivity is a component of the incident electromagnetic 
radiation. They are also known as photo conductive cells, 
photo conductors or simply photocells. LDRs are created 
with the help of semiconductor materials which have high 
resistance. So, when the photons fall on the gadget, the 
electrons in the valence band of the semiconductor material 
are aroused to the conduction band. LDR is used in this 
circuit as a darkness detector. 

C. IR Sensor 

An infrared sensor is an electronic instrument that is utilized 
to detect certain characteristics of its surroundings by either 
transmitting or detecting infrared radiation. It is additionally 
can measure heat of an object and detect motion. Infrared 
waves are not noticeable to the natural eye. In the 
electromagnetic range, infrared radiation is the region having 
frequencies longer than visible light frequencies, yet more 
limited than microwaves. The infrared regions roughly 
differentiated from 0.75 to 1000µm. 

       In this proposed system IR sensor is installed at the 
starting point of the system and then sequentially one by one 
four street lights are installed e.g., Light 1,2,3 & 4 as shown 
in Figure 3. 
 
        The LDR (Light Dependent Resistor) is used to sense 
the amount of light or darkness in the environment in order 
to switch ON/OFF the lights. In day time when sufficient 
light is present, street lights are OFF. The system waits for 
the ambient light to fall which is detected by the LDR; 
system gets activated and keeps all the street light (LED) at  

 
Figure 2: View of Bolt Wi-Fi Module 
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40% brightness and an alert SMS is sent to the authority 
through twilio.com [21]. 
       Whenever the system detects an object by IR sensor, all 
the LEDs are powered to 100% brightness. When objects 
move out of the system reach all the street light are reset to 
40%.  
       Afterwards when sufficient light is available the LDR 
sense and turned off LED automatically, and send an SMS 
to the authority that street light is turned OFF. Each of the 
street light can also be individually turned ON/OFF 
manually via login in bolt cloud dash board or using BOLT 
IOT mobile application. 

IV. RESULT & DISCUSSION 

       This IOT based automated streetlamp system is 
extremely cost effective. The project aim is the conservation 
of energy. It can likewise terminate the CO2 outflows and 
light pollution.  

        

The method does not require manpower and frequent check 
rather the system status can be thoroughly monitored 
through updated data stored in bolt cloud. In cloud we can 
monitor and analyze intensity value of light over the day. 
The Figure 4 shows the values. 
     The system checks for the evening to fall which is 
recognized by the LDR; system gets triggered and keeps all 
the streetlamp (LED) at 40% of its peak brightness. And 
send an alert to the authority via SMS that street light is on 
as shown in Figure 5. 
       Whenever the system detects an object (human, vehicle) 
through IR sensor the associated LEDs are powered to its 
100% brightness. After objects moves out of the system 
reach all the street light are reset to 40% of its peak 
brightness. After that when intensity value of the ambient 
light become high which implies day the street light are turn 
off automatically and send an alert to the authority via SMS 
that street light is OFF as shown in Figure 6.     
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 4: Light intensity data from LDR 

 

 
Figure 3: Prototype of the Proposed System 
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   The control of individual street lights is also possible 
through login in Bolt cloud dash board. Figure 7 shows the 
individual street light control switch in Bolt IoT mobile 
application. 

V. CONCLUSION 

A great portion of energy can be saved by replacing 
sodium vapor lamps by LED. By adding smart switching to 
LED streetlamps, it is turned ON/OFF automatically. Owing 
to the intelligence offered by this proposed system the 
brightness of the street lights can also be controlled through 
sensing the natural light or traffic flow. This prevents 
unnecessary wastage of electrical energy further. 

The LED dimming feature is joined with the different 
sensors that give the distance information from any objects 
and the surrounding light intensity around the LED light. The 
intensity of the LED is automatically controlled. The LED 
dimming feature can operate with a wired or wireless system 
to realize universal LED lighting systems. It gives an 
effective and intelligent automatic streetlamp control system 
with the assistance of LDR. There is a message system to 
alert and communicate the status of the lights. In this 
proposed system the street lights send message when it will 
turn OFF/ON through twillo.com. By this if any day street 
lights are not turned off/on, system do not give an alert so 
authority can take measure upon it. Here one IR sensor is 

used for controlling four street lamps so it reduced the cost of 
the system. For any emergency condition we can manually 
operate each of the street lights through web interface or 
mobile application, which make the system more reliable. It 
can decrease the energy utilization and maintenance cost. It 
tends to be applied in urban as well as rural areas. The 
system is expandable and absolutely adaptable to the 
requirements of the user. It establishes a safe environment 
with maximum intensity light at whatever point required. 
This system can report street lamp failure, which make the 
maintenance of street lamp simpler and less formidable.  

The existing bulbs or lights are also may be linked to this 
low-cost street light management system. The lights will 
make good use of the Internet of Things (IoT) connectivity to 
not only prevent the power wastage but also for better 
management and fault detection. 

The need of the system is to reduce energy consumption, 
decrease the maintenance cost and to expand the lifespan of 
the system. By allowing this method the energy can be used 
more efficiently in smart street lightning system. This smart 
and relatively low cost IoT system can also reduce the CO2 
emissions and help to protect the environment. 
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Abstract—Avoiding traffic congestion phenomena is an im-
portant aspect of efficient transportation infrastructure (e.g.
toll roads) management. Traffic congestion phenomena can be
avoided by forecasting volume traffic data. This paper aims to
analyze how specific factors and parameters affect the behavior
of traffic volume, like vehicle category, date, and weather data
at a given timestamp and place. Moreover, the procedure of
data prepossessing is presented to produce a cleaner data set
that gives more fundamental information. Subsequently, spatio-
temporal toll road prediction is achieved through a multi-layer
perceptron. Finally, the proposed low-cost method is evaluated
using real-life data from a toll plaza, while the experimental
results show the efficiency of the proposed method.

Index Terms—Traffic volume, spatio-temporal traffic, toll road
traffic, traffic forecasting, data driven.

I. INTRODUCTION

Traffic congestion not only leads to vehicular queuing and
longer driving times but also results in waste fuel, increased

978-1-6654-4067-7/21/$31.00 ©2021 IEEE

carbon dioxide emissions and air pollution [1]. The first step
towards solving traffic congestion is an integral approach
which will enable traffic regulation through traffic volume
management. Traffic management aims at safe travel and
bottleneck-free roads and is part of the Intelligent Transporta-
tion Systems (ITS) [2]. A main aspect of ITS is to develop
models that can be deployed to estimate, simulate and/or
forecast traffic volume, traffic congestion and/or traffic density.

Especially, both the users and administrators of a toll road
want to gain insight into the traffic volume at a specific toll
plaza [3]. The existing literature referring to traffic forecasting
is voluminous [4] and is implemented for many different
aspects like travel time prediction, traffic volume prediction
and waiting time in toll roads [5]. In [6] the authors state
that using an artificial neural network (ANN) to predict traffic
volume provides a lower error in comparison with other
models (e.g. regression models). Furthermore, many of the
existing models use cameras to detect traffic volume [7] and
they are efficient but high-cost methods.
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Moreover, a fusion of ANN method and support vector
machines is used to estimate traffic using many parameters
like road vehicle counts, socio-economic data, geometry of
the road and other parameters [8]. These type of models use a
combination of road data and economic data to predict traffic
[9] and are found to be accurate enough but harvesting all
this type of data may prove a thorny task. Nonetheless, there
is less literature about predicting volume traffic in toll plazas.
Probably, because each local toll road is affected by multi-and
various parameters like the local climate, distance from big
cities, socio-economic data, and pavement quality. Therefore,
even if a suggested method is accurate enough, it must be
rebuilt for a specific toll plaza.

As a result, this paper suggests a low-cost method to forecast
the traffic volume while using the least possible data that can
be effortlessly retrieved like the local weather and number
of vehicles passing daily through the toll road. Moreover, an
effort is made to gain awareness of how this information af-
fects volume traffic and employ the greatest possible advantage
from it. Initially, the suggested methodology, data wrangling
and preprocessing is addressed in Section II. Subsequently,
the results are presented in Section III. Finally, conclusions
are drawn in the final section.

II. METHODOLOGY

To achieve an increased performance some additional fea-
tures that may affect the traffic volume have been integrated
into the traffic forecasting using the proposed model [10].
In this paper, traffic data has been enhanced with temporal
features (e.g., month, hours, day, and holiday periods) and
weather features (e.g. temperature, cloud coverage and weather
types (e.g sunny, foggy, rainy, snowy)). Specifically, temporal
features are used to capture how seasonality may affect the
traffic volume.

On the other hand, weather variables may not be directly
linked to traffic volume forecasting, but they can affect
it indirectly. Non expected weather conditions may disrupt
holiday travel plans, while extreme weather conditions may
lead to unexpected delays or postponement of business truck
schedules. All the aformentioned circumstances that lead to
schedule cancellations or postponements affect traffic, as a
result necessitating the knowledge of weather conditions for
more accurate predictions.

A. Data Wrangling

To explain the process with thoroughness, some further
information about the data is provided. The vehicles are
classified into four categories depending on the vehicle type
as follows:

category =


CAT1, Motorcycle, Tricycle Vehicles
CAT2, Passenger cars
CAT3, Trucks, buses with < 4 axes
CAT4, Trucks, buses with ≥ 4 axes

(1)

The toll road fees correspond to the four different vehicle
categories, therefore a toll system can estimate the total
number of vehicles for each category directly from the daily
total sum of fees. As mentioned, the data set holds traffic
information in a daily time series structure.

As it may be observed in Fig. 1 the number of vehicles
that belong to CAT1 and CAT2 fluctuate similarly referring
to months and are characterized by a traffic increase during
the summer months (June, July, August). On the other hand,
the number of vehicles that belong to CAT3 and CAT4 (Fig.
2) have similar patterns, with very small variations without
following a certain motif during the year. This could indicate
that CAT1 and CAT2 could be grouped together, as well as
CAT3 and CAT4.

As a result, the problem could be split into 2 forecasting
problems, forecasting of vehicles that belong to light vehicles
(CAT1 and CAT2) and prediction of vehicles that belong to
heavy vehicles (CAT3 and CAT4).

Fig. 1. CAT1, CAT2 per month

Fig. 2. CAT3, CAT4 per month

To further corroborate the previous assumption Fig. 3 and
Fig. 4 reveals the same patterns in traffic volume for toll plazas
for CAT1 and CAT2, and for CAT3 and CAT4. Specifically, on
weekends more light vehicles seem to pass through the tolls
than on weekdays, in contrast to heavy vehicles where more
vehicles pass through the tolls on weekdays. Similar behaviors
between the categories may also be noticed in Fig. 5 and Fig.
6.

It should be mentioned that for holiday periods the two
grouped categories follow the same assumption as depicted
in Fig. 7 and in Fig.8. Consequently, the problem may be
split into light vehicles volume forecasting and heavy vehicles
volume forecasting.

B. Data preprocessing

1) Impute missing values: The number of vehicles never
have missing values as they derive from the fees. On the
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Fig. 3. CAT1, CAT2 per weekend

Fig. 4. CAT3, CAT4 per weekend

Fig. 5. CAT1, CAT2 per weekday

Fig. 6. CAT3, CAT4 per weekday

Fig. 7. CAT1, CAT2 per holidays

other hand missing data may appear in the weather variables.
Every type of variable requires a different imputing method to
be applied. For continuous values (e.g temperature), missing
values are filled using the linear interpolation method [11],
while missing data for categorical values (e.g weather state)

Fig. 8. CAT3, CAT4 per holidays

is replaced with the most frequent values within the data set
[12].

2) Feature Encoding: Label encoding [13] is applied to the
weather state feature to convert the possible weather states into
a numeric form as described below:

weather state =


0, Sunny
1, Foggy
2, Rainy
3, Snowy

(2)

3) Outliers: Any outliers found were replaced by the
average traffic of the current month for each category. In
Figures 1 to 8 some outliers are observed to appear throughout
the dataset. There are various methods to detect an outlier,
however, within this paper, an empirical method for outlier
dection was deployed, Z-score method [14], which describes
the position of a record’s distance (d) from the average (µ)
measured in standard deviation unit (σ) and is defined as
follows [14]:

Zscore(d) =
d− µ
σ

(3)

Any data that lie beyond 3σ from the average are considered
as outliers and are replaced by the average traffic of the
corresponding month.

4) Data modeling: To obtain insights about future traffic
volume, past traffic data, temporal and weather variables were
used. In addition, to achieve a better model performance, the
method proposed in this paper also uses temporal and weather
data from the nested period that are retrieved from Numerical
Weather Prediction (NWP) models [15]. Specifically, for every
record, data from n past days from current day (t) is selected
and next day temporal and weather features in order to forecast
the day ahead traffic volume (t + 1). The data modeling as
described above is depicted in Fig. 9.

C. Traffic volume forecasting

Within this paper, a MLP model has been developed that
implements the forecasting process, which is a conventional
feed-forward Neural Network that contains more than one
layer [16]. Some worth noting characteristics are that the first
layer has as many nodes as the input features, while the
number of the last layers’ nodes depends on the machine
learning task. For regression tasks, the last layer usually
contains only one node. In the hidden or intermediate layers,
the number of nodes may vary depending on the complexity
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Fig. 9. Data transformation

of the problem or the source domain (e.g, images require a
more complex architecture).

During training process, given a fully processed
data set with N records, which can be defined as
{(x1, y1), . . . , (xN , yN )}, each yi = {y1, . . . , yN} is
the ground truth number of vehicles and xi = {xi1, . . . , xim}
represent the m input features as calculated in (4). As Fig. 9
implies traffic data from current and past n days are added
as input. Temporal Features encapsulate 4 different features
(month, day, weekend and holidays), while weather features
contain 3 different features (temperature, cloud coverage,
and weather state). For these contextual features, not only
current and past n days are fed as input but also the day’s
ahead values that are retrieved from NPW models. To sum
up, the number of input features a day’s ahead prediction
requires considering data from past n days can be calculated
as follows:

Features = m = (n+ 1) ∗ 1[traffic data]
+ (n+ 2) ∗ 4[temporal features]
+ (n+ 2) ∗ 3[weather features]
= 7 ∗ (n+ 2) + n+ 1

= 8 ∗ n+ 15

(4)

As the number of hidden layers and nodes per layer is
increased the MLP becomes more complex and is more
susceptible to overfitting. To measure the model’s perfor-
mance, a loss function is defined. The loss function the MLP
Regressor uses to evaluate the model in each iteration is the
mean squared error (MSE) [17]. The divergence between the
predicted number of vehicles ŷi and the actual number of
vehicles yi, calculated for N records is expressed with the
following equation [17]:

Loss(yi, ŷi) =
1

N
·

N∑
i=1

(yi − ŷi)2 (5)

Moreover, during the training procedure the weights are
updated using an optimizer in order that mitigate the loss
expressed by the loss function through an iterative process.
In this work, Adam optimizer is used [18].

The MLP model is trained utilizing the aforementioned data.
After the training phase the MLP forecasts the daily volume

traffic. The retrieved data is pre-processed before fed in the
MLP. Progressively, the MLP model is retrained every week
with the new traffic and weather data in order to include the
complete traffic volume and weather changes while improving
itself through time or even capturing steep changes of the
weather. A flow chart of the overall traffic forecasting model
that was described is depicted in Fig. 10.

Fig. 10. Flow chart of the overall traffic forecasting model

III. EXPERIMENTAL RESULTS

A. Use case

This section elaborates results obtained from the conducted
experiments that took place at the toll plaza in Analipsi
(Fig. 11), that is located between Kavala and Thessaloniki,
Greece. The traffic data that were collected from the toll’s
implementation system were retrieved and used as input to the
neural network that was developed within this work in order to
forecast the day’s ahead traffic volume. Furthermore, weather
variables were retrieved based on the toll’s exact location.

Fig. 11. Analipsi toll plaza map

The toll rates in Greece for various vehicles are as depicted
in Fig. 12. It may be observed that the categories are the same
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as mentioned above for the CAT1, CAT2, CAT3, and CAT4,
respectively.

Fig. 12. Toll rate vehicle categories

B. MLP architecture

The lack of existence of a theory-based principle in order to
define the optimal topology for a neural network often leads
to trial and error methods for the definition of the network
architecture [19]. However some broadly accurate practise-
based guides exist that suggest the number of layers and
neurons for a neural network [19]. As stated by Hecht Nielsen
(1987) [20], the hidden layers’ neurons should contain are:

nodes = 2m+ 1, (6)

where m is the number of input features (input nodes).
According to Huang [21] a neural network with two hidden

layers should have a specific number of neurons. In the first
hidden layer, the number of neurons that are suggested are:

nodes =
√
(m+ 2)N + 2

√
N

m+ 2
, (7)

while the sufficient number of neurons for the second hidden
layer should be obtained from:

nodes =
√
(m+ 2)N (8)

It is also worth mentioning that tuning the number of neurons
using the power of two increases the speed of finding a layer
size for a decent performance and leads to faster computa-
tional solutions [22]. Therefore, in the current work another
empirical method was used defining the number of nodes as
a power of two:

nodes = 2k, (9)

where k ∈ N.
All above methods were tested for their performance

through a trial and error procedure and the network with the
highest performance was selected as the most appropriate. The
training samples were approximately N = 280 while the input

features considering the two previous days for the forecasting
process are m = 31 (4).

m = 8 ∗ n+ 15
n=2
= 31 (10)

According to Nielsen’s method ( [20] and (4)) each layer
should contain nodes = 63, while using Huang’s method [21]
(Method 2) the first layer should contain nodes ≈ 100, while
the second layer should contain nodes ≈ 3000.

The results obtained by the tuning procedure during the
trial and error phase are presented in Fig. 13. Generally, the
model seems to perform better having more than one layer,
but utilizing Huang’s method [21] (Method 2) the performance
drastically decreases. As it may be observed in Fig. 13 Method
1 (Nielsen [20]) reveals poor results during all tests, while
(9) shows better performance. Taken into account the overall
performance of each network topology, method 3 (power of
two [22]) with four hidden layers was selected as the most
appropriate.

Fig. 13. Tuning nodes per hidden layer

The overall MLP architecture that was selected is as de-
picted in Fig. 14.

C. MLP performance

In Fig. 15 and Fig. 16 the performance of both MLP models
is depicted for heavy and light vehicles, respectively. The
initial data set contains daily data during the period 2019
(January 1 - December 31) considering the total number of
vehicles (for each category) that pass through the tolls. The
data set was split to 75% for training and 25% for test.
Specifically, the data samples that were used for training were
selected by randomly getting three weeks from each month
while the remaining week from each was used for testing.
The metrics used to evaluate the MLP performance are Mean
absolute Error (MAE) [23] and Mean Absolute Percentage
Error (MAPE) [24]:
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Fig. 14. MLP architecture

MAE =
1

N
·

N∑
i=1

|yi − ŷi| (11)

MAPE =
1

N
·

N∑
i=1

|yi − ŷi
yi
| (12)

An insubstantial deviation may be observed between the
number of predicted and actual vehicles (Fig. 15 and Fig.
16). Furthermore, the predicted pattern seems to capture the
actual fluctuations even in peak traffic volume moments.
Specifically, the mean absolute percentage error in both cases
is approximately 8.85%. Considering that 100 vehicles will
pass through a specific toll plaza a MAPE score of this value
implies that the forecasting model deviates by only 9 vehicles
from the actual value.

In terms of performance, considering the nature of the
data (total vehicles per day), the lack of intermediate values
caused by the given time interval (aggregated daily values), is
very reasonable and reveals decent credibility. To summarize,
the selected architecture for the MLP proved to have an
acceptable performance and is considered as appropriate for
the forecasting process.

CONCLUSIONS

The proposed method is a tool for traffic volume forecasting
at a specific toll plaza. Available data are analyzed revealing
hidden information of the associated data, while the retrieved
data is preprocessed to better fit the model. Traffic volume
patterns during the experimental tests are accurate compared
to the expected traffic volume.

The proposed model is a non-intrusive and low-cost traffic
volume forecasting tool that informs users and administrators
about the traffic volume of an exact location while indicating
potential traffic congestion. Moreover, this traffic forecasting
tool may be utilized in real-time traffic monitoring and man-
agement if data are retrieved real-time. Finally, it has the

Fig. 15. Heavy Vehicles MLP performance

Fig. 16. Light Vehicles MLP performance

potential of enhancing the management of road networks while
reducing traffic congestion.
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Abstract— Harvard Business Review (HBR) reported 27% 
of projects were over budget, McKinsey & Company reported 
66% of projects were over budget, and the Project Management 
Institute (PMI) reported more than 40% of projects were over 
budget. The causes are losing focus, execution issues, content 
issues, and skill issues. The failure of the software project falls 
into the process domain category. Undefined processes can lead 
to low-quality results regarding unexpected outcomes, schedule, 
and budget. In short, the project is poorly executed. A software 
development method is needed to execute the project correctly, 
so the quality is guaranteed, on time, and within budget. This 
study aims to summarize the approaches used to determine 
software development methods for organizations and how to use 
them. A systematic literature review technique was conducted 
and obtained 16 relevant papers. Ten approaches for 
determining software development methods were found. 
Instead of selecting a suitable software development method, the 
organization could create a software development method by 
tailoring several deemed appropriate methods to its needs.   

Keywords— Software Development Method, Systematic Literature 
Review, Approaches Selecting Software Development Methods. 

I. INTRODUCTION 
Harvard Business Review reports that 27% of projects 

usually go over budget [1]. In addition, at least one in six IT 
projects is 200% over-cost and 70% over-schedule [1]. IT 
projects performance has an average cost overrun of 66% [2]. 
Over 40% of projects were completed over budget [3]. The 
following are problem groups for most project failures: (1) 
Losing focus due to unclear objectives and lack of business 
focus [2][3]. (2) Execution issues related to unrealistic 
schedules and reactive planning [2]. (3) Content issues such 
as changing requirements and technical complexity [2]. (4) 
Skill issues such as unaligned teams, lack of skill, and poor 
communication [2][3]. The causes of project failure groups 
ratio can be seen in Fig 1. 

According to Marchewka, that project failure issues are 
part of the software failure category's process domain [4]. The 
process domain is a set of project management and product 
development processes such as defining project goals and 
objectives and developing and implementing realistic project 
plans [4]. Undefined processes can lead to low-quality results 
in terms of not expected value, outcome, meeting schedule, 
budget, or quality objectives [4]. Usually, requirements that 
are not well-defined lead to additional work or a product, 

process, or system that stakeholders did not ask for or do not 
need [4]. In short, the project is poorly executed [4]. 

 
Fig. 1. Group of software project failure causes [2] 

One of the project success factors is the proven 
methodology and tools used [2]. A software project requires a 
development method to control the people involved, manage 
the project processes, determine the technology to be 
prepared, and implement the organizational rules that enable 
developing complex software on time with quality, of course, 
to avoid excess budget [5]. The organization can execute 
software development projects without any development 
method, but the consequences are often more expensive and 
less reliable than they should be [6]. The right software 
development method can accommodate the needs of the 
project being carried out [8].  Software project needs a 
development methods, so that the process is structured, 
projects can be successful with guaranteed quality, work on 
time, and within budget [7]. 

 The organization can take several approaches to 
determine software development methods, so the software 
development method complies with the organization's 
conditions and needs [5]. This study aims to summarize what 
approaches the organization can use to define software 
development methods and how it uses. Many previous studies 
have discussed how to use an approach for determining 
software development methods, but no research has been 
conducted to summarize the approach that the organization 
can use for its determination. This research also provides 
insights for determining software development methods that 
comply with the organization's context, conditions, and needs. 

II. LITERATURE STUDY 

A. Software Development Method 
A software development method is the approach or 

method used in the software development process [6]. 

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 771



Sometimes software development methods can be referred as 
process models or software development methods [5], 
software development methodologies [8], software 
development strategies and methods [4][6]. Software 
development methods are divided into two classification, 
namely plan-driven and agile [5]. Some samples of software 
development methods are Waterfall, Incremental and Iterative 
Development, Prototype, Spiral, Extreme Programming, and 
Scrum [5][6][8]. 

B. The criteria for determining the appropriate software 
development method for an organization 
The appropriate software development method for an 

organization is nominated based on organizational conditions, 
needs, and problems related to software development [5]. 
There are criteria and sub-criteria used to analyze conditions, 
needs, and problems related to application development to 
determine the appropriate development method [9]. 

TABLE I.  CRITERIA AND SUB CRITERIA FOR DETERMINING 
SOFTWARE DEVELOPMENT METHODS 

Criteria Sample of sub-criteria 

Personnel 
Personnel substitutions, size of team, willingness of the 
team to change, team diversity, distribution team. 

Requirements Changing needs on an ongoing basis, needs that are not 
clear, standards of needs, necessities to meet needs. 

Application 

Risk level, complexity, hardware architecture, 
application type, application size, application 
performance, relationship with existing or planned 
systems, configuration and documentation management, 
development stage, products quality. 

Organization 

Organizational maturity, organization current practices, 
technical support, organization standards, commitment 
management, culture, organizational stability, 
organizational facilities, organization size. 

Operational 
User resistance, end user commitment, user engagement, 
number of users, user rotation, prerequisites to be met 
such as policies, regulations. 

Business 
Potential project losses, dependence on other projects, 
dependency, financial considerations, marketing 
activities, user satisfaction. 

Technology Availability of tools, the use of technology, development 
tools experience, adoption of new technologies. 

Process Process flexibility, process simplification, learning 
process. 

 

III. RESEARCH METHODOLOGY 
The systematic literature review (SLR) method is used to 

answer these research questions by comprehensively 
summarizing the related research that has been done before 
[10],  and combine with existing theories. There are 3 
processes carried out in the SLR method based on 
Kitchenham, namely planning, implementation, and reporting 
[10]. 

 
Fig. 2. SLR Methods Stages 

A. SLR Planning Stage 
The first thing to do in the SLR planning stage is to set 

goals and formulate research questions. Specify the research 
questions (RQ) was conducted to keep the review focused. It 
was designed by Population, Intervention, Comparison, 
Outcomes, and Context (PICOC) formula [11], shown in 
Table II. 

TABLE II.  RESEARCH QUESTION’S CRITERIA 

Population Software, software development, software 
process, software development life cycle  

Intervention Determining approach, technique, tools 

Comparison None 

Outcomes 
Approach, technique, or tool are used for 
determining software development method in 
organization 

Context Studies in organization and academia, software 
project management 

 

The following are the research question and its motivation 
discussed in this literature review are shown in Table III. 

TABLE III.  RESEARCH QUESTIONS 

ID Questions Motivation 

RQ I 

What methods can be used 
to determine the appropriate 
software development 
method for the organization? 

Identify the most used 
approach for determining 
software development 
method in organization 

RQ II 
How to use the approach in 
determining software 
development method? 

Identify how to use the 
approach to determine 
software development 
methods 

 
Thereafter, protocol formulations are performed. After 

that, the search protocol formulation was carried out. The 
keywords used for the search are as follows 

("software life cycle" OR "software process" OR sdlc OR 
"software development" OR "software development 
method*") AND (select* OR implement* OR determin* 
OR adopt* OR best OR creat* OR decision) 

Filtering of literature searches is carried out so that 
research remains relevant. Following are the filter criteria 
shown in Table IV. 

TABLE IV.  CRITERIA OF FILTERING LITERATURE 

ID Criteria Type 

IN1 Publications in the period 2015-2021 Inclusion 

IN2 Publications in English Inclusion 

IN3 Publications in the form of journals and 
proceedings Inclusion 

IN4 Publications must be complete and 
downloadable full-text version Inclusion 

EX1 Research are related studies are not opinions, 
books, presentations, and articles Exclusion 

EX2 
The topic does not discuss other than the scope 
of selecting software development and 
modeling methods 

Exclusion 

 

B. SLR Implementation Stage 
The second stage, namely SLR implementation, is a search 

and selection of relevant publications to be used as literature 
in this study were conducted according to the keywords that 
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had been planned in the first stage. The databases used for 
searching literature are ACM Digital, IEEE, Pro Quest, 
Science Direct, Scopus, Springer Link, and Wiley Online 
Library. The SLR process is shown in Fig 3. 

Firstly, a search is performed using predetermined 
keywords. The inclusions in this search are publications in 
English (IN2), and publications must be journals or 
proceedings (IN3). The exclusion of this search is publications 
in opinions, books, presentations or articles (EX1). From the 
results of the search and inclusion, there were 756 
publications. Secondly, filtering the results by displaying 
publications in the range of time from 2015-2021. There are 
426 publications obtained. Thirdly, conducting a review with 
relevant publications related to selecting software 
development methods and modelling (IN4) and downloadable 
publications (IN5). Publications that are not related to the 
topic of selecting software development methods and 
modelling will be excluded. From the third stage, 83 
publications were obtained. In the fourth stage, a publication 
is reviewed by reading its contents. Sixteen publications can 
be used in this study. 

 

 
Fig. 3. SLR Process 

The results from the extraction and synthesis of 
publications that will be used as references in this study can 
be seen in Table V. 

TABLE V.  THE RESULTS OF THE SELECTED PAPER 

Database Total Papers 
ACM Digital 4 

IEEE 4 
ProQuest 1 
Scopus 2 

Science Direct 2 
Springer Link 2 

Wiley Online Library 1 
Total 16 

 
Publication quality assessment was required for further 

study selection after inclusion and exclusion criteria [11]. 
Several questions were developed to evaluate quality of 
studies shown in Table VI. 

TABLE VI.  QUALITY ASSESSMENT QUESTIONS 

QA1 The discussion in publications is in the scope of software 
development selection and modeling methods 

QA2 Population of study is adequate for data analysis 

QA3 Study uses adequate methodology 

 

Each question has following value: (1) not good, (2) 
adequate, and (3) good. The maximum score is 9 and the least 
value to pass quality value is 4.5.  Table VII below show the 
quality assessment results. 

TABLE VII.  QUALITY ASSESSMENT RESULTS 

Reference Q1 Q2 Q3 Total 
[12] 3 3 3 9 
[13] 3 3 3 9 
[14] 3 2 3 8 
[15] 3 2 2 7 
[16] 3 2 2 7 
[17] 2 2 3 7 
[18] 3 3 3 9 
[19] 3 3 3 9 
[20] 3 3 3 9 
[21] 3 3 3 9 
[22] 2 1 2 5 
[23] 3 2 2 7 
[24] 3 3 3 9 
[25] 3 3 3 9 
[26] 3 2 2 7 
[27] 3 2 3 8 

 
All the final study score was above 4.5. It means those 

studies eligible to be used for data extraction and data 
synthesizes. 

C. SLR Reporting Stage 
The last stage, namely SLR reporting, is selected 

publications as references will be analyzed comprehensively 
to find the approach that can be used to determine the software 
development method for the organization and how to use that 
approaches. Can be seen in Table VIII, is a list of publications 
used in this study. 

TABLE VIII.  THE PUBLICATION TO BE USED 

Title Year Reference 
Systematic Approach for Mapping Software 
Development Methods to the Essence 
Framework 

2016 [12] 

Analysis of software development method 
selection: a case of a private financial institution 2019 [13] 

An Excursion to Software Development Life 
Cycle Models- an Old to Ever-growing Models 2016 [14] 

Exploring the Use of the Cynefin Framework to 
Inform Software Development Approach 
Decisions 

2015 [15] 

Agile manifesto and practices selection for 
tailoring software development: A systematic 
literature review 

2018 [16] 

An Approach for Systematic Planning of Project 
Management Methods and Project Processes in 
Product Development 

2020 [17] 

Tailoring Agile-Based Software Development 
Processes 2019 [18] 

Agile methods tailoring – A systematic 
literature review 2015 [19] 

Suitability of existing Software development 
Life Cycle (SDLC) in context of Mobile 
Application Development Life Cycle (MADLC) 

2016 [20] 

The Use of Analytic Hierarchy Process for 
Software Development Method Selection: A 
Perspective of e-Government in Indonesia 

2017 [21] 

Adopting scrum framework in a software 
development of payroll information system 2020 [22] 

Decision Support Framework for the Adoption 
of Software Development Methodologies 2019 [23] 
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Title Year Reference 
Selection of software development model using 
TOPSIS methodology 2018 [24] 

Software process selection system based on 
multicriteria decision making 2020 [25] 

An integrated approach to formulate a value-
based software process tailoring framework 2016 [26] 

SDLC Model Selection Tool and Risk 
Incorporation 2017 [27] 

IV. RESULTS AND DISCUSSION 
The final stage of SLR is reporting. Sixteen literatures 

have been reviewed, a list of the approach was carried out to 
determine the method of software development and the 
determining factors in using this approach. 

A. Approaches in Determining Software Development 
Methods 
Answering the question RQ1, "what methods can be used 

to determine the appropriate software development method 
for the organization?", based on the literature review, that 
found 10 approaches. The explanation of these approaches are 
follows. 

Comparative Analysis. This approach is obtained from 
four literatures [14][20][22][27]. Comparative analysis is 
carried out based on the calculation of specific situations, 
objectives, problems, and limitations encountered in project 
implementation [14][20][22][27]. After understand the 
conditions of the project, comparisons are made between the 
characteristics of the project and the existing software 
development methods [14]. Several criteria are used such as 
cost, clarity of requirements, documentation, project size, 
flexibility, and etc [14][20]. 

Multi-criteria Decision Making Technique. This 
approach is obtained from four literatures [13][24][25][21]. 
Multi-criteria decision-making (MCDM) is a sub-discipline of 
operations research that explicitly considers several 
conflicting criteria in decision-making [25]. There are several 
techniques found from literature studies including Analytic 
Hierarchy Process (AHP) [13][21], Fuzzy AHP [25], and 
TOPSIS [24]. 

Intentional Modelling Framework. This approach is 
obtained from one literature [16]. This framework belongs to 
the tailoring category of practices from agile software 
development methods [16]. The choice of practice based on 
the agile value such as customer-centered, software that 
works, collaboration, simplicity, communication, nature, 
learning, pragmatism and adaptability [16].  

Goal-oriented Meta-model. This approach is obtained 
from one literature [16]. This framework belongs to the 
tailoring category of practices from software development 
methods [16]. The choice of practice based on the objectives 
of each activity. Each activity is broken down into the smallest 
practical parts, then the tailored practice must be understood 
by the development team [16]. 

Contingency Factors. This approach is obtained from one 
literature [19]. These approach deals with customizing 
software development methods by selecting several methods 
that will be available to the organization and making the 
selection of methods based on the development context such 
as degree of uncertainty, impact and structure of project. 

However, the development team must understand the chosen 
execution method [19]. 

Method Engineering. This approach is obtained from one 
literature [19]. This approach focuses on the methods of each 
activity in software development that occurs in the 
organization. This approach starts with understanding the 
environment and characteristics of the project, and there is a 
fragments repository that contains practical collections, will 
be combined for each project implementation [19]. 

Cynefin Framework. This approach is obtained from two 
literatures [15][17]. Cynefin is a decision framework that 
recognizes the causal differences that exist between different 
types of systems and  proposes new mechanisms for 
understanding the level of complexity when decisions are 
made [15]. There are 5 classifications in the cynefin 
framework, namely complex, complicated, chaotic, simple, 
disorder [15]. 

Stacey Matrix. This approach is obtained from one 
literature [17]. The Stacey Matrix is designed to help 
understand the factors that contribute to complexity and select 
the best management action to address different levels of 
complexity [17]. The basis of the matrix is two dimensions: 
agreement and certainty [17]. 

Value-based Software Process Tailoring Framework. 
This approach is obtained from two literatures [18] [26]. The 
framework is a combination of value-based factors, MoSCoW 
rules, Quality Functional Deployment (QFD), Activity-Based 
Costing (ABC), Priority Map, Value Index and Value Graph 
[26]. The purpose of this framework is to provide a systematic 
method using an integrated approach that is able to reduce 
subjectivity in decision making and satisfy stakeholders [26], 
also more efficient and outcome-based  [18]. 

Essence Framework. This approach is obtained from one 
literature [12]. The Essence Framework is a common ground 
defines the Language and Kernel for modeling software 
development methods [12] [28] [29]. The language is a 
domain-specific languages for defining the Kernel, Practices, 
and Method [28]. The kernel is a conceptual model of software 
development domain [30]. In short, this framework is a 
composition of practices. There are similarities, or kernels, 
shared between all of these methods and practices [12]. 

B. How to Use of The Approach in Determining Software 
Development Method 
To answer the RQ2 question, "How to use an approach in 

determining software development methods?", The 
explanation for each approach from the previous section are 
as follows: 

Comparative Analysis. (1) understand the organization's 
condition and situation from the aspects of personnel, needs, 
applications, organization, operations, business, technology, 
and processes [14]. (2) compile a list of available software 
development methods and their characteristics, then compare 
project and organizational characteristics with software 
development methods [14]. (3) select a software development 
method based on the highest compatibility level [20]. 

Multi-criteria Decision Making Technique. The AHP 
technique, the steps are taken as follows. (1) determining the 
criteria, sub-criteria, and alternative methods of software 
development. (2) selecting respondents to rank their 
importance using the Saaty Scale Preference. (3) calculating 
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to get the weight of each criterion, sub-criteria, and alternative. 
(4) calculating the consistency ratio to ensure the consistency 
level of the answers. If the consistency ratio value is below 
10%, repeat step number 3. (5) sort the alternatives based on 
the highest weight [13][21]. The Fuzzy AHP technique, the 
steps taken are as follows. (1) define linguistic value with 
corresponding fuzzy numbers. (2) defuzzification of the 
decision matrix. (3) define criteria, sub-criteria, and 
alternatives. (4) calculate matrices to get weighted numbers. 
(5) calculate consistency ratio. (6) sorting weight from 
alternatives. [25]. The TOPSIS technique, the steps are taken 
as follows. (1) determine the number of alternatives, criteria, 
and decision-makers involvement. (2) construct decision 
matrices. (3) standardize the decision matrix. (4) calculate 
weighted standardized decision matrix. (5) determine ideal 
solution and negative ideal solution. (6) find relative closeness 
to the ideal solution. (7) sorting the alternatives in descending 
[24]. 

Intentional Modelling Framework. (1) determine the 
goals of the project [16]. (2) determine the activities that must 
be done to achieve these goals [16]. (3)  choose practices that 
are in accordance with the activities to be carried out [16]. (4) 
check the vulnerability of each selected practice, if there is a 
vulnerability, then solve the vulnerability by looking for or 
linking with other practices [16]. (5) apply the practice [16]. 

Goal-oriented Meta-model. (1) determine the objectives 
of each activity, then arrange or classify the elements needed 
[16]. (2) combine or generalize similar elements [16].  (3) do 
coupling process, installing independent elements with 
elements that are closely related to each other [16]. (4) the 
independent elements that have been linked are prioritized 
according to the appropriate criteria [16]. Ordering priorities 
can be done by using AHP's formal decision-making 
techniques [16]. 

Contingency Factors. (1) summarize all the methods 
available in the organization [19]. (2) determine the project 
development context to be carried out, such as the level of 
uncertainty, the impact of the project, and the project structure 
[19]. (3) prepare the criteria needed for each project [19]. (4) 
select the methods that are available or have been used in the 
organization to organize them into a series of development 
activities [19]. That way, the entire mechanism of the method 
has been understood by the team in the organization [19]. 

Method Engineering. (1) ensure that the organization has 
a repository of fragments, collection of methods, techniques, 
or tools used in developing software [19]. (2) understand the 
project environment such as goals, team, internal and external 
environment, and project’s characteristics [19]. (3) select the 
fragment from the repository and validate the characteristics 
of the projects [19]. (4) combine the fragments for 
implementation in the project [19]. (5) adapt and measure the 
performance of the project implementation against the 
compiled collection of fragments [19]. 

Cynefin Framework. (1) mapping project criteria into 
Cynefin's domain to help decision makers understand the 
types of projects to be executed [17]. (2) mapping the criteria 
into the simple domain if the practice is easiest and has the 
least causal relationship [17]. (3) mapping criteria into a 
complicated domain if practices have clear relationships 
between explainable causes and effects [17]. (4) mapping the 
criteria into a complex domain if the domain causes the 
difficulty for process improvement [17]. (5) mapping the 

criteria into the chaotic domain if the criteria for the project to 
be carried out are the most difficult and have chaotic causes 
[17]. (6) mapping the criteria into disorder domain if all 
perspectives contradict one another [17]. (7) once the mapping 
is done, a software development method can be selected 
according to the characteristics of the project [17]. 

Stacey Matrix. Determining the software development 
method with this approach is the same as the Cynefin 
Framework[17]. However, the mapping is entered into a 
Stacey matrix with measurement parameters that are carried 
out by determining the level of uncertainty and agreement of 
a project. [17]. Once mapped, validate the characteristics of 
the existing software development methods for selection [17]. 

Value-based Software Process Tailoring Framework. 
(1) identify the value factors that are most appropriate for the 
needs of the project [18][26]. (2) do an assessment of the 
factors that have been determined to rank priorities is carried 
out using the MoSCow rules to guide the assessment process 
[26]. (3) assess the relationship between the identified value 
factors and the activities of the software development process 
[26]. (3) estimate the cost of each process and task in making 
the software to completion [26]. (4) if it is deemed unsuitable, 
select, eliminate, or combine related activities based on the 
identified value factors, then estimate the cost again until the 
appropriate value is obtained [26]. Experienced practitioners 
is needed for using this approach [18][26]. 

Essence Framework. (1) understand the concept of the 
kernel and essence language such as Alpha, Activity Space, 
Work Product, and Activity [12][28][30]. (3) identify the 
Alpha Kernel that is relevant to the activities carried out  [12]. 
(3) outline the existing software development practices and be 
understood by the team  [12]. (4) add a sub-alpha containing 
the activity derived from alpha  [12]. (5) define alpha states 
and checkpoints for each alpha activity  [12]. (6) add a work 
product, which contains the output of the activity or defined 
alpha. (7) define activities based on the expected output or 
work product [12][28]. (8) identify the relevant kernel activity 
space to put a series of activities [12][28]. (8) connect 
activities with kernel activity spaces [28]. 

TABLE IX.  LIST OF APPROACHES DETERMINING SOFTWARE 
DEVELOPMENT METHODS 

No Classification Approaches References 

1 

Selecting 

Comparative Analysis [22], [14], 
[20], [27] 

2 Multi-criteria Decision Making 
Technique 

[24], [13], 
[21], [25] 

3 Cynefin Framework [17] 
4 Stacey Matrix [17] 

5 

Tailoring 

Intentional Modelling 
Framework [16] 

6 Goal-oriented Meta-model [16] 
7 Contingency Factors [19] 
8 Method Engineering [19] 

9 Value-based Software Process 
Tailoring Framework [18] [26] 

10 Essence Framework [12] 

V. CONCLUSIONS 
This research was conducted by a systematic literature 

review. In general, there are two classifications for 
determining software development methods for organizations, 
namely selecting, and tailoring. Sixteen literature reviewed, 
there are 10 approaches to determine software development 
methods including Comparative Analysis, Multi-criteria 
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Decision Making Techniques, Intentional Modeling 
Frameworks, Goals-oriented Meta-models, Contingency 
Factors, Method Engineering, Cynefin Framework, Stacey 
Matrix, Value -based Processes Tailoring Framework, and the 
Essence Framework. To determine the most suitable software 
development method for the organization, not only select an 
existing software development method, but also create a 
software development method are possible that fits the 
context. 

VI. FUTURE WORK AND LIMITATION 
This study's limitation is the used criteria, keywords, and 

databases have not reached all related research that has ever 
existed. Furthermore, this research can be continued by 
evaluating the effectiveness of this approach in determining 
the organization's most suitable software development 
method. 
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Abstract— Contrary to the popular Convolutional Neural 
Network (CNN), which depends on the shift-invariance in the 
image, Capsule Networks depends on hierarchical model 
relations. This aspect of Capsule Networks keeps them in the 
machine learning domain despite their enormous size with only 
comparable accuracy to the CNNs. Capsules utilize an intricate 
algorithm to create a route by agreement, leading to their size 
and uniqueness. Recent developments in Capsule Networks 
have contributed to mitigating the problem of size and 
improving accuracy. We focus on modifying one of the Capsule 
Network, Residual Capsule Network (RCN), to a comparable 
size to modern CNNs, thus restating Capsule Network’s 

importance. In this paper, Residual Capsule NeXt (RCNX) is 
proposed as an effective and more advanced version of RCN 
with a size of 1.5M parameters and an unprecedented 
improvement in the network's accuracy on the CIFAR-10 
dataset to 89.3%. This accuracy and size exceed the famous 
embedded CNN model MobileNetV3. 

Keywords—Convolution Neural Networks, Capsule Network, 
Residual Capsule Network, ResNeXt, CIFAR-10, Residual 
Capsule NeXt, RCNX 

I. INTRODUCTION  

 In recent times, CNNs are prevalently convenient for 
image recognition in the Machine learning domain. Before the 
arrival of machine learning, any signal processing for an 
image used convolution, which led to the intuitive 
development of CNNs. Recently machine learning algorithms 
are moving towards an approximation of human vision[2]. 
One of the earliest successful attempts was AlexNet. The 
neural arrangements of the AlexNet had similarities to the 
human visual pathway[2], [3]. The model replicated the 
interlaced Optic nerves in the human visual pathway.  

Capsule Networks[1] are different in many ways when 
compared to CNN. Capsule Networks took a forward step in 
the improvement of end layers of image recognition. This 
network is first proposed by one of the authors of AlexNet, 
i.e., Geoffrey Hinton[1]. Capsule Networks implement the 
concept of capsules for each characteristic detected in an 
image. These capsules indeed required a new way of routing 
between nodes to bring the idea of routing by agreement. All 
these combined, we arrive at an excellent model to recognize 
handwritten digits. Furthermore, Capsule Networks can 
recreate the different handwritten digits in different styles, a 
fascinating technique known as the reconstruction[1].  

Developments are brought into the Capsule network to 
advance its application. These advancements helped Capsule 
networks to improve from simple handwritten digit 
classification to fully functional object recognition in an 
image. We focus on one such model, which improved the 
Capsule network's application to become an excellent image 
recognition tool, namely, Residual Capsule Network[4]. 

 In this paper, a new machine learning model, Residual 
Capsule Next (RCNX), is proposed, which aims to improve 
contemporary architecture Residual Capsule Network 
(RCN)[4]. By utilizing well-established ideas that improve 
model size and accuracy, we transform RCN into a machine 
learning model for embedded systems. The paper focuses on 
reducing the model size tremendously by including 
modifications that have been proven in different Capsule 
Network models while improving the model's accuracy. The 
complex modifications proposed in this paper include 
replacing initial convolutional layers, change in architecture, 
improvement in routing by agreement algorithm, including a 
complex reconstruction network, activation functions, and 
tuning the model to be excellent in every layer. 

II. BACKGROUND 

A. Convolutional Neural Networks or CNNs 

Space invariant artificial neural networks, commonly 
known as CNNs, have their name due to the inclusion of 
existing convolution algorithms and their shift-invariant 
function[5]. CNN derives its understanding from the 
similarities and differences from region to region in an image. 
They feed these scalar-feature detectors output through 
multiple layers of feature detectors and pooling layers and 
embedded in them to reduce the complexity while capturing 
the assumed essential data[4].  

B. Capsule Network 

Acknowledging limitations of the above-mentioned 
scalar-feature detectors and the loss of information due to 
pooling layers led to Capsule Networks' invention[1]. Capsule 
networks substituted the shift-invariant scalar features with an 
equivariant vectored-feature detector that brought forth this 
new branch on neural networks[1], [4]. The pooling layer’s 
loss of information is replaced with the invention of the 
‘routing-by-agreement’ algorithm.  

Capsules are a collection of neurons that singly activate 
based on numerous aspects of an object, such as size, position, 
and hue[4]. Every capsule excites depending on a single 
significant aspect of the object. The output of these feature 
detectors is vectors encoded with each aspect's probabilities 
that the network knows[1], [4]. Routing by agreement 
improves the complexity of the network while the increment 
in size is tolerable. By combining the probabilities vector 
yielded by each capsule, it is possible to estimate the network's 
prediction reasonably. The initial algorithm that the capsule 
networks used is the Dynamic Routing Algorithm[1]. The 
Dynamic Routing Algorithm is as per Fig. 1[1]. 
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Fig. 1. Algorithm 1: Dynamic Routing Algorithm[1] 

The squashing function used in Algorithm 1 is [1]: 

  𝑣𝑗 =
‖𝑠𝑗‖
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1+‖𝑠𝑗‖
2

𝑠𝑗

‖𝑠𝑗‖
                   (1) 

C. Residual Capsule Network (RCN) 

RCN is cumulative of architectures of ResNet and 
Capsule Network[4]. The abstract of RCN architecture is a 
redundant intricate layer of ResNet CNN applied on the 
initial Capsule Networks section. These repetitive layers 
allow the network to create a deeper feature extraction 
process before passing it on to Capsules[4]. The Capsule 
Network consists of a light convolutional layer before the 
Capsules. This simple convolution is replaced with 8 layers 
of redundant ResNet convolutions, which improves the 
complexity tremendously and boosts the Capsule Network's 
ability, thereby increasing the model's accuracy[4]. 

  
Fig. 2. Residual Capsule Network[4] 

This modification is consistent with Capsule Network's 
view as no loss of information or embedded pooling layers. 
This RCN produced 84.16% accuracy with 11.86 M 
parameters for the CIFAR-10 dataset is significantly better 
than the 89.4% with the seven ensemble Capsule Network 
model with 101.5M parameters[4].  

Considering the redundancy of the ResNet convolutions 
and the inefficiency of ResNet in comparison to ResNeXt[6], 
it is only fair to observe there is room for improvement. 
Although there has been an improvement in the routing-by- 
agreement algorithms, the RCN authors have not included 
any such changes to the later networks' capsules. Keeping in 
mind these variations, we propose changes in the initial 
convolutional layers and routing-by-agreement algorithm.  

D. ResNext and Cardinality 

ResNeXt is a neural network that brought improvements 
to ResNet. It is a homogeneous network with the ability to 
compress the conventional ResNet substantially[6]. 
“Cardinality” is the additional dimension that is provided to 
the network to move forward from the fundamental channels 
and kernels of convolutions in ResNet[6]. Cardinality 
delineates the extent of transformations. The implementation 
of Cardinality in ResNet architecture leads to ResNeXt. 

Fig. 3. ResNet convolution. 

Fig. 4. ResNeXt convolution. 

E. DeepCaps 

Compared to various routing-by-agreement algorithms, 
the performance boost proved in the DeepCaps Network with 
the inclusion of Dynamic Routing with 3D convolution 
stands out. This significance to DeepCaps routing-by-
agreement algorithm is due to the algorithm’s simplicity in 

theory and its application. The following Fig. 5. contains the 
algorithm of Dynamic Routing with 3D convolution[7]. 
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Fig. 5. Algorithm 2: Dynamic Routing with 3D convolution[7] 

F. 3-Level Residual Capsule Network 

Inspired by the You Only Look Once (YOLO) network 
model, the RCN authors incorporated 3-staged feature 
detectors to bring a compound effect of various views of the 
image throughout the network to the RCN model[8]. This 
novel model, 3-Level Residual Capsule Network, is an 
exemplary work in utilizing Capsule Network's potential in 
deep stages. Nevertheless, an increase of complexity traces to 
an upsurge in the parameters, and as the network is a 
concatenation of three sets of 8-Layered ResNets. This 
modification increased accuracy to 86.42% while 
compensating for the increase in parameter via reducing 
intricacy in the reconstruction and maintaining a single layer 
output instead of RGB reconstruction[8].  

From the 3-Level Residual Capsule Network, we note the 
contraction in the reconstruction network is deteriorating the 
performance. Also, the 3-Staged model is a significant factor 
of improved accuracy. 
 

 
Fig. 6. 3-Level Residual Capsule Network [8] 

III. PROPOSED RCNX: RESIDUAL CAPSULE NEXT 

The following sections reveal the underlying 
enhancements included to RCN and model architecture of the 
proposed RCNX: Residual Capsule NeXt. Fig. 7. 
demonstrates the new architecture of RCNX. 

A. Primary Res Next Layers  

To accomplish superior accuracy, convolution layers of 
Capsule Network should be made capable of compound 
feature extraction. Even though Capsule Network performs 
based on routed capsules, the preliminary layers are 
convolutions dependent[8], [4]. Redundant layers of 
convolution in the initial stages of Capsule Network give us 
better multiplex feature extraction, and this provides the 
model with a good starting point. 

The RCN considers eight layers of the residual network 
without any inclusion of bottleneck design or any different 
cardinality to improve the complexity and reduce 
parameters[4]. As mentioned previously, this paper proposes 
modifications in such features which is incomplete in the RCN 
network. We brought considerable compression and 
improvement to the RCN network. RCNX standouts with the 
inclusion of the new cardinality to RCN. As explained in the 
background, ResNeXt architecture reduced the number of 
parameters and, at the same time, improved the accuracy of 
the model’s image classification properties.  

With the missing structural advantages, RCN lacks the 
complexity to uncover a deeper understanding of the images, 
which can be the reason for not developing higher accuracy 
despite eight repetitive layers of ResNets. Since we include 
the required complexity using ResNeXt, we eliminated the 
redundant layers. ResNeXt structure embedded in the RCNX 
is with variable cardinality before reaching the capsules. 
While including the 3-level staged architecture, we also find 
the network improves learning of the image for different 
capsules to learn from various views of the image. 

B. 3-Level ResNeXts before Capsule Network 

With the incorporation of various views, the proposed 
RCNX can learn intricate features and can do it fast. Allowing 
the training network to go through each level repetitively due 
to the intricate structure brings the best of RCNX with 
minimal effort. 

In the 3-Level structure, the ResNeXt models with four 
and two cardinalities are included, with filters of the same size, 
i.e., 32.  This varying cardinality brings variable total filter 
lengths for different capsules. Primary capsules receiving 
three different views to the image were structured to produce 
probability vectors of varying lengths, including flexibility in 
designing various features with various dimensions. We use 
the dimensions of 8, 24, 32, and 8 across four primary 
capsules.  

C. Efficient Capsules with ‘3D convolution-based dynamic 
routing.’ 

Using 3D convolution-based dynamic routing, DeepCaps 
authors modified and improved routing by agreement 
algorithm for capsule networks[7]. This 3D convolution helps 
to trim the network in size. The convolution is considering that 
neighbouring neurons produce a similar pose, and this can be 
a cluster[7]. 
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Fig. 7. Proposed RCNX: Residual Capsule NeXt Architecture  

 Using the 3D convolution-based dynamic routing 
algorithm, we tremendously reduced the repeated routing 
from layer ‘L’ to layer ‘L+1’. This reduction amount to a 
reduction factor of 𝑐 ∗ (𝑤𝐿𝑤𝐿+1)2  parameters in each 
capsule, where c represents the number of channels, and 𝑤𝐿 
represents the width of layer L[7]. 

The Capsule network of the RCNX is optimized to 
perform iterations that give the best performance and 
accuracy. We achieve optimization with Neural Network 
Intelligence (NNI)[9], and thus we use routings of 4, 4, 2, and 
3 for each capsule network to be effective.   

D. 3D reconstruction by decoder network 

At the end of RCN, the reconstruction network does not 
comprise 3-dimensional inverse rendering but is limited to a 
2-dimensional reconstruction. We include this 3-dimensional 
reconstruction as this is important for the Capsule Networks, 
in general, to learn quickly, and thereby creating the model to 
be more involved by integrating class independent decoder. 

E. Elu activation function 

 Activation functions provide image classification 
models non-linearity that help them learn mapping functions, 
contributing to training and performance[10]. After most 
convolution layers, we use activation functions, and 
activation functions are mainly an integral part of the 
ResNeXt layers. The activation function in RCN is ReLU[8]. 
This ReLU activation is replaced by the Exponential Linear 
Unit (ELU) activation function as it is understood via 
repeated trials and NNI hyperparameter search that ELU 
outperforms ReLU in the case of proposed RCNX 
architecture[9], [10]. ELU also avoids some cons of ReLU 
activation. ELU activation excludes the problem of dead 
ReLU[10]. It also produces negative outputs, creates better 
optimization of biases and weights, and prevents saturation 
by avoiding non-zero gradient errors. 

F. Summary 

In summary, a 32x32x3 image travels through the 
proposed Residual Capsule NeXt as follows. The 3-channel 
image is convolved with primary ResNeXt convolutional 
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layers, which extracts in-depth features, and creates channels 
of size 𝑐 ∗ 𝑓, where 𝑐 is the cardinality and  𝑓 is the filter 
length. These networks generate channels of 256 and 128. 
These pass through a separable convolution before 
proceeding to primary capsules, thereby creating a deeper 
model of RCNX architecture.  

The separable convolution changes the image height and 
filter sizes to 15x15x12, 5x5x48, and 1x1x16, which provide 
the proposed RCNX with a wide range of views of the 
images. These views at three levels traverse through Primary 
capsules that have only 2-dimensional capsule vectors as 
output. These, in a manner of merged layers, get connected to 
one Digit Capsule, and others are individually connected to 
separate Digit Capsules.  

The digit capsules are of varying sizes yet longer 
dimensions than Primary Capsules with optimized routing 
numbers of merges to form an output. Further, we decode 
output to form an inverse rendering effect by the decoder 
network to the corresponding input. This decoder network 
only activates during training and is removed while testing 
the proposed RCNX.  

IV. TRAINING SETUP 

Lenovo Think System compute node with Intel 
Xenon Gold processors, with 128GB RAM, and NVIDIA 
Tesla V100 is used in training and inference of RCNX[11]. 
CIFAR-10 Dataset is used for training and inference. The 
model is trained for 35 epochs, with a batch size of 32, Nadam 
optimizer, and LR decay of 0.9. 

V. RESULTS 

The proposed RCNX model is trained and tested 
against the CIFAR-10 benchmark[12]. RCNX delivered an 
accuracy of 89.31% during the test, and the evaluation model 
size is 1.58M parameters.  

TABLE I 
PERFORMANCE OF VARIOUS NETWORK MODELS ON CIFAR10 

Model Name No. of Parameters Test Accuracy 

Proposed RCNX 1.58 M 89.31% 

Residual Capsule 
Network V2 

1.95 M 85.12% 

Baseline Residual 
Capsule Network 

11.8 M 84.16% 

3-Level Residual 
Capsule Network 

10.8 M 86.42% 

CapsNet 101 M 89.40% 

DC Net 11.8 M 82.63% 

DC Net ++ 13.4 M 89.71% 

MobileNet V3 1.83 M 88.93% 

 
Comparing results of the proposed RCNX with 

results of other capsule network models like baseline 
Residual Capsule Network, Capsule Network, DCNET, 
DCNET++, Residual Capsule Network V2, and 3-Level 
Residual Capsule Network as per Table I[1], [4], [8], [12], we 
can easily conclude that the proposed RCNX is producing 
unparallel results.  

CIFAR-10 benchmark dataset contains 60,000 
images of 10 classes with 6000 pictures per class. 10,000 

images in these are for inference and remainder for training 
the neural network models[12].  

VI. CONCLUSION 

Here, a new architecture, RCNX: Residual Capsule NeXt, 
is introduced. Using ResNeXt convolutions, 3D convolution-
based dynamically routed Capsules, architecture following 3-
Level RCN, full image reconstruction, ELU activation 
function, and hyperparameters tuned with NNI, and we 
achieved a model that is efficient with an accuracy of 89.31% 
and a reduced model size of 1.58 M parameters when tested 
on CIFAR-10. Thus, the proposed RCNX is better than 
embedded models like MobileNetV3, and RCNX is the first 
capsule network to achieve this in image classification tasks. 
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Abstract—In this paper, we demonstrate the implementation
of our ultra-efficient deep convolutional neural network architec-
ture: CondenseNeXt on NXP BlueBox, an autonomous driving
development platform developed for self-driving vehicles. We
show that CondenseNeXt is remarkably efficient in terms of
FLOPs, designed for ARM-based embedded computing plat-
forms with limited computational resources and can perform
image classification without the need of a CUDA enabled GPU.
CondenseNeXt utilizes the state-of-the-art depthwise separable
convolution and model compression techniques to achieve a
remarkable computational efficiency.

Extensive analyses are conducted on CIFAR-10, CIFAR-100
and ImageNet datasets to verify the performance of Con-
denseNeXt Convolutional Neural Network (CNN) architecture.
It achieves state-of-the-art image classification performance on
three benchmark datasets including CIFAR-10 (4.79% top-1
error), CIFAR-100 (21.98% top-1 error) and ImageNet (7.91%
single model, single crop top-5 error). CondenseNeXt achieves
final trained model size improvement of 2.9+ MB and up to
59.98% reduction in forward FLOPs compared to CondenseNet
and can perform image classification on ARM-Based computing
platforms without needing a CUDA enabled GPU support, with
outstanding efficiency.

Index Terms—CondenseNeXt, Convolutional Neural Network,
Computer Vision, Image Classification, NXP BlueBox, ARM,
Embedded Systems, PyTorch, CIFAR-10, CIFAR-100, ImageNet.

I. INTRODUCTION

ARM processors are widely used in electronic devices
such as smartphones and tablets as well as in embedded
computing platforms such as the NXP BlueBox, Nvidia Jetson
and Raspberry Pi for computer vision purposes. ARM is
RISC (Reduced Instruction Set Computing) based architecture
for computer processors which results in low costs, minimal
power consumption, and lower heat generation compared to
its competitor: CISC (Complex Instruction Set Computing)
architecture based processors such as the Intel x86 processor
family. As of 2021, over 180 billion ARM-based chips have
been manufactured and shipped by Arm and its partners
around the globe which makes it the most popular choice of
Instruction Set Architecture (ISA) in the world [1].

The roots of ARM processors trace back to December
1981 when the first widely successful design, BBC Micro
(British Broadcasting Corporation Microcomputer System),
was introduced by Acorn Computers [2]. Due to the use of
DRAM (Dynamic Random Access Memory) in its design, it
outperformed nearly twice as that of Apple II, an 8-bit personal
computer, which was world’s first successfully mass-produced
publicly available computer designed by Steve Wozniak, Steve
Jobs and Rod Holt in June 1977 [3].

Fast forwarding to the 21st century, due to constant advances
in computing and VLSI technology, ARM-based chips are
found in nearly 60% of all mobile devices and comput-
ing platforms produced today. With processor performance
doubling approximately every two years with a focus on
parallel computing technologies such as multi-core processors,
computer vision researchers can now implement sophisticated
neural network algorithms to perform complex computations
for OpenCV applications without a requiring a GPU support.

Convolutional Neural Networks (CNN), a class of Deep
Neural Networks (DNN) first introduced by Alexey G.
Ivakhnenko and V. G. Lapa in 1967 [4], have been gaining
popularity in recent years as researchers focus on creat-
ing more advanced intelligent systems. CNNs are popularly
used in machine (computer) vision applications such as im-
age classification, image segmentation, object detection, etc.
However, implementing a CNN on embedded systems with
constrained computational resources for applications such as
autonomous cars, robotics and unmanned aerial vehicle (UAV),
commonly known as a drone, is a challenging task. In this
paper, we present image classification performance results
of CondenseNeXt CNN on NXP BlueBox, an ARM-based
embedded computing platform for automotive applications.

II. RELATED WORK

Following work has contributed to the research and imple-
mentation results presented within this paper:

CondenseNeXt: An ultra-efficient deep convolutional neural
network for embedded systems, introduced by P. Kalgaonkar
and M. El-Sharkawy in January 2021 [5] has been utilized to
train and evaluate image classification performance on three
benchmarking datasets: CIFAR-10, CIFAR-100 and ImageNet.978-1-6654-4067-7/21/$31.00 ©2021 IEEE
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III. NXP BLUEBOX 2.0

The BlueBox 2 family developed and manufactured by
NXP Semiconductors N.V, a Dutch-American semiconductor
manufacturer with headquarters in Eindhoven, Netherlands and
Austin, United States of America, is a Automotive High Per-
formance Compute (AHPC) platform that provides essential
performance and reliability for engineers to develop sensor fu-
sion, automated drive and motion planning applications along
with functional safety, vision acceleration and automotive
interfaces for self-driving (autonomous) vehicles.

NXP BlueBox Gen1 was first introduced in May 2016
at the 2016 NXP FTF Technology Forum held in Austin,
Texas, USA. This opened avenues to a host of autonomous
and sensor fusion applications. Shortly after, NXP introduced
BlueBox Gen2 (BlueBox 2.0), a significant improvement over
Gen1, incorporating three new processors: S32V234 ARM-
based automotive computer vision processor, LS2084A high
performance ARM-based compute processor and S32R274
ASIL-D RADAR microcontroller.

S32V234: The S32V234 automotive computer vision pro-
cessor comprises of a quad core ARM Cortex-A53 CPU
running at 1.0 GHz paired with a ARM Cortex-M4 functional
safety core which utilizes the ARMv8-A 64-bit instruction set
developed by ARM Holdings’ Cambridge design centre. It
has a 4MB internal SRAM in addition to a 32bit LPDDR3
memory controller for external memory support. It is an on-
chip Image Signal Processor (ISP) designed to meet ASIL-
B/C automotive safety standards and optimized for obtaining
maximum performance per watt efficiency.

LS2084A: The LS2084A high performance compute proces-
sor comprises of an octa core ARM Cortex-A72 CPU running
at 1.8 GHz which utilizes the ARMv8-A 64-bit instruction
set developed by ARM Holdings’ Austin design centre. It
has two 72 bytes DDR4 RAMs running at up to 28.8GB/s
memory bandwidth. The LS2 provides software compatibility
with next generation LayerScape LX2 family and offers AEC
Q100 Grade 3 reliability with 15 years product longevity.

S32R274: The S32R274 radar micro-controller comprises of
a dual core Freescale PowerPC e200z7 32-bit CPU running at
240 MHz and a dual core Freescale PowerPC e200z4 32-bit
CPU running at 120 MHz with an additional checker core. It
has a 2 MB Flash and 1.5 MB SRAM for radar application
storage, message buffering and radar data stream handling.
The S32R processor is optimized for on-chip radar signal
processing to maximize performance per watt efficiency. It
has been designed by NXP to meet the ASIL-D automotive
applications standards.

IV. RTMAPS REMOTE STUDIO SOFTWARE

RTMaps (Real-Time Multisensor applications) developed by
Intempora is a powerful GUI software that aids in develop-
ment of applications for advanced driver assistance systems,
autonomous driving and robotics. It helps in capturing, pro-
cessing and viewing data from multiple sensors and offers

Figure 1. NXP BlueBox 2.0 ARM-based Automotive High Performance
Compute (AHPC) embedded development platform. It delivers necessary
prerequisites to help develop high-performance computing systems, analyze
driving environments, assess risk factors, and then direct the car’s behavior.
BlueBox 2.0 also supports OpenCV applications using an external camera for
real-time image classification object detection and image segmentation.

Figure 2. High-Level View of NXP Bluebox 2.0 Gen2 Architecture [6].
S32V processor utilizes two CAN-FD (Flexible Data Rate) with enhanced
payload and data rate, PCIe, Ethernet, FlexRay, Zipwire, one SAR-ADCs,
four SPI and one SD card connectivity. LS2 processor utilizes two DUART,
four I2C, SPIO, GPIO and two USB 3.0 interfaces. S32R processor utilizes
JTAG, UART, three FlexCAN and Zipwire to connect to a radar ASIC.

a multi-modular development and run-time environment for
ARM-based computing platforms such as the NXP BlueBox
2.0. This data can also be reviewed and play-backed at a later
time for offline development and testing purposes.

RTMaps Remote Studio supports PyTorch, an open-source
machine learning library based upon the Torch library, widely
used for real-time computer vision (OpenCV) development.
Algorithms for OpenCV can be developed using Python
scripting language and by the means of block diagrams. It
also facilitates the development of algorithms directly on to
any supported embedded system without having to connect
external user interfacing peripheral devices.
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V. CONDENSENEXT

CondenseNeXt is an ultra-efficient deep convolutional neu-
ral network architecture designed for embedded systems intro-
duced by P. Kalgaonkar and M. El-Sharkawy in January 2021.
CondenseNeXt refers to the next dimension of cardinality. In
this section, we describe in detail the architecture of this neural
network that has been utilized to train and evaluate image
classification performance on three benchmarking datasets:
CIFAR-10, CIFAR-100 and ImageNet.

A. Convolution Layers

One of the main goals of CondenseNeXt is to reduce
the amount of computational resources required to train the
network from scratch and for real-time inference on embedded
systems with limited computational resources. Following state-
of-the-art technique has been incorporated into the design of
this CNN:

• Depthwise convolution layer: It acts like a filtering layer
where convolution to a single input channel is applied
separately instead of applying it to all input channels.
Assume there is an input data of size A × A × C and
filters (kernels) K of size F × F × 1. If there are C
number of channels in the input data, the output will be
of size B ×B ×C. At this point, the spatial dimensions
have shrunk. However, the depth C has remained constant
and the cost of this operation will be B2 × F 2 × C.

• Pointwise convolution layer: It acts like a combining layer
where a linear combination is carried out for each of these
layers. At this stage, a 1× 1 convolution is applied to C
number of channels in the input data. Thus, the size of
filter for this operation will be 1× 1×C and size of the
output will be B ×B ×D for D such filters.

Assume a standard convolutional filter K of size F × F ×
A × B where A is the number of input channels and B is
the number of output channels with an input feature map A
of size Dx ×Dx ×A that produces an output feature map Z
of size Dy × Dy × B can be mathematically represented as
follows:

Zk,l,n =
∑
i,j,m

ki,j,m,n ·Ak+i−1,l+j−1,m (1)

In case of a depthwise separable convolution, (1) is factor-
ized into two stages: the first stage applies a 3× 3 depthwise
convolution K̂ with one filter for every input channel:

Ẑk,l,m =
∑
i,j

K̂i,j,m ·Ak+i−1,l+j−1,m (2)

Consequently, in the second stage, a 1 × 1 pointwise
convolution K̃ is applied to carry out linear combination and
combine the outputs of depthwise convolution from previous
stage as follows:

Zk,l,n =
∑
m

K̃m,n · Ẑk−1,l−1,m (3)
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Figure 3. A 3D illustration of the overall process of depthwise separable con-
volution. An image is transformed 128 times whereas an image is transformed
by depthwise separable convolution only once and then this transformed image
is stretched to 128 channels which allows the neural network to process more
data while consuming fewer FLOPs (Floating Point Operations).

This methodology splits a kernel into two discrete filters
for filtering and combining stages as shown in Figure 3
above, which results in reduction of computational resources
required to train the network from scratch as well for real-time
inference.

A widely used model compression technique is also imple-
mented into the design of this CNN where a further significant
impact, both in computational efficiency at training time and
on the final trained model size is seen.

B. Model Compression

A widely popular model compression technique called
Group-wise Pruning is implemented to make CondenseNeXt
neural network computationally more efficient by discarding
redundant elements without influencing the overall perfor-
mance of the network.

Group-wise Pruning: The purpose of group-wise pruning is
to remove trivial filters for every group g during the training
process which is based on the L1-Normalization of Agij where
for every group g, a is the input and z is the output. A pruning
hyper-parameter p is established and set to 4 which allows
the network to decide the number of filters to remove before
the first stage of depthwise separable convolution. A class
balanced focal loss function [7] is also added to assist and
ease the effect of this pruning process.

Consider a group convolution comprised of G groups of
size F ×F ×CA×CB where CA =A

G and CB =B
G . The total

number of trivial filters that will be pruned before the first
stage of depthwise separable convolution is mathematically
represented as follows:

G · Cx = A · C − p ·A (4)

Cardinality: A new dimension to the network called Car-
dinality denoted by C is incorporated into the design of
CondenseNeXt neural network in addition to the existing
width and depth dimensions so that loss in accuracy during the
pruning process is reduced. Experiments prove that increasing
cardinality is a more efficacious way of accruing accuracy than
going deeper or wider, especially when width and depth starts
to provide diminishing returns [8].
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C. Activation Function

In deep neural networks, activation functions determine the
output of a neuron at particular input(s) by restricting the am-
plitude of the output. It aids in neural network’s understanding
and learning process of complex patterns of the input data.
Furthermore, non-linear activation functions such as ReLU6
(Rectified Linear Units capped at 6) enable neural networks
to perform complex computations using fewer neurons [9].

CondenseNeXt applies ReLU6 activation function in addi-
tion to Batch Normalization technique prior to each convolu-
tional layer. In ReLU6, units are capped at 6 to promote an
earlier learning of sparse features and to prevent a sudden
blowup of positive gradients to infinity. ReLU6 activation
function is defined mathematically as follows:

f(x) = min(max(0, x), 6) (5)

VI. CYBERINFRASTRUCTURE

A. Training Infrastructure

• Intel Xeon Gold 6126 12-core CPU with 128 GB RAM.

• NVIDIA Tesla V100 GPU.

• CUDA Toolkit 10.1.243.

• PyTorch version 1.1.0.

• Python version 3.7.9.

This cyberinfrastructure for training is provided and man-
aged by the Research Technologies division at the Indiana
University which supported our work in part by Shared Uni-
versity Research grants from IBM Inc. to Indiana University
and Lilly Endowment Inc. through its support for the Indiana
University Pervasive Technology Institute [10].

B. Testing Infrastructure

• NXP BlueBox 2.0 ARM-based autonomous embedded
development platform.

• Intempora RTMaps Remote Studio version 4.8.0.

• CIFAR-10, CIFAR-100 and ImageNet Datasets.

• PyTorch version 1.1.0.

• Python version 3.7.9.

VII. EXPERIMENT AND RESULTS

Training results presented in this report are based on
the evaluation of image classification performance of Con-
denseNeXt CNN on three benchmarking datasets: CIFAR-10,
CIFAR-100 and ImageNet. CondenseNeXt was designed and
developed in PyTorch framework and trained on NVIDIA’s
Tesla V100 GPU with standard data augmentation scheme
[11], Nesterov Momentum Weight of 0.9, Stochastic Gradient
Descent (SGD), cosine shape learning rate and dropout rate
of 0.1 for all three datasets discussed in this section.

−10 −5 5 10

2

4

6

0

Input

OutputReLU
ReLU6

Figure 4. Difference between ReLU and ReLU6 activation functions.

A. CIFAR-10 Classification

CIFAR-10 dataset [9], [12] was first introduced by Alex
Krizhevsky in [13]. It is one of the most widely used datasets
for evaluating a CNN in the field of deep learning research.
There are 60,000 RGB images of 10 different classes of size
32×32 pixels divided into two sets of 50,000 for training and
10,000 for testing.

CondenseNeXt was trained with a single crop of inputs
on CIFAR-10 dataset for 200 epochs, batch size of 64
and features k of 8-16-32. Using RTMaps Remote Studio,
an image classification script was developed using Python
scripting language and evaluated on NXP BlueBox for single
image classification analysis. Table I provides a comparison of
performance between CondenseNet and CondenseNeXt CNN
in terms of FLOPs, parameters, and Top-1 and Top-5 error
rates. Figure 5 provides a screenshot of the RTMaps console.

B. CIFAR-100 Classification

CIFAR-100 dataset was also first introduced by Alex
Krizhevsky in [13] along side CIFAR-10 dataset. It is also one
of the many popular choices of datasets in the field of deep
learning research. Just like CIFAR-10 dataset, there are 60,000
RGB images in total. However, it has 100 different classes,
where each class contains 600 images of size 32×32 pixels
divided into two sets of 50,000 for training and 10,000 for
testing. CIFAR-100 classes are mutually exclusive of CIFAR-
10 classes. For example, CIFAR-100’s baby, chimpanzee and
rocket classes are not part of the CIFAR-10 classes.

CondenseNeXt was trained with a single crop of inputs
on CIFAR-100 dataset for 600 epochs, batch size of 64
and features k of 8-16-32. Using RTMaps Remote Studio,
an image classification script was developed using Python
scripting language and evaluated on NXP BlueBox for single
image classification analysis. Table I provides a comparison of
performance between CondenseNet and CondenseNeXt CNN
in terms of FLOPs, parameters, and Top-1 and Top-5 error
rates. Figure 6 provides a screenshot of the RTMaps console.
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Table I
COMPARISON OF PERFORMANCE

Dataset CNN Architecture FLOPs (in millions) Parameters (in millions) Top-1 % Error Top-5 % Error
CondenseNet 65.81 0.52 5.31 0.24

CIFAR-10 CondenseNeXt 26.35 0.18 4.79 0.15

CIFAR-100 CondenseNet 65.85 0.55 23.35 6.56
CondenseNeXt 26.38 0.22 21.98 6.29
CondenseNet 529.36 4.81 26.2 8.30

ImageNet CondenseNeXt 273.16 3.07 25.8 7.91
Table I provides a comparison between CondenseNet (the baseline architecture) vs. CondenseNeXt (our ultra-efficient deep neural network architecture) in

terms of performance each utilizing the training setup and infrastructure as outlined in section 6 and 7 in this paper.

Figure 5. Evaluation of CondenseNeXt on CIFAR-10 dataset when deployed
on NXP BlueBox 2.0 using RTMaps Remote Studio 4.8.0 for classifying an
image of a cat and outputting the predicted class in RTMaps console.

C. ImageNet Classification

ImageNet was introduced by an AI researcher Dr. Fei-Fei Li
along with a team of researchers at a 2009 IEEE Conference on
Computer Vision and Pattern Recognition (CVPR) in Florida
[14]. This dataset is built according to the WordNet hierarchy
where each node in the hierarchy corresponds to over five
hundred images. In total, there are over 14 million images in
this dataset that have been hand-annotated and labelled by the
team.

CondenseNeXt was trained with a single crop of inputs on
the entire ImageNet dataset for 120 epochs with a Group Lasso
rate of 0.00001, batch size of 256, features of 8-16-32-64-128
and four Nvidia V100 GPUs using Data Parallelism technique.
An image classification script was developed in RTMaps
Remote Studio and evaluated on NXP BlueBox for single
image classification analysis. Table I provides a comparison of
performance between CondenseNet and CondenseNeXt CNN
in terms of FLOPs, parameters, and Top-1 and Top-5 error
rates. Figure 7 provides a screenshot of the RTMaps console.

Figure 6. Evaluation of CondenseNeXt on CIFAR-100 dataset when deployed
on NXP BlueBox 2.0 using RTMaps Remote Studio 4.8.0 for classifying an
image of a baby and outputting the predicted class in RTMaps console.

VIII. CONCLUSION

In this paper, we demonstrate the performance of Con-
denseNeXt CNN which is an ultra-efficient deep convolutional
neural network architecture for ARM-based embedded com-
puting platforms without CUDA enabled GPU(s). Extensive
training from scratch and analysis have been conducted on
three benchmarking datasets: CIFAR-10, CIFAR-100 and Im-
ageNet. It achieves state-of-the-art image classification perfor-
mance on CIFAR-10 dataset with a 4.79% Top-1 error rate,
on CIFAR-100 dataset with a 21.98% Top-1 error rate and
ImageNet dataset with a 7.91% single model and single crop
Top-5 error rate. Our experiments on NXP’s BlueBox further
validate the effective use Depthwise Separable Convolutional
layers and Model Compression techniques implemented to
discard inconsequential elements and to reduce FLOPs with-
out affecting overall performance of the neural network. In
the future, we will explore different applications with Con-
denseNeXt such as image segmentation and object detection to
better exploit different opportunities for OpenCV applications.
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Figure 7. Evaluation of CondenseNeXt on ImageNet dataset when deployed
on NXP BlueBox 2.0 using RTMaps Remote Studio version 4.8.0 for
classifying an image of a street sign and outputting the predicted class in
the RTMaps console.
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Abstract—Deep Neural Networks (DNN) are prominent in 
most applications today. From self-driving cars, sentiment 
analysis, surveillance systems, and robotics, they have been used 
extensively. Among DNNs, Convolutional Neural Networks 
(CNN) have achieved massive success in computer vision 
applications as the human visual system inspires their 
architecture. However, striving to achieve higher accuracies, 
CNN complexity, parameters, and layers were increased, which 
led to a drastic surge in their size, making their deployment 
challenging. Over the years, many researchers have proposed 
various techniques to alleviate this issue—one of them being 
Design Space Exploration (DSE) to minimize size and 
computation with little compromise to accuracy. MobileNet V3 
is one such architecture designed to achieve good accuracy while 
being mindful of resources. It produces an accuracy of 88.93% 
on CIFAR-10 with a size of 15.3MB. This paper further reduces 
its size to 2.3MB while boosting its accuracy to 89.13% using 
DSE techniques. It is then deployed into NXP's i.MX RT1060 
Advanced Driver Assistance System (ADAS) platform. 

Keywords—MobileNet V3, Convolution Neural Networks, 
Depthwise Pointwise Depthwise blocks, Compressed MobileNet 
V3, CIFAR-10, Design space exploration, TensorFlow, i.MX RT 
1060. 

I. INTRODUCTION  

 
Convolutional neural networks have shown commendable 

performance in various computer vision tasks due to their 
compelling ability to use multiple feature description stages to 
grasp representations from images. They first came into the 
spotlight through the work of LeCun et al. 1989. Since the 
victory of AlexNet in the ImageNet challenge in 2012, they 
have gained high popularity [1]. The appealing factor of 
CNNs is their intelligence to extract spatial and temporal 
content from crude data. The design of CNN incorporates 
many convolutional layers, subsampling units, and nonlinear 
activation functions. Convolution operation guides extraction 
of valuable features from locally connected information 
points. Its output is then passed to nonlinear activations that 
produce diverse activations for various responses and 
encourage semantic contrasts in pictures. Subsampling is used 
in CNNs to make it invariant to the location of features. 
Subsequently, in this way, CNN learns pictures without the 
need for human involvement in feature extraction. The human 
visual cortex profoundly propels the building plan of CNNs. 
In the course of learning, CNN alters weights employing a 
backpropagation calculation. This ability to move towards the 
target is comparable to the brain's capacity to memorize based 
on responses. CNN's multi-layered structure helps gather low, 
mid, and high-level features, with high-level features being an 
aggregate of mid and low-level features. This dynamic 

learning ability of CNN emulates the neocortex in the human 
cerebrum and is responsible for its pervasiveness. 

Over the years, there have been many advances in their 
architectures, activation functions, regularization, and 
parameter tuning. In a race to achieve higher accuracy, CNN 
model complexity and parameters have escalated [2] [3] [4] 
[5]. This has led to increased demand for resources needed for 
their storage and computation. Many small-sized architectures 
were proposed to ease this problem, such as MobileNet [6], 
SqueezeNet [7], ShuffleNet [8], and so on. 

There are various advantages to using small architectures. 
Firstly, they are more suitable for embedded resource-
constrained applications. Due to their size, computations can 
be performed in place for tasks such as image recognition, 
semantic segmentation, etc., rather than sending it to the 
cloud. It reduces latency and assures the privacy of data. In 
autonomous driving, companies make updates to the model 
and load it into customer vehicles from their servers [9]. 
Small-size CNNs make this update more convenient. Hence, 
to benefit from these advantages, many techniques were 
developed. Some of them include knowledge distillation [10]   
[11], pruning, and network quantization [12][13] , low rank 
and sparse decomposition [14], and developing new 
innovative architectures[8] [15][16].In knowledge distillation, 
a small model learns from a large model using a teacher-
student approach. In pruning, weights that are insignificant to 
network performance are zeroed out based on a criterion [17] 
[18], and in network quantization, filter kernels and weights 
in fully connected layers are quantized. This quantization can 
be achieved by various methods such as k-means, Huffman 
coding, etc. Sparse decomposition and low-rank 
approximations achieve compression by reducing the 
parameter dimension of the network. This paper accomplishes 
a similar purpose by reducing MobileNet V3 small by making 
architectural modifications and changing the baseline model's 
activation functions.  

Baseline architecture is demonstrated in section 2. Section 
3 illustrates changes made to MobileNet V3 small to produce 
CMV3. Training setup is detailed in section 4. Section 5 has 
implementation details. Results and conclusion are mentioned 
in sections 6 and 7, respectively. 

II. PRIOR WORK 

A. Baseline Architecture 
MobileNet V3 is the latest variant of MobileNets. It was 

designed using a platform-aware network architecture search, 
and net adapt algorithm. MobileNet V3 small and MobileNet 
V3 large are two forms of this model developed to serve 
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different resource constraints [15]. MobileNet V3 large has 
lesser latency than MobileNet V2 while being 3.2% more 
accurate on the ImageNet dataset [19].  

 
Fig. 1. MobileNet V3 Block [15]. 

 
 MobileNet V3 encompasses the best practices from 

MobileNet V2 and Squeeze and excitation networks[20] .It is 
a combination of inverted residual bottlenecks and squeeze 
and excitation blocks. These SE blocks are added to improve 
networks' representational power by suppressing neurons that 
do not contribute to performance and enhancing those that do. 
The bottlenecks consist of an initial 1x1 pointwise expansion 
layer, a depthwise convolution layer (DWC) with a kernel of 
size 3x3 or 5x5, and a final 1x1 projection layer. The 
architecture of MobileNet V3 is shown in Fig.1. The model 
uses the H-swish activation function. 

III. MODIFICATIONS 

Modifications made to MobileNet V3 are described 
below. Table I summarizes CMV3 architecture.  

A. Convolution Layers 
CNN with more Depthwise convolutions than pointwise 

convolutions have shown better performance [21]. This fact 
has been exploited to make architectural changes by 
emphasizing spatial information rather than aggregating 
channel information. Depthwise Pointwise Depthwise (DPD) 
blocks, as shown in Fig.2, were used for the model.These 
blocks comprise a 3×3 Depthwise convolution, with a stride s 
that expands the number of channels and performs down-
sampling. They also consist of a 1×1 pointwise convolution 
that collects information along channels, merges them, and 
finally, a 3×3 Depthwise separable convolution layer. All 
DPD blocks were followed by batch normalization and 
RELU.As more Depthwise convolutions are used than 
pointwise, good compression is achieved. The ratio of number 
of parameters in Pointwise to Depthwise convolutions is 
displayed below: 

                          
𝑊 × 𝐻 × 𝐶 × 𝑚𝐶

𝑊 × 𝐻 × 𝑘 × 𝑘 × 𝑚𝐶
=

𝐶

𝑘2
                         (1) 

(W × H) is the input dimension, C is the number of channels, 
m is the channel multiplier, and (k × k) is the filter size. Since 
the number of channels is much higher than the filter size, the 
ratio to be greater than 1.  

B. Mish Activation Function 
Mish possesses the self-regularizing capacity and lessens 

overfitting. It outruns other activation functions in 
performance. It also keeps negative gradients, has better 
generalization and eliminates saturation due to near-zero 
gradients [22]. The formula below can describe it: 

                          𝑓(𝑥)  = 𝑥 ∙ tanh(𝑠𝑜𝑓𝑡𝑝𝑙𝑢𝑠(𝑥))                   (2)   

                        𝑠𝑜𝑓𝑡𝑝𝑙𝑢𝑠(𝑥) = ln(1 + 𝑒 𝑥)                             (3) 

The Mish activation function followed DPD blocks in the new 
architecture. It improved the accuracy from 88.14% to 
89.13%. Fig.3 depicts the graph of Mish. 

 

Compressed MobileNet V3 Architecture 
Input Operator e c   SE NL s 
322×3 Conv2d 3×3 - 16   - HS 1 
322×16 Bneck 3×3 48 32    HS 1 
322×32 DPD 3×3 88 40   - MH 1 
322×40 DPD 3×3 240 40   - MH 1 
322×40 Bneck 5×5 160 48    HS 2 
162×48 DPD 5×5 288 96   - MH 1 
162×96 DPD 5×5 592 128   - MH 1 
162×128 Conv2d 1×1 - 256    HS 1 
162×256 Pool 16×16 - -   - - 1 
12×256 Conv2d 1×1 - 576   - HS 1 
12×576 Conv2d 1×1 - k   - - 1 

TABLE I 
WHERE E: EXPANSION FACTOR, C: NUMBER OF OUTPUT 

CHANNELS, SE: SQUEEZE AND EXCITE BLOCKS, NL: 
ACTIVATION, HS: H-SWISH, MH: MISH AND S: STRIDE 

 

 
 

Fig. 2. DPD Blocks 

 
Fig. 3. Mish Activation Function [23]. 

C. Expansion filters 
 Mobilenet V3 uses expansion filters to extend to a high 
dimensional feature space to intensify non-linear 
transformation on channels [15]. This technique is used on 
CMV3 as well. Expansion filters in a few layers are increased. 
It boosted accuracy from 84.56% to 88.14%. 

IV. TRAINING SETUP 

The modified model was trained with Intel Xenon Gold 
6126 processor with 32GB RAM and NVIDIA Tesla P100 
GPU. An l2 weight decay of 1e-5 was used. A dropout of 0.8 
and a cosine decay type scheduler were added. A width 
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multiplier of 0.5 was selected to reduce overfitting and 
maintain a good trade-off between accuracy and size.  

V. DEPLOYMENT 

NXP eIQ is a software platform comprising resources and 
tools to help machine learning deployment on NXP hardware. 
It has Neural Network (NN) compilers, libraries, inference 
engines, Hardware Abstraction Layers (HAL) to support 
TensorFlow lite (TFLite), ARM NN, glow, Cortex 
Microcontroller Software Interface Standard (CMSIS)-NN, 
and OpenCV [24]. 

The model used TFLite for deployment into iMX RT1060. 
It is available in both yocto and MCUXpresso environments. 
It is faster and consumes less memory than TensorFlow, 
making it suitable for use in low-resource devices. We used 
MCUXpresso IDE and built the SDK for iMX RT 1060 using 
eIQ middlewares. This middleware comes with a lot of demo 
examples. CIFAR-10 label image example was used. This 
example uses a DL model to classify images captured by the 
camera attached on board. CMV3 was then included in the 
header files, and many images were tested to decipher model 
accuracy and inference after deployment. Fig 4. shows the 
results observed on the console. Fig 5. shows the block 
diagram for eIQ inference procedure for TensorFlow Lite. 

 
Fig. 4. Classification on i.MX RT 1060 as displayed using semi hosting 

[24] 

 

 
Fig. 5. eIQ inference procedure for TFLite models [24] 

VI. RESULTS  

MobileNet V3 small was modified to give rise to CMV3 
with no compromise to accuracy. The revised model has a size 
of 2.3 MB with an accuracy of 89.13%. Its parameter count 
has been reduced from 1,846,930 in baseline to 171,946 after 
compression. It was then deployed onto iMX RT 1060 for 
inference. It gave an average inference time of 720ms. A plot 
of proposed model accuracy vs the number of epochs using 
the Tensorboard visualization tool is shown in Fig. 6. 

Various Scaling factors for CMV3. 
Width Multiplier Model Accuracy Model size 
1.5 91.39% 10.5 MB 
1.0 90.64% 5.2 MB 
0.75 90.10% 3.6 MB 
0.5 89.13% 2.3 MB 
0.35 87.36 1.9 MB 

TABLE II 

 

 
Fig. 6. Compressed MobileNet V3 

VII. CONCLUSION 

In this paper, using DPD blocks, mish activation function, 
and increase in expansion filters, an architecture that is 
84.96% smaller in size and 0.2% more accurate than baseline 
is accomplished. It can be successfully used in various 
embedded vision platforms. Table II shows different width 
scaling factors that can be used with the model. Based on the 
application, a suitable configuration can be used to achieve 
optimal trade-off. 
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     Abstract— There is a high demand for research into 
innovation and development of miniaturized electronic devices 
for biomedical applications such as lab on a chip device, 
implantable medical devices (IMD), and wireless biosensor 
systems (WBS), etc. These electronic systems must be wireless 
as wires penetrating through human skin increase the risk of 
infections as they act as conduits for viruses and bacteria and 
they also limit the flexibility of movement for patients. Ultra-
low power transceivers are essential because wireless 
communication subsystems consume most of the power in 
wireless biomedical implants and implanted batteries are 
undesirable due to their limited lifespan and the risk of 
infection they pose. Also, a limited amount of power can be 
transferred through the wireless power link system. The design 
requirements for wireless communication and power source 
subsystems for wireless biomedical implants can be determined 
based on the specific application of the wireless biomedical 
implants. Practical limits and challenges in low power and low 
voltage design of wireless systems in lab-on-a-chip devices and 
implantable biomedical devices need to be considered for 
investigating various techniques for low power design with the 
advantages and the trade-offs of each design technique. This 
paper outlines the practical limits and challenges for powering 
wireless systems in implantable and lab-on-a-chip biomedical 
devices and reviews low power design techniques. 

Keywords— body sensor networks, wireless, phase noise, 
ultra-low power, implantable medical sensors, medical Implant 
Communication Service (MICS) frequency band. 

I.  INTRODUCTION  

Lab on a chip and implantable biomedical devices have 
become an increased research focus. These devices have 
various applications such as chronic monitoring implants, 
nervous system stimulating implants, brain-machine 
interface systems and temporary implants like intelligent 
pills and wireless capsule endoscopy (WCE) systems. Most 
of these devices have sensing, signal processing, wireless 
communication, and power source subsystems [1]. 

Wireless communication subsystems consume most of 
the power in wireless biomedical implants [3], and because 
of the limited available power in miniaturized energy sources 
and battery-less operating systems [2], designing a power 

efficient wireless communication and power source 
subsystem is very challenging.  

The design requirements for wireless communication and 
power source subsystems for wireless biomedical implants 
can be determined based on the specific application of the 
wireless biomedical implants.  

Chronic monitoring and nervous system stimulating 
implants need to operate for several years after insertion in 
the body through a surgical procedure. These implants 
transmit and receive data with different bit rates for different 
applications. For example, chronic monitoring implants have 
higher data transmission and so for the higher sample rate 
and resolution, they require higher bit rates [3].   

Nervous system stimulating implants have higher bit 
rates for receiving data depending on the required 
stimulation cycle rate and the number of stimulating 
channels.   

 
Figure 1.  An overview of the Wireless Biosensor Systems (WBS) for 

monitoring and diagnostics of various diseases [34]. 
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Brain-machine interfaces (BMI) have a high number of 
channels for monitoring and stimulating and require high bit 
rates for both transmitting and receiving data. Designing a 
power efficient wireless communication subsystem for these 
devices is very challenging.   

Temporary implants like intelligent pills and wireless 
capsule endoscopy (WCE) systems have a limited operation 
lifetime inside the body, and there are more available options 
for designing the power source subsystem of these temporary 
implants. 

 
 

Figure 2.  A system overview of the cochlear implant (bionic ear) [33]. 

 
Figure 3.  The system overview of the bionic eye device [35]. 

 

II. AVAILABLE POWER SOURCES FOR WIRELESS 

BIOMEDICAL IMPLANTS  

Two important factors for power sources are the 
capability to deliver instantaneous power and the ability of 
integrated power delivery. For nervous system stimulating 
application, the power source has to have the capability for 

instantaneous power and integrated power delivery, but for 
chronic monitoring application, the ability of integrated 
power delivery is more critical.  

Supercapacitors have a high capability of instantaneous 
power delivery, but their ability for integrated power 
delivery is limited. Alternatively, power harvester systems 
like solar, thermal and glucose fuel cells that gather energy 
from the implant surrounding area and convert it to electrical 
power have a higher ability for integrated power delivery, 
but reduced capability of instantaneous power delivery. 
Rechargeable batteries have a moderate capability for 
instantaneous and integrated power delivery and are suitable 
options for applications where the power source needs the 
capability for instantaneous and integrated power delivery 
and their operation lifetime is matched with that of a 
battery’s lifetime. 

Battery-less operation systems are a suitable option for 
applications with an operational lifetime longer than that of a 
battery. For battery-less operation systems where the power 
source has to have the capability for instantaneous power and 
integrated power delivery, power harvester systems can be 
combined with supercapacitor systems through 
implementing extra circuitry for sleep and active mode 
control. However, available energy needs to be allocated to 
the extra circuitry for the sleep and active mode controls but 
having power-efficient design for this extra circuit is very 
challenging. For backup supplies of these systems, 
rechargeable batteries can be used. 

 

A. Rechargeable batteries 

Rechargeable batteries have moderate capability of 
instantaneous power delivery and integrated power delivery. 
Thin film batteries with mechanical flexibility are a cost-
effective and attractive option for biomedical implants and 
lab-on-a-chip devices [4]. The challenge, however, of using 
rechargeable batteries in wireless lab-on-a-chip and 
biomedical implants is finding ways to decrease their 
recharge capacity over recharge cycles because currently 
expensive surgical procedures for battery replacement are 
required. Also, these batteries require special packaging to 
eliminate the risk of poisonous chemicals leaking. This 
naturally increases the device costs. 

For power harvester systems, electromagnetic field 
power transfer systems and ultrasound power transfer 
systems, rechargeable batteries can be used as a backup 
supply. 

 

B. Electromagnetic field power transfer systems 

Wireless biomedical implants and lab-on-a-chip devices 
can be powered by an electromagnetic field generated by an 
external device. This system can be used in combination 
with a rechargeable battery as a backup [5]. 

One of the challenges for implementing electromagnetic 
field power transfer systems is designing an optimal external 
antenna size that fits with the implant size and still receives 
maximum power from the external electromagnetic field. 
Matching the external antenna size with the implant size 
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creates some limitations in using compact external antennas 
and selecting an external electromagnetic field frequency. To 
minimize energy absorption in the tissue, electromagnetic 
field frequencies less than 30MHz are used in most 
commercial devices. However, for an efficient power 
transfer system in low frequency, the size of the implanted 
antenna has to be tens of centimetres, which is an 
unacceptable size for an implant [7][37]. In recent designs, to 
maximize power transfer efficiency and maintain a small 
sized implanted antenna, the implant size has been optimized 
to operate with a high electromagnetic field frequency in the 
range of 100MHz to 5GHz [6][36]. Human tissue absorbs 
some part of the transmitted power because of finite tissue 
conductivity and the maximum radiated power from the 
external electromagnetic field is limited. 

One limiting factor of maximum radiated power from the 
external electromagnetic field is the operating life of the 
power source of the external electromagnetic field system. 
For example, if a battery is used as the power source of the 
external electromagnetic field system, the maximum radiated 
power is limited by the operating lifetime of the battery. 

Another limiting factor for the maximum radiated power 
from the external electromagnetic field is IEEE standard for 
maximum allowable specific absorption rate (SAR) on 
chronic exposure [8]. This standard applies a limit on the 
maximum allowable radiated power, based on the carrier 
frequency and antenna size. 

 

C. Ultrasound power transfer systems 

The wireless biomedical implants and lab-on-a-chip 
devices can be powered by an external ultrasound transducer 
that transfers power through generating pressure waves and 
an implanted piezoelectric transducer inside the body 
absorbs and converts incoming pressure waves into electrical 
energy [7, 9]. A rechargeable battery can be used as a backup 
source in combination with ultrasound power transfer 
systems. 

Designing a miniaturized ultrasound transducer and 
solving the mismatch issue between air acoustic impedance 
and tissue acoustic impedance is a challenge for using 
ultrasound power transfer systems as power sources for 
wireless biomedical implants. 

 

D. Power harvester systems 

Power harvester systems (ambient power) that gather 
energy from the implant’s surrounding area and convert it to 
electrical power can be a power source option for wireless 
biomedical implants [10, 11].  

One power harvester system is solar cells which are the 
topic of significant commercial and academic research [12, 
13].  

Piezoelectric in some power harvester systems absorbs 
and converts incoming pressure waves into electrical energy. 
Electromagnetic and capacitive power harvesting systems 
absorb and convert electromagnetic and inductive waves into 
electrical energy [14]. 

One of the challenges of using these systems is the 
requirement for larger device volume size to generate more 
output power. Another challenge for designers in 
implementing these systems is the need to match excitation 
frequency with the size of these devices which is sometimes 
impracticable. Another challenge using these systems is the 
additional circuitry needed to rectify the generated AC 
output voltage which reduces their efficiency. 

Power harvesting systems that use electrochemical [11] 
and glucose fuel cells [10] can produce power by implanting 
in specific locations of the human body with higher densities 
of energy. The challenge here is their large size and limited 
ability to integrate power delivery. 

Power harvester systems that use thermoelectric 
generators can be used as power sources for implants under 
the skin as the temperature inside the human body does not 
vary significantly [15]. The amount of generated power in 
thermoelectric generators is related to the surface area of the 
device. 

III. WIRELESS COMMUNICATION SUBSYSTEM FOR 

WIRELESS BIOMEDICAL IMPLANTS AND LAB-ON-A-CHIP 

DEVICES 

Selection of correct system and architecture level design 
is critical for designing low power systems. One of the 
critical steps in system and architecture level design is 
selecting the modulation technique.  

Modulation techniques such as on-off keying (OOK), 
amplitude shift keying (ASK), binary frequency shift keying 
(BFSK) and binary phase shift keying (BPSK) are the most 
popular digital modulation techniques for low power 
applications.  

Design and implementing of OOK and ASK modulation 
techniques are more straightforward than BFSK and BPSK, 
but their reliability to the noise is less than BFSK and BPSK 
modulation techniques.  BFSK modulation technique has 
better spectrum efficiency, and BER performance compares 
with OOK modulation technique [20]. 

Wireless biomedical implants and lab-on-a-chip devices 
can have either a remote power source or a local power 
source and can communicate via the back-scattering 
transmitter method or up-conversion transmitter method. 

 

A. Wireless biomedical implants with the local power 
source 

      Wireless biomedical implants and lab-on-a-chip devices 
with local power and up-conversion transmitters are the 
most popular systems that can be powered by local power 
harvester systems and rechargeable batteries as backup. 
They are compatible with MICS technology and use 
broadband or narrow-band modulation techniques like 
BFSK, BPSK, MSK and ASK. These devices have good 
frequency selection capability, are reliable against noise and 
can be adopted by other systems easily [16].    
The challenge for wireless lab-on-a-chip devices and 
biomedical implants with local power and up-conversion 
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transmitters is the high-power consumption in transmit 
mode.  
Ultra-wideband systems like on-off keying (OOK) or pulse 
position modulation (PPM) have simpler transmitter designs 
and lower power consumption in transmit mode, but require 
more complex receiver architecture and have higher power 
consumption in receive mode. There is a trade-off between 
the complexity of the transmitter and the receiver. Ultra-
wideband systems are the preferred design for applications 
with more transmit cycles whereas narrowband systems are 
the preferred design for more receive cycles.    
The back-scattering technique can be implemented in 
wireless biomedical implants and lab-on-a-chip devices with 
a local power source to decrease power consumption in 
transmit mode. The complexity of the architecture design in 
this technique is transferred to the receiver side and external 
carrier emitter device which has more power consumption 
for generating the carrier frequency. Implanted transmitter 
systems with no carrier generation and power amplification 
remain simple and power efficient. 

B. Wireless biomedical implants with the remote power 
source 

The back-scattering technique can be implemented in 
wireless biomedical implants and lab-on-a-chip devices with 
a remote power source to decrease power consumption in 
transmit mode. The remote power source for these devices 
can be electromagnetic field power transfer systems or 
ultrasound power transfer systems.  

In the back-scattering technique, the external carrier 
emitter device generates the carrier signal. The back-
scattering transmitter in the implant modulates the carrier 
signal which is picked up by the antenna through changing 
the impedance loading of the data. This modulated signal 
will be detected by the external receiver/reader which has 
more complex architecture and sensitivity, and higher power 
consumption. Implanted back-scattering transmitters remain 
simple and power efficient with no carrier generation and 
power amplification [17]. Single compact antennas for both 
wireless power transfer and data communication are the 
preferred option in recent back-scattering implant designs. 
The challenge for designers is to optimize the antenna size 
for both carrier frequency and wireless power transfer 
systems. Other issues with backscattering systems is their 
requirement for an external carrier signal emitter system, 
their limited capability for calibration and their performance 
changing with variations in environmental factors [18]. 

Wireless biomedical implants and lab-on-a-chip devices 
with a remote power source can be used in combination with 
the up-conversion transmitter [19]. Up-conversion 
transmitters use mixer circuits to modulate the baseband data 
signal and they require two separate (or multi-mode) 
antennae for data communication and the power transfer 
system. The issue using up-conversion transmitters in 
wireless biomedical implants is the higher noise bandwidth 
and power consumption, compared with backscattering 
transmitters. 

 

IV.  LOW POWER DESIGN TECHNIQUES 

In order to significantly save power, consideration of a 
low power design for the system and architecture level are 
critical. Applying low-power methodology from system-
level to device-level is essential for optimizing the power 
dissipation. Based on the system requirements and 
architecture proposal, the required process technology can be 
determined. The detailed circuits and device requirements 
are other critical factors. Also, the selection for types of 
architecture, circuit, and device can be limited by selected 
process technology. For analogue blocks such as amplifiers, 
oscillators, and filters, the fundamental minimum power 
consumption can be defined as [30]: 

 
Pmin =8kTƒ(S/N)                                                                         (1)                                                                         
 
where f is the operating frequency, the S/N ratio (SNR) is the 
signal to noise power ratio, and k is the Boltzmann’s 
constant. 

Fundamental minimum power consumption is calculated 
based on the operation frequency and signal to noise power 
ratio (SNR), and only has an asymptotic limit realistic 
restrictions such as voltage swing, circuit topology, and 
nonlinearity are not considered in this calculation. The power 
consumption for typical analogue circuits is several orders of 
magnitude larger than the fundamental minimum power 
consumption.  

For designing low power analogue circuits, finding the 
best trade-off among the basic analogue design parameters 
such as bandwidth, linearity, gain, noise, and accuracy is 
essential. The first step in the design process can be selecting 
the circuit topology, then the supply voltage based on 
specifications such as voltage swing and dynamic range. The 
selection of the operating region of transistors such as 
subthreshold operation is another important step. 

CMOS technology has become the technology of choice 
for radio frequency (RF) and integrated circuit (IC) designers 
because of its low fabrication cost and the potential to 
integrate with accompanying digital circuits. Various low 
power design techniques for radio frequency (RF) and 
integrated circuits (IC) are available with modern CMOS 
technology, such as subthreshold operation of CMOS field-
effect transistor (FET) devices, which are popular in low 
power designs. 

 

A. Low supply voltage and subthreshold operation 

Subthreshold or weak inversion (WI) operating regions 
for transistors are used in many biomedical electronic circuit 
implant applications as they are considered the most power 
efficient region. The transconductance is higher in a 
subthreshold device operation for a given bias current which 
is a desirable property for low power circuits design, but is 
let down by lower transit frequency (ƒT). Therefore, the 
subthreshold operation has been associated with low 
frequency applications. In new MOS technology, with each 
generation of scaling, ƒT increases by more than 75% in all 
regions of operation which provides the possibility of using 
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subthreshold operation regions for low to mid-range 
frequency applications.  

Most of the biomedical signals are in the low to mid-
range frequency. Therefore, the subthreshold operation 
region is a practical option for these biomedical devices. The 
roadmap for CMOS, technology scaling report for submicron 
processes, shows that the device gate length and supply 
voltage decrease, thereby reducing power consumption and 
enabling a smaller chip size [21]. Total power consumption 
in electronic circuits is divided into dynamic power and 
static power. The dynamic power consumption relation to the 
supply voltage (Vdd), the load capacitance CL, the clock 
frequency (ƒclk), and α is as follows:  

 
PDynamic = α . CL . (Vdd)2

 . ƒClk                                                  (2)                                                                   
 
Decreasing the supply voltage may reduce power 

consumption, but it creates a longer propagation delay, 
which is proportional to the square of the difference between 
the supply voltage and the threshold voltage as follows:  

 
 Tpd Vdd/(Vdd–VTH)2                                                                  (3)   
                                                                                      

Therefore, decreasing the supply voltage without 
decreasing the threshold voltage, increases the propagation 
delay and slows the circuit. The threshold voltage has to be 
scaled down to minimize the propagation delay. The static 
power consumption increases by reducing the threshold 
voltage because of leakage current. Static power has a direct 
relationship to leakage current and the supply voltage source 
as follows: 

 
PStatic = ILeakage -Vdd                                                                    (4)                                                                                                  

 
The total power is expressed as follows: 

 
PTotal = PDynamic + PStatic                                                                      (5)                                                                     

 
Subthreshold or weak inversion operation is a suitable 

technique for low power design for low to mid-range 
frequency applications but the leakage current has to be 
minimised to decrease the static power specifically for 
devices with a long standby mode. There are several 
techniques for reducing the leakage current, such as variable-
threshold CMOS (VTMOS), multi-threshold voltage CMOS 
(MTCMOS) [22], super-cut-off CMOS (SCCMOS), double-
gate-dynamic-threshold CMOS (DGDTMOS), and multiple 
supply voltage and transistor stacks [23]. 

 

B. Important leakage current sources in MOS transistors 

  
1) Gate-induced drain leakage current (IGIDL): Gate-

induced drain leakage current (IGIDL) is caused by the 
gate-field influence on the depletion region of the drain. 
Increasing gate voltage makes the depletion layer 
thinner, causing overlap between the gate field and the 
depletion layer. This overlap makes band-to-band-

tunnelling (BTBT) and increases the gate induced drain 
leakage current [23]. 

2) Gate leakage current (IG): The thickness of CMOS oxide 
in recent technology is just a few nanometers, which 
allows electrons from the gate tunnel through the SiO2 
layer to the substrate or in the reverse direction, thereby 
creating gate leakage current (IG). Increasing the gate 
voltage makes the electric field stronger and helps the 
holes in the gate to overcome the potential barrier at the 
interface. Direct hot carrier injection is possible through 
three mechanisms: electron conduction band (ECB) 
tunnelling, electron valance band (EVB) tunnelling, and 
hole valance band (HVB) tunnelling. The gate leakage is 
produced more by electrons than holes because of the 
lower effective mass and barrier height (3.1 eV) in 
electrons   holes have a higher barrier height (4.5 eV) 
[23]. Therefore, the hole valance band (HVB) tunnelling 
current is smaller, and the gate leakage current in the p-
channel device is lower. The contribution of gate 
leakage to the static power is important because it 
increases by a factor of 4000 when changing technology 
from 90 nm to 50 nm, but the subthreshold current 
increases by a factor of 25 at the same time [24]. New 
gate material such as metal gate and high-k dielectric is 
being used in nanometers technology to keep the gate 
leakage under control [25]. 

3) Leakage current from the reverse-bias p-n junction (Irev): 
Reverse-bias p-n junction leakage current (Irev) is 
produced from the p-n junction diodes of the source and 
drain to the substrate in a reverse-biased situation. The 
generation of the electron-hole pair inside the depletion 
region and minority carrier diffusion/drift produce the 
reverse bias leakage current. The magnitude of the p-n 
junction leakage current is directly related to the doping 
concentration and the junction area when the high 
electric field is applied across the p-n junction. In this 
state, the BTBT current increases because of electrons 
from the p-side’s valance band tunnel to the n-side’s 
conduction band [23]. 

4) Channel punch-through leakage current: Two depletion 
regions of the source and drain in a CMOS device 
merge by applying the voltage to the drain in nanometre 
technology because of the very small channel length. 
Channel punch-through leakage current occurs when 
these two depletion regions merge. Most of the source 
carriers overcome the energy barrier in this condition 
and are either collected by the drain or enter the 
substrate. 

5)  Subthreshold leakage current (Isub): As shown in (6), an 
equation for the drain current in the subthreshold region; 
the leakage current increases exponentially by scaling of 
the threshold voltage.                                                                

                                                                          

(6)                                                                                  
Where VT is thermal voltage, n is subthreshold slop 
factor, VGS is gate – source voltage, I0 is reference static 
current, η is DIBL coefficient and VDS is drain – source 
voltage. 
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V. THRESHOLD VOLTAGE MODIFICATION 

Variations in the threshold voltage effect the leakage 
current   leakage current reduces by increasing the threshold 
voltage. The width of the transistor has an effect on the 
threshold voltage and leakage current. Reducing the width of 
the transistor causes short channel effects (SCE) such as 
narrow width effect [26]. Local oxidation of silicon 
(LOCOS) or the shallow trench isolation is used in MOS 
transistors from isolating transistors from each other [26].  

Because of the two-dimensional oxidation effect, the gate 
oxide can sometimes be thicker near the edges of the channel 
which increases the threshold voltage by enlarging the total 
depletion charge of the substrate.  

Oxide thinning near the edges or fringing fields can 
sometimes reduce the thickness of the effective oxide near 
the edges of the device in shallow trench isolation (STI) 
devices. In this condition, reverse-narrow-width-effect 
occurs, and the threshold voltage decreases because a higher 
voltage is required to invert the channel [26]. 

A. Threshold voltage variation because of the body effect 

The threshold voltage changes between the body and 
source of the transistor (VBS). The relationship between the 
threshold voltage and VBS is expressed in (7):  

 
                      (7)  

                                     
Where VTH0 is zero threshold voltage, VBS is voltage between 
body and source, γ is body bias coefficient, η is DIBL 
coefficient and ΦB is Fermi potential. The depletion region in 
the body increases by applying the voltage to the bulk of the 
transistor. In this state, the threshold voltage increases 
because of the reverse bias. 

B. Threshold voltage variation because of drain-source 
voltage 

Increasing the drain-source voltage decreases the 
threshold voltage which is called drain induced barrier 
lowering (DIBL). Depending on the channel length in SCE, 
the depletion regions around the drain and source junctions 
can be large, and these depletion regions increase with the 
drain-source voltage, causing channel inversion with lower 
gate-to-source voltage (VGS). In fact, the threshold voltage is 
modulated by reducing the barrier potential. The DIBL effect 
has no effect on the subthreshold slope. Applying a high 
surface and channel doping or selecting shallow source and 
drain junction depth, can reduce the DIBL effect [27]. As 
expressed in (8), in minimum length devices, the DIBL 
effect decreases early voltage and the intrinsic voltage gain 
of the device. 

 
Av = gm . rds = (gm / ID) . VA                                                 (8)   

                                            
 Where AV is intrinsic voltage gain, gm is 

transconductance of the device, rds is output resistor, ID is 
drain current and VA is early voltage. The minimum length 
should be selected with caution where the gain of the circuit 
is important to the weak inversion region [32]. 

VI. CIRCUIT TECHNIQUES FOR REDUCING THE LEAKAGE 

CURRENT TO REDUCE THE STATIC POWER CONSUMPTION 

One circuit technique for reducing leakage current is the 
dual-threshold CMOS (DTCMOS) method. The DTCMOS 
is an effective method to reduce static power consumption. 
The circuit in the DTCMOS method has low threshold 
voltage devices on the critical path and high threshold 
voltage devices off the critical path. The leakage current 
reduces because of the high threshold devices, but the delay 
of the critical path increases because of the high threshold 
devices [23]. In active mode, high threshold devices footer/or 
header from the power rails are able to enable regular circuit 
operation and turn off in standby mode to reduce the leakage 
current. There are several other techniques for reducing the 
leakage current such as variable-threshold CMOS (VTMOS), 
multi-threshold voltage CMOS (MTCMOS) [22], super-cut-
off CMOS (SCCMOS), double-gate-dynamic-threshold 
CMOS (DGDTMOS), multiple supply voltage and transistor 
stacks [23]. 

VII. CIRCUIT TECHNIQUES FOR REDUCING THE LEAKAGE 

CURRENT TO REDUCE THE DYNAMIC POWER CONSUMPTION 

Pass transistor logic (PTL) is one technique to reduce the 
leakage current to lower the dynamic power consumption 
[31]. The drain and source of the transistors in the pass 
transistor network are not connected to the ground and 
supply voltage, thus significantly decreasing the number of 
leakage paths. The pass transistor logic (PTL) is an interface 
between the drivers which generate the signal and the 
receiver circuits which recover the voltage swing and signal 
and therefore the leakage current is confined to the 
transistors for the drivers and receiver circuits. Increasing the 
delay, the effective channel length and number of sneak 
paths in the circuit, which allow the leakage current to flow, 
are the main drawbacks for pass transistor logic (PTL). The 
sense amplifier-based pass-transistor logic (SAPTL) method 
is offered to overcome the limitations of the PTL method. 
The SAPTL circuit consists of the stack, which is the pass 
transistor network and computes the logic; the node driver, 
which injects the signal to the stack section; and the sense 
amplifier, which recovers the voltage swing and 
performance. Considering the bidirectional operation of the 
pass transistors, an inverted pass transistor tree is utilized as 
the stack to mitigate the sneak path limitations of the pass 
transistor logic (PTL). The drain and source of the transistors 
in the stack are not connected to the supply rail and have 
delay paths. The stack has two pseudo-differential outputs, 
where a signal is present in one of the two stack outputs at 
the same time. The sneak path limitations are mitigated in 
the stack because the input signal can only pass from the root 
to the output of the stack. Therefore, reducing VTH to near 
zero is possible. The reduction of the threshold voltage 
reduces the resistance and the propagation delay without 
increasing the leakage current [31]. The first transistor in the 
chain needs voltage drop to maintain the drive current flow, 
and therefore the maximum voltage that can appear at the 
output of the stack could be (Vdd – VTH). The time it takes for 
the input signal to reach the stack output is dependent on the 
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number of transistors in the series in the stack loop from the 
root node to the output of the stack. A sense amplifier (SA) 
which consists of the pre-amplifier and cross-coupled latch is 
added to the output of the stack to recover the voltage 
degradation of the signal, to improve the performance of the 
SAPTL, and to provide sufficient buffering for driving a 
reasonable load capacitance. There is a trade-off between the 
power consumption and sensitivity of the sense amplifier in 
the SAPTL. 

VIII. MOS TRANSISTOR MODEL FOR DIFFERENT OPERATION 

REGION 

The world’s first industry standard model for a MOS 
transistor, introduced in 1997, is the UC-Berkeley short-
channel insulated-gate field-effect transistor (IGFET) model 
(BSIM) which has become more complicated to increase 
accuracy as the technology geometry shrinks. Selecting the 
correct value of (VGS – VTH) and the transistor length L is 
essential for IC design and the design parameters are related 
to the threshold voltage-based model. The threshold-based 
model causes inconsistency because there are no unified 
equations covering the whole region of operation and 
dividing the CMOS operation region into pieces when an 
allocated set of equations is required. For low power (micro-
power) analogue circuit design, the Enz-Krummenacher-
Vittoz (EKV) model was derived to substitute the threshold 
voltage based-model by using the surface potential-based 
model or the charge-based model. The advanced compact 
current-based (ACM) model is based on the EKV model but 
avoids the use of equations for the weak and strong inversion 
models [28]. The availability and acceptability of the ACM 
model are less than the BSIM model [29]. The drain current 
(ID) is expressed as the difference between the forward and 
the reverse current in the ACM model [28]. 

 
ID= IS (if - ir)                                                                        (9)                                                                                                                                                                   

  
The forward normalized current (if) depends only on the 

source-gate voltage whereas the reverse normalized current 
(ίr) depends only on the drain-gate voltage. IS is the 
normalized coefficient or specific current [28]. The value of 
ίƒ and ίr specify different modes of transistor operation. The 
reverse current can be ignored in the saturation region and 
the forward current is roughly equal to the drain current. If ίƒ 
<1 and ίr <1, then the whole channel is only weakly inverted 
and the transistor is in the weak inversion region [28]. The 
normalized coefficient or specific current (IS) is defined as: 

 
IS = 1/2 . n . μ . Cox . VT 

2 . W/L                                         (10)                                   
                                  

Where W is the width and L is the length of the 
transistor, VT is the thermal voltage, COX is oxide 
capacitance, μ is mobility and n is the slope factor. The 
normalized reverse and forward current are defined as: 

 
if(r) = IF(R) / IS                                                                       (11)                                                              

 

The most accurate parameters for the ACM model can be 
obtained from the foundry, but another less accurate option is 
by extracting from the BSIM model. 

 

IX. PARAMETER EXTRACTION FOR NORMALIZED 

COEFFICIENT (IS) AND THE GM/ID DESIGN METHODOLOGY 

The normalized coefficient or the specific current (IS) can 
be extracted through a method explained in [23] but a more 
accurate method is by calculating transconductance 
efficiency to determine the normalized coefficient or the 
specific current (IS). Transconductance efficiency is the ratio 
of the transconductance (gm) to the drain current (ID) [29]. 
The transconductance (gm) is defined as δID / δVGS  and is 
equal to:  

 
gm =  (2 . ID) / (VGS – VTH) → gm / ID = 2 / (VGS – VTH)     (12) 
 

 The (VGS – VTH) and gm/ID are related. The transistor 
operating region can be determined by the transconductance 
value. The level of inversion can be determined by the 
normalized drain current value. The level of inversion is 
moderate when the normalized drain current value is equal to 
one. The intersection of the weak and strong inversion is the 
centre of moderate inversion. Based on the normalized drain 
current (ίS) value, the transistor is in strong inversion when ίS 
>10, the transistor is in weak inversion when ίS < 0.1, and the 
transistor is in moderate inversion when 0.1 < ίS < 10.  

 In order to obtain the same inversion coefficient, PFETs 
must have a larger aspect ratio than NFETs because of lower 
mobility and (ίS) in PFETs. For most of the IC design,  gm is 
the key design parameter and the gm/ID design methodology 
is a well-known and effective method of designing analogue 
circuits. The gm/ID ratio is plotted against the normalized 
inversion coefficient, which defines the operation region of 
the transistor. The first step for the gm/ID design 
methodology procedure is setting the target gm, then figuring 
out the required DC bias current in the targeted region and 
determining the transistor aspect ratio (W/L) according to the 
corresponding IC and also determining the channel length 
and width. 

 

X. CONCLUSION 

The characteristics and design requirements of the 
wireless biomedical implants and lab-on-a-chip devices for 
different applications were reviewed. The alternative power 
sources for the wireless biomedical implants and lab-on-a-
chip devices were considered, and their advantages and 
limitations were discussed. Different architecture methods 
for wireless systems in lab-on-a-chip devices and 
implantable biomedical devices with local and remote power 
sources were reviewed.  

Practical limits and challenges in low power and low 
voltage design of wireless systems in lab-on-a-chip devices 
and implantable biomedical devices were reviewed, and 
various techniques for low power design were investigated, 
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with the advantages and the trade-offs of each design 
technique identified.  

Subthreshold or weak inversion operation was 
highlighted as a suitable technique for low power design for 
low to mid-range frequency applications, but the leakage 
current has to be reduced to decrease the static power 
specifically for devices with a long standby mode. There are 
several techniques for reducing the leakage current such as 
variable-threshold CMOS (VTMOS), multi-threshold 
voltage CMOS (MTCMOS) [22], super-cut-off CMOS 
(SCCMOS), double-gate-dynamic-threshold CMOS 
(DGDTMOS), multiple supply voltage and transistor stacks 
[23].  

However, a combination of low power techniques can be 
used for designing different modules to achieve the best 
performance for individual sections. Investigating the whole 
system functionality before selecting a modular design for 
each section may be more efficient. For example, different 
biomedical implants and lab-on-a-chip devices require 
different levels of efficiency even when performing the same 
tasks such as monitoring, stimulation or wireless 
transmission. Therefore, considering the required level of 
efficiency for the whole system functionality is critical for 
designing low power biomedical implanted devices. 
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Abstract— Agile project management has been widely 

applied, especially in software development projects, but 

there are still very few implementations in IT 

Infrastructure projects. This study aims to improve 

knowledge about the implementation of agile project 

management on IT Infrastructure. This paper uses case 

studies and Design Science Research Methodology on a 

pharmaceutical company that transforms the IT 

network infrastructure for branch offices from 

conventional WAN topology to SD-WAN topology, 

managed by agile project management Lean and 

Kanban. As a contribution, this study proposes a project 

management model for IT Infrastructure agile adoption 

inspired by Kanban and Lean agile project management 

frameworks for implementing network transformation. 
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I. INTRODUCTION  

 In a growing digital economy, the increasing and 
changing demands of internal consumers for infrastructure 
services, technological developments, and high technology 
will need to face formidable challenges as digitization 
changes the industrial landscape [1]. Information 
Technology (IT) Infrastructure has an essential role in 
business resources for competitive advantage because it is 
enabled cross-functional initiatives and processes for the 
business. Previous studies discussed in a dynamic and ever-
changing environment characterized by complexity and 
uncertainty, new infrastructure services developed on top of 
existing infrastructure services [2]. 

  This paper uses a case study on a pharmaceutical 
company among 100 branch offices in Indonesia. The entire 
network for branch offices managed by the Corporate IT 

(CIT) team. The IT team's challenge is to manage the 
complex network, and there is a network Service Level 
Agreement (SLA) target to be fulfilled every month as a part 
of the commitment to the company's services. The SLA 
Network Availability report in 2019 shows the average SLA 
has not achieved 98.17% from the SLA target of 98.80% see 
Fig 1. The impact of this condition is decreasing branch 
productivity. High network branch utilization in 2020 
because of pandemic conditions prompted companies to 
implement a new standard office. From the network 
utilization report in 2020, 29% of branch offices reach the 
maximum throughput. This condition has made the branch 
performance decrease since delays in the branch 
administration and operational processes can affect the 
branch office's sales activities and productivity. Another 
challenge for the IT team is the enormous investment costs 
for the procurement of network equipment, and the impact is 
network operating costs increase every year. The pandemic 
conditions in 2020 require significant changes to IT 
infrastructure to improve immediately. The operational 
processes can run according to business needs, as discussed 
with IT Infrastructure Head, especially for network 
transformation. The research question is about how to 
transform IT Infrastructure agile. 

 

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Target SLA 98.80% 98.80% 98.80% 98.80% 98.80% 98.80% 98.80% 98.80% 98.80% 98.80% 98.80% 98.80%
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Fig. 1. SLA Achievement 2019 
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  This study aims to learn adaptations of agile project 
management in IT infrastructure transformation, limitations 
on the Software-Defined Wide Area Network (SD-WAN) 
implementation project on the research object. This 
research's novelty is the implementation of agile using 
Kanban- Lean, which has been implemented in the company 
and custom to transform IT Infrastructure—using the 
research science design methodology (DSRM), through six 
stages, problem identification, the objective definition for 
solutions, design, and development, demonstration, 
evaluation, and communication [3]. Three expert judgments 
help the author formulated an agile adoption model, Lean 
and Kanban. As an academic contribution, this study 
proposes a project management model for IT Infrastructure 
inspired by Kanban and Lean agile project management 
frameworks for implementing network transformation SD-
WAN. Simultaneously, the organization can apply agile 
methods to project management to be more efficient, 
effective and answer business needs or requirements more 
quickly for IT Infrastructure transformation. 

II. LITERATURE STUDY 

A. Agile IT Infrastructure  

  IT Infrastructure is the arrangement of IT stocks' 
technical components and services necessary for its IT 
environment's existence, operation, and management [1]. 
Three companies took a unique approach to agile 
transformation based on principles tailored to business 
needs in the previous research. Agile transformation helps 
organizations modernize their IT infrastructure while 
increasing performance significantly. The processes by 
which companies provide infrastructure services have grown 
to be more complex and labor-intensive as the company 
grows, so it can take months to bring new products and 
features to the market [1]. Previous studies have shown that 
agile IT Infrastructure transformation practices at team level 
IT combine close dialogue with stakeholders and an agile 
method. The scalable approach requires investment in 
automation, the key to a more agile delivery infrastructure. 
In this way, the end-to-end sending process can be better 
developed, and infrastructure needs should be better 
understood and implemented appropriately. From the above 
explanation, here is an example of Agile IT Infrastructure 
transformation inspiration from Scrum's agile framework, 
Kanban, and SAFe [2]. 

B. Agile Project Management 

 The agile project management approach is currently 
widely practiced in software development [4]. An agile 
project is better to adapt to changing business requirements. 
To increase visibility, customer collaboration, and limited-
time iteration delivery provides an opportunity to re-
evaluate priorities regularly [5]. Agile project management 
represents the management approach, and a productivity 
framework supports incremental progress on work priorities 
and continuous, even in the face of changes [6]. Agile 
project management is iterative, incremental, self-
organizing, and emergent. The Agile Manifesto inspires the 
agile methodology, created by a group of software 
practitioners in response to this growth IT-related project 

failures [7]. Based on previous research, the authors 
conclude agile project management is a group of project 
management methodologies based on an agile mindset and 
principles.  

C. IT Infrastructure 

 IT Infrastructure is a platform technology hardware and 
operating systems, network and communication 
technologies, data, and critical software applications [8]. IT 
Infrastructure collects various components can be 
individualized hardware entity or Infrastructure Group 
comprised of the server cluster infrastructure 
components[9]. IT Infrastructure is a technical and human 
device managed to provide the foundation for specific IT 
applications. IT technical Infrastructure includes computing 
platforms, hardware, operating systems, communication 
networks, data, and IT applications [10]. 

D. Kanban 

 Previous research explained Kanban in Japanese means 
signboard developed by Toyota in the 1940s to enhance its 
manufacturing process. Kanban is now a popular Agile 
methodology visualizing and controls work progress 
through the Kanban board. Kanban helps improve 
transparency, planning, and efficiency. Kanban boards can 
be physical or virtual and can vary in complexity [1]. Here 
are three principles of how the team can run the Kanban 
process [11]: 
 
1. Visualize the workflow. 
Divide the work into sections. Write the card's tasks and 
place them on the wall either physically or on a virtual 
computer system. Making work visible is believed as 
increased communication and collaboration. 
 
2. Limit Work-in-Process (WIP) 
Limit WIP focuses on WIP and designation, limiting total 
items in each workflow state. By limiting unfinished work 
in progress, the team can reduce the time it takes for an item 
to travel through a Kanban pipe. Limit WIP can avoid 
problems caused by task shifting and provide agility by 
activating new tasks prioritized effectively. 
 
3. Focus on Flow 
Using WIP constraints and growing team-driven policies, 
the team can smooth the workflow and complete the team 
job. Kanban works in an organization. From small to big 
companies and a personal level. This technique's advantage 
is the old practices do not have to be removed entirely but 
adapted to the new rules. Next to the principles, Kanban 
comes in six ways to implement this new working method 
in a team [12].  

E. Lean 

 Lean is Kanban principles and practices based on a 
management philosophy, which Toyota also developed and 
concentrated on understanding things generate additional 
costs and human resources and elements in the production 
[11]. Lean is an effort to eliminate waste. The principle 
relies on improvements in administration, strategies, 
production [13]. Using Lean and Kanban at research object 
in all manufacturing processes, and Lean is also an excellent 
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method there is no waste in all available resources during 
the project. This study, the agile management project 
approach by Lean-Kanban. 

F. SD-WAN 

 SD-WAN has also understood the application of SDN 
(Software Defined Network) in WAN to integrate software-
defined network technology and WAN. Besides the 
development of SD-WAN, various technology architectures 
emerge endlessly [14].  
 

 
 
Fig. 2. SD-WAN Network Architecture [15]. 
 

SD-WAN relies on a Software Defined Network. It 
simplifies network control, network management and 
enabling innovation through network programmability. SD-
WAN separates physical forwarding elements from the data 
field, from the network control logic, called control-plane is 
implemented in a logically centralized controller [15]. This 
control logic is what differentiates SD-WAN from VPN. 
SD-WAN is possible to provide good QoS. Control of the 
network from centrally, which continually monitors the 
network conditions and, consequently, adjusts the 
connection options [16]. SD-WAN has been implemented 
only on the edge of the overlay network, inside the Residing 
Customer Premises Edge (CPE) device at branches, head 
office, and the company's main office. 

G. Related Research About IT Infrastructure 

Transformation 

 The related study performed agile techniques in three 
other infrastructure-related projects. A unique infrastructure 
point of view indicates that the term agile infrastructure 
consists of several layers. We need to address each layer 
[17]. The Agile methodology, adapted and applied for the 
Information Technology (IT) team, has also been discussed 
in previous studies. The research methodology practices for 
managing change as well as running managerial practices 
smoothly. The method development procedure uses a design 
science research approach, including problem identification, 
designing the proposed methodology, and evaluating case 
studies to show a strong relationship between the 
application of agile methods and IT staff members' 
performance [18]. IT technology models the development of 
infrastructure operations and the scope of agile 
management. It aims to analyze changes and the 
contribution of operational processes within the agility 
scope in traditional methods. An agile transformation 

contributes to the process's corporate structure within the 
system infrastructure's operational scope [19]. 

H. Theoretical Framework 

 The theoretical framework is a framework formed from 
related theories, previous studies, and appropriate methods 
in a study [20]. This paper's theoretical framework uses the 
theory and previous study agile project management, IT 
Infrastructure agile, and transformation. Designed to build 
agile adoption model solutions in case studies See Fig.3. 
 

 
 
Fig. 3. Theoretical Framework          

 

III. RESEARCH METHODOLOGY 

Based on research questions and the theoretical 
framework formulated, this research is a case study by design 
science research (DSR). Design science research combines 
the necessary principles, practices, and procedures [21]. 
Through the following six stages of DSR [3], (1) 
Identification of problems and motivation based on the 
business needs and operational issue, (2) defining the 
objective of the solution, determining the goals of the 
projects, and measurable organizational value (MOV), 
provide the business case thru three option solutions, (3) 
design and development project planning, design project 
management model agile Lean and Kanban, design proof of 
concept (POC) for SD-WAN topology, (4) implementation 
the project execution stage SD-WAN using Kanban and Lean 
in Indonesian pharmaceutical company, (5) Evaluation is 
carried out during the SD-WAN project stage, on this project 
using two evaluation, weekly for IT project team, and 
monthly for all stakeholder review, conduct with three expert 
judgments from the internal and external company (6) this 
communication during the SD project -WAN to all IT project 
member, stakeholder, and publish the journal model adoption 
in international conference IEEE. 

 

IV. RESULT AND DISCUSSION 

This section contains the result from the DSR 
methodology and a discussion of the research results. 

A. Identify Problem and Motivate 

Conducted a discussion on current conditions attended 
by the IT Project Team, Stakeholder, and Branch Subsidiary 
IT. The result is the organization's needs. The result of this 
stage is a business case agreed upon by all parties involved 
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in the project. The option agreed on in this project is to 
improve the branch office network services SD-WAN.  

B. Define Objectives of a solution 

The measurable organizational value (MOV) is 
determined to be achieved after understanding the business 
needs. The IT Project Team collects approximate options 
from the solutions that can help as solutions. 

 

 
 

 Fig. 4.  Design Science Research Methodology 
 

TABLE I. MOV PROJECT 
 

Potential 

Area 

Desire Objectives Change 

Factor 

Time 

Financial 

the efficiency of 
network operating costs 

10%  Two 
years 

investment cost 
efficiency of network 

equipment 

100% Two 
years 

Operational 
improve network 

service performance 
98% Two 

years 

Customer 
increase the productivity 

of branch offices 
Meet SLA Two 

years  

C. Design and Development 

  Design and development project plan, define the project 
implementation methods, SD-WAN implementation 
concept. In this stage, a selected SD-WAN model 
developed, and a proof of concept (POC) with several 
internet service providers to choose the best suits your 
needs. The results of this stage are the project 
implementation model, project plan, and POC.  

 

Fig. 5.  Proposed Design Topology SD-WAN 

D. Demonstration 

The stage is the implementation of the SD-WAN project 
using the Lean-Kanban method. Kanban board to 
monitoring  
all processes and project tasks until  SD-WAN project 
complete. In this stage, the model for adopting Kanban and 
Lean for the SD-WAN project was implement in the 
Indonesian pharmaceutical company. The demonstration 
stage does inspect and adapts from agile to speed up 
feedback from all project members and stakeholders. During 
the implementation, Kanban helps to monitor the project 
task to eliminate the stopper.   

E. Evaluation 

The SD-WAN implementation project uses the agile 
Lean-Kanban method, so the evaluation process at the end 
of the project, but the evaluation in each period is by the IT 
project team every week. Moreover, at the end of each 
month, an evaluation is by the project team, stakeholders, 
and IT SBU. This evaluation aims for all teams to have the 
same perception and update of the ongoing project. The 
kanban board helps to evaluate the process that is inhibiting 
and must be accelerated more quickly. This evaluation also 
further accelerates decision-making if there is a need for 
changes related to ongoing projects.  

To ensure the method used is correct, the researcher 
conducts expert judgment. It is from an internal company IT 
head Infrastructure and two people from external companies 
experts for agile and Kanban. Expert judgment with semi-
structural interviews and presentation of the agile adoption 
model designed for the SD-WAN project. Three experts 
gave different input. According to business objectives, the 
first internal expert provided lean input as the project's main 
principle. The second expert provides process input to 
Kanban and must be detailed, and there is a "Done" in each 
process to make it easier to see the stopper project task. The 
third expert provides input to add an expedite in Kanban as 
a unique path if there is an urgent request, such as a VIP 
request. The final adoption model sees Figure 6. 
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F. Communication  

Communication to ensure the project is going well. This 
stage generates inspection and adoption reports for 
improvements during the project. This stage's result is an 
update report for the project until it is done and accepted by 
all project teams and stakeholders. The author 
communicated the SD-WAN model implementation to all 
the project members and stakeholders and published the 
journal adoption model to the international conference 
IEEE. 

G. Discussion 

This study produces an agile adoption model for IT 
infrastructure projects, as shown in Figure 6. This agile 
adoption model suitable for current business needs. It was 
created a business case and project plan by the IT project 
team. The adoption of Lean in this project embodies one of 
the business goals with network operating costs' efficiency. 
Project implementation is carried out by monitoring tasks 
using Kanban, consisting of a task list, project processes, 
and a WIP 3 process limit. Each process has a done column 
to facilitate the complete task in the project stage. 
 Moreover, the completed column is for the project 
complete in all phases. This model has an expedite thru the 
provisions of WIP + 1. Expedite is used for exceptional 
cases if urgent conditions must be processed immediately 
without considering the WIP is currently running. This 
model evaluation and communication in each project 
process to ensure changes can be adapted quickly. 
 

LEAN

KANBAN 

To Do Expedite Done

Hardware

Delivery

Configuration Handover NOC

WIP DONE WIP DONE WIP DONE

Evaluation & Communication (All Team & Stakeholder)

Needs/requirments

Project Team

Customer/Business 

Business Case 

& Business 

Plan

Project Evaluation

Project Team Stakeholder
Project portfolio

Vendor / Supplier

 
 
Fig. 6. Agile Adoption Model Lean-Kanban. 
 
The project evaluation of the whole team and then a project 
portfolio is compiled and archived for the following project 
implementation. 
  The IT infrastructure transformation results in the branch 
office's SD-WAN implementation project see Figure 5. 
From the results of the project team's report on the 
performance of the SD-WAN implementation project, it has 
a good value, reaching 100% for the following project 
components, namely (1) project scope, (2) delivery 
increments, (3) and human resources. (4) While costs reach 
98%, (5) the project implementation schedule gets 96% due 
to delays in completing four cities those experience 
problems in setting up network infrastructure from ISPs. 

100.00%

100.00%

100.00%

100.00%

100.00%

70.00% 75.00% 80.00% 85.00% 90.00% 95.00% 100.00%

Man Power Utilization

On time increment delivery

Increment Target Completion

Cost

Scope

SD-WAN Project Result Summary 

Target

Actual

 
 
Fig. 7. Project Performance Result 
 
The advantages of adopting an agile project management 
model lean and Kanban are as follows: 
1. Lean by efficiency network operational, and 

investment cost practice SD-WAN solution. 
2. Kanban board helps Project task monitoring, so all 

project teams and stakeholders can give feedback 
sooner. 

3. It is facilitating project implementation has been 
accepted by users and stakeholders. 

4. It minimizes waste for all resources in the project, 
costs, time, and human resources. 

5. Assist in the implementation of projects more very 
flexible and need various adjustments.  

 
Based on the results and discussions in this study, the 

agile adoption model in IT Infrastructure projects, especially 
the SD-WAN implementation, has a very effective and 
efficient impact on the organization. The IT project team's 
report shows with Kanban and Lean that completing the 
project for phase 1 in 2020 has reached on-time delivery 
100%. All project tasks are well monitored through the 
Kanban board to minimize the risk of project delays. With 
WIP restrictions on each process, the project flow and tasks 
are controlled and carried out more quickly. This project had 
a cost-efficiency impact on network operation cost, which 
has decreased by 11.34% of total network expense.  

Changes to the network topology with SD-WAN were 
carried out very well and smoothly in phase 1 of 2020 
implementation due to the project risk mitigation arrange 
details. The changes made using the first SD-WAN 
installation scenario moved the old network to the new 
network during work breaks, making this activity not 
disturbing branch operations. Furthermore, with careful 
planning through a pilot project at the beginning of the proof 
of concept with the vendor, the SD-WAN implementation 
process runs smoothly. 

V. CONCLUSIONS AND FUTURE WORK 

A. Conclusions 

 This research aims to implement IT infrastructure agile 
project management using the Lean-Kanban approach. Lean 
helps achieve cost efficiency for network investment and 
operation. Kanban helps ensure the entire team is consistent, 
making it easier for all teams to monitor the project and 
understand its goals. Kanban can also be a solution IT 
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Infrastructure team to maintain flow during the 
transformation process as they have to ensure the IT 
Infrastructure project runs smoothly and existing operations 
are not interrupted. Based on this study's implications, IT 
Infrastructure at pharmaceutical companies, through 
complexity, can implement an agile project management 
approach for IT infrastructure transformation projects to 
accelerate the delivery process to internal businesses and 
increase company competitiveness due to accelerated 
changes according to the market and business needs.  

B. Limitation and Future Work 

 This research's limitation is the specific adoption of 
Agile Lean and Kanban project management in IT 
infrastructure projects (SD-WAN) using the DSR method. 
Future research can further develop IT Infrastructure project 
applications, other agile project management and develop 
more complex iterative DSR models. This case study is 
specifically in organizations pharmaceutical companies in 
Indonesia. In future research, the next adoption model can 
use IT Infrastructure projects in other industrial fields 
suitable using Kanban and Lean. 
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Abstract— In today's industrial world, renewable energy 
represents 16% of the total produced and consumed energy. 
Wind energy is gaining popularity and imposing bigger 
footprint in the natural sources of electricity and plays a key 
building block for economic recovery from the impact of 
COVID-19 according to the Global wind Energy Council.        
Yet, because its presence in the energy resource share is below 
5%, since most of the wind farms use Doubly Fed Induction 
Generator (DFIG) it will suffer from grids faults such as 
symmetric dips. The scary part of the dips is that it will increase 
the currents at the back-to-back converters and even when 
dealing with them oscillation might destroy the turbine and 
generator assembly. In this paper we will review techniques 
used to detect the dips and override the heavy increase of the 
current using a crowbar, we will concentrate only on the 
detection and compare the resulting parameters while keeping 
the controllers and the value of the crowbar resistance 
unchanged  

Keywords—DFIG, PI Controller, Voltage Dips, Crowbar, Grid 
Connection, Energy Conversion, Vector Control, Distributed 
Generation, Wind Turbines 

I. INTRODUCTION  

Distributed generation (DG) is the only answer to the 
growth of population, and the relocation of noisy industrial 
zones outside cities. This increased dramatically the 
challenges of producers of electricity in terms of cost of 
production, environment cost (usually emission), and 
reliability. The structure of the grid offers by itself a solution 
by itself as with DGs we can isolate regions to increase local 
reliability of the systems. Reliability of the system related to 
the adoption of wind energy is seen from two different 
perspective: does it offer enough energy with less cost and 
during the time, and weather it is immune against grid faults 
specially voltage dips. 

In this paper we will talk about the effect of voltage dips 
on the Wind Turbines (WT) build around Doubly Fed 
Induction Generator, which is the most used machine in such 
field. [1,2]. 

Sudden drops of voltages in the grid are described as 
Voltage Dips, they are usually caused by faults occurring in 
the grid [1], there are two types of voltage dips symmetric and 
asymmetric voltage dips. We will be only talking about 
symmetric dips. 

Due to the impact on the various connected DGs, several 
studies have been conducted to detect the dip and to limit its 
effect on the DFIG connected to the grid. Different scholars 
from diversity disciplines worked together to solve this issue 
mainly limit the effect on DFIG’s which direct maintenance 
and down time cost cut. Thus, we will find people form 
electrical engineering working with artificial intelligence 

experts to predict behavior of the machine during dips and 
deploy necessary counter measure. 

A. Stanisavljevic, et al in their work reference [4] 
described clearly the threat towards the DGs degenerated from 
voltage sags (dips), and then presented an overview of all the 
techniques used when the paper was published. They mainly 
worked on the detection of the fault by the grid administration. 
Once the fault is detected different generation unites are 
informed accordingly. These techniques are either based on 
analysis of harmonics, RMS value, or hybrid methods. Then 
they have established a Key Performance Index (KPI) to 
define the effectiveness of each method. Since we will not 
work on the grid side rather, we will deal with DFIG itself we 
will consider on the simplest technique base on RMS value of 
the nominal voltage and because it is the most used [5] 

The early a voltage dips are detected the best it will be and 
multiple stages are always better, for large grids the dip might 
be seen by the grid operator (or control room) but before the 
DGs are notified the fault is fixed or disappeared as the cause 
disappeared, this justifies the need to have a at least a detection 
process at the DG level (DFIG in our case), this was 
elaborated in reference [6] a cleaver technique was used to 
coordinate different individual converts of each DFIG in the 
plant in order to regulate and voltage and respond rapidly to 
voltage dips. 

Furthermore, work described in reference [7] finds a 
solution using combination of power electronics and apply 
crowbars in different circuits depending on the classification 
of the fault. The classification of the fault is achieved using 
“Adaptive Neuro-Fuzzy Inference System.” 

Other research found the solution in eliminating or 
reducing the fault magnitude by introducing dynamic voltage 
restorer (DVR) in attempt to enhance the fault ride-through of 
a DFIG based WT. the control is also based on “novel hybrid 
genetic algorithm optimized Elman neural network” [8], the 
cured system will help then to cure the grid. 

Even though all the doors have been knocked, there would 
each time be some of the power electronics that needs to be 
called for help. To this end  earlier work presented in reference 
[10] is revised thoroughly, we will use simple logic 
parameters and keep the crowbar resistance value fixed while 
we will be playing on the triggering parameters of the 
switching circuit to protect the IGBTs of the converters, while 
meeting the grid code of operation. 

The introduction is followed by section II describing fault 
detection at the wind turbine level, then we describe the whole 
electrical configuration of the DFIG with different controllers 
and crowbar connection, followed by simulation and results 
we describe thoroughly the different control signals. Finally, 
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we wrap up the findings by a description of the results versus 
the targeted objectives and future work. 

II. FAULT DETECTION 

To achieve voltage Dips counter measure and save our DFIG 
from the voltage dip consequence we will need the 
deployment of a crowbar and a rectifier. During the voltage 
dip both rotor current and the dc-link voltage will increase and 
hence it will damage the rotor side converter components. 
Once the control switch CB is closed the current will be 
diverted towards the crowbar resistance meanwhile the RSC 
will have to be disabled so the current will not flow through. 

 
Fig. 1. DFIG with crowbar, RSC, GSC and power rectifier 

We need also to detect the fault to decide when to apply a 
supportive reactive power from both Grid side converter and 
rotor side converter. We choose a simple method based on 
threshold RMS value of the nominal value of Vs we will 
consider anything below 90% as a voltage dip [5] this is 
considered as adequate choice as we will be dealing only with 
symmetric voltage dips. To increase the freedom of the fault 
detection and to simulate the possible delays of the other 
systems we can insert a delay after the fault is detected and 
another delay after the fault is cleared.  

III. ELECTRICAL CONFIGURATION OF A DFIM BASED 

WIND GENERATION 

We will consider a DFIG connected directly to the grid 
while the rotor is fed from rotor side converter, the last is also 
fed by grid side converter generating necessary dc-link. 

This justified by its simplicity and its ability to deal with 
generated power as explained deeply on reference [1] [2]   

We will be using PI controllers we will not go through the 
justification of such technique as it is well described in almost 
all previous work and we will not add anything extra to it. Yet 
we will have to find what are the limits of the crowbar, and 
what are limits of the dc-link and the rotor current to set our 
simulation to work within accepted operation range. 

Fig. 2. DFIG Electrical configuration [2] 

During a voltage dip the GSC will keep controlling the 
current, while the stator disturbance  will be carried out to the 
rotor causing an overcurrent and overvoltage observed at the 
dc-link capacitor, this is due to the RSC currents control lose. 
This means that the rotor converter now cannot control the 
generator and has been restricted [2] 

The aim of the crowbar is to short circuit the rotor at the 
right time with right duration to achieve a full protection to the 
system. Its minimum and maximum values are well developed 
in reference [10] 

 𝑅 =
ఠೝ

ூೞೌ
ටቀ

ೞ

ఠభ
ቁ

ଶ

− (𝐿ఙ𝐼௦)ଶ 

Where 𝜔ଵ , 𝜔  are synchronous and rotor angular 
frequencies, 𝑉௦  is the stator voltage, 𝑅  crowbar resistor, 
𝐼௦  is the upper extreme current  at the rotor converter that 
will not damage it , finally 𝐿ఙ  is the sum of the leakage 
inductance of rotor and stator.   

 𝑅௫ =
_ೞೌఠೝ

ටଷ(ೞఠೝ ఠభ⁄ )మି_ೞೌ
మ

 

𝑉ௗ_௦is the highest safe DC-link 

IV. SIMULATION AND RESULTS 

In this work we have adopted all justifications described 
in the literature to give renaissance to simple logic described 
in flow chart figure 3. 

Case1: 

We will use hysteresis compare described in paper of Y. 
Ling and X. Cai. 

We built logical blocks to generate the different control 
signals as follows: 

 CB: is the control signal for the crowbar. 

 CE: is the control signal for the RSC enable or 
disable 

 ED: is to enable the Idr component to generate the 
supportive reactive power from the RCS as 
recommended by most of early references and 
literature. 

 DI: is set the reference torque and the Pref (found 
by the MPPT) to zero to avoid saturating the PI 
feedback loop. 

 EQ: is the control for the supportive reactive 
power on the GSC, it is mainly “true” during all 
the time on which the fault is detected. 

 The flow chart on figure 3 explains all connections with 
different control signals and how each one is active, again this 
just an interpretation of the logical sequence presented in most 
of the papers and books referenced here. 

Case 2: 

In the second experiment we have only 3 main control 
signals the remaining 2 are just a replay of the other two 
signals: 

 CB: is the control signal for the crowbar. 

Gear Box DFIG

Rectifier Rotor Side Converter Grid Side Converter
Crowbar

Power resistor

CB Signal

LCL Filter

Grid

Vdc-link

Transformer

Transformer

Capacitor

 

Gear Box DFIG

Rotor Side Converter
RSC

Grid Side Converter
GSC

Crowbar
Power resistor

Grid Filter

Grid

Vdc-link

Capacitor

Rotor 
Filter

Main BreakerStator Breaker
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 CE: is the control signal for the RSC enable or 
disable 

 ED: is to enable the Idr component to generate the 
supportive reactive power from the RCS as per 
earlier work and it is set to be identical to CB 
signal 

 DI: is set the reference torque and the Pref (found 
by the MPPT) to zero to avoid saturating the PI 
feedback loop it equals the CE signal 

 EQ: is the control for the supportive reactive 
power on the GSC, it is mainly “true” during all 
the time on which the fault is detected. 

  
Fig. 3. Flow chart of propoused logical controls-case 1 during voltage dips  

The flow chart presented on figure 4 depicts this rig up and 
explains the interconnection between the different signals. 

The resistance of the crowbar is set to a value within the 
range [𝑅, 𝑅௫]  calculated after setting the  

𝐼௦ = 𝐼௧_ = 1.6 𝑝𝑢 

                𝐼௧_௪ = 1   𝑝𝑢 

𝑉ௗ_௦ = 𝑉ௗ_ = 𝑉ௗି +100 Volts  

                      𝑉ௗ_௪ = 𝑉ௗି 

  
Fig. 4. Flow chart of propoused logical controls-case2 during voltage dips  

Figure 5 shows the current flowing from the RSC, it shows 
that both techniques limit the current  

 
Fig. 5. Current floowing from or to the rotor convert side expirment 2 is 
done without fault detection 

 

Fig. 6. Current floowing from or to the rotor convert side expirment 2 is 
done with fault detection 
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Figure 7 shows the Simulink® model created on the 
simulation software MATLAB® where the different values of 
the machine are shown in Table 1. 

The different measured parameters on the machine for 
both cases are presented in figure 8. 1st  method shows better 
control in terms of currents, Torque and represent less 
oscillation and better timing for stability of the machine after 
the fault, yet the power inserted to the grid remains higher than 
the one generated by the comparison technique on case 2  

 
Fig. 7. Simulation model on MATLAB® 

 

 

 

 

  
Fig. 8.  Results of the simulation  

V. CONCLUSION 

The voltage dips are major issue that might kill the 
electricity production based on DFIG and wind turbines. 
Scientists tried to solve the issue using techniques that are far 
from power electronics or at least ignore the effect of power 
electronics in the whole system design, in our work we tried 
to polish legacy power electronics and bring it back using only 
simple logical methods and introducing different control 
signals we counted 5 in our proposed revision of crowbar 
technique. Essentially the Dc-link is better controlled in case 
2, and might happen to go little bit beyond the upper limit in 
the first method or case 1, yet the first method is better in terms 
it offers the possibility to invest in simple logic as it offers lot 
of parameters that can reduce the power or increase it 
depending on the KPI required by the grid operator, it opens 
also the door for applying optimization algorithms to enhance 
it according to the requirements or constraints of the operator. 
Each of the graphs shared in this work can be shaped by this 
parameters and fair resolution between all the requirements is 
always possible.  

Another side finding occurred when generating a reactive 
power from the GSC in the first experiment shows less current 
flowing in the inverter compared to the one flowing when 
running case 2 with the same requirement that is providing 
supportive reactive power from the GSC while the RSC is off 
(disabled and restricted) 

We believe that the rig up of case 2 is much easier to 
implement but we doubt that such high frequency switching 
will not cause issue in real live converters. Also, we simulated 
the action of IBGTs but we did not simulate the heat 
dissipation. 
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The rig up of the whole system is much closer to the real-
world system as we are not using average model to replace the 
PWM and the converters instead we are using a model of 
IBGTs and the closest possible model of PWM.  

TABLE I.  MACHINE PARAMETERS 

Parameter Value 

Rated stator voltage Vs 690 V 

Rated stator power Ps 2 MW 

Rated stator current Is 1760 A 

Stator frequency f 50 Hz 

Rated torque Tem 12732 N.M 

Rated rotor voltage 2070 V 

Leakage inductance (stator and rotor) 0.087e-3 H 

Magnetizing / Mutual inductance 2.5e-3 H 

Stator inductance Ls = Lm + Lsi  

Rotor inductance Lr = Lm + Lsi 

Rotor resistance referred to stator Rr 2.9e-3 ohm 

DC de bus voltage referred to stator Vdc 1150 V 
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Abstract—In the dairy industry, road milk tankers 
transport milk from one location to another. The milk inside 
the tanker needs to be kept between 3-5 ℃ to ensure that the 
quality of milk is always preserved. The tanker needs to be 
kept running at all time with the case of sufficient energy 
being continuously supplied to the cooling unit. The source of 
energy normally used for this application is a typical 
generator which needs fuel to operate. This is expensive and 
is not environmentally friendly. To address this problem, 
generator as a source of energy needs to be replaced by solar 
energy to lower the costs associated with cooling of the tanker. 
In this research a small scale solar powered intelligent cooling 
system was developed. This system was designed to make use 
of thermoelectric cooler as a viable cooling unit and operating 
it intelligently with a programmable logic controller. The 
system was designed in a way that it can also display the 
volume of milk inside the tanker and the system power 
consumption. 

Keywords—PLC, thermoelectric cooler, milk tanker, milk 
cooling, TECM  

I. INTRODUCTION 

Road milk tankers, transport raw milk from dairy farms 
to dairy processing factories where the milk is processed and 
utilized to produce dairy products like cheese, yoghurt etc. 
[1]. To ensure that the quality of the milk from milked cows 
is maintained during transportation, the temperature of the 
milk is kept between 3-5 °C [2]. This implies that the milk 
tank, during transportation, needs to be kept running by 
ensuring that sufficient charge is provided to the cooling 
unit of the tank. Road milk tank trucks make use of fuel-
based energy sources like DC generator to cool down and 
control the temperature of the milk during transportation. 
The fuel-based energy machine is usually kept always 
running to provide sufficient charge to the cooling unit. The 
process to maintain the temperature of the milk is costly due 
to the fuel being used as a source of energy [3]. 

Rapid increase in price for fuel can have devastating 
effects on the freight management companies, particularly, 
road milk trucks. The fuel price increase can also decrease 
the profit that dairy processing plants make [4]. The use of 
renewable energy sources could help reduce the high fuel 
costs associated with cooling of the milk tank. The petrol 
cost associated with the cooling of the milk tank is high and 
this causes milk trucking/logistics companies not to make 
maximum profit due to petrol expenses. The fluctuation of 
petrol price constantly has evolving effects on the milk price 
rates [5]. The petrol as a source of energy is not 
environmentally free, and it contributes to global warming. 
Environmentally friendly and renewable energy powered 

intelligent milk tanks need to be developed in this case to 
lower the fuel costs and fuel related global warming effects, 
associated with cooling of the milk tank [6]. 

Heat pumps are very efficient for heating and cooling 
systems, they can significantly reduce the energy cost. They 
keep energy cost as low as possible which is the most 
important thing for any industry. The performance of the 
heat pump can also be described by COP. This method of 
cooling uses the refrigeration evaporator pipes or specially 
designed flat pillow-shaped plates that are attached to the 
bottom outer side of the tank containing milk. The heat of 
the milk is transferred through the walls of the tank to the 
refrigerant. The refrigerant then absorbs the heat of the milk 
inside the tank. The milk cooling process takes place inside 
the tank and normally an agitator is used to continuously 
mix the milk to prevent it from mixing at the bottom of the 
tank. Ice water cooling is another method used for the 
cooling of liquids in bulk tanks. The small compressors are 
normally used to build up a reserve of ‘coolth’ in the form 
of ice over a long period of time. The ice is normally formed 
on the copper pipes through which the refrigerant passes and 
the ice is surrounded by the water close to freezing point [7]. 
The water generally surrounds the outside of the tank while 
agitator is used to mix the milk inside the tank. The 
advantage of this method is that the ice can be made anytime 
and not only during the time when content must be cooled. 
This method is not as effective as a direct expansion method 
because the heat must be transferred several times (from ice, 
to water, to the milk). The other disadvantage of this method 
is if the ice has melted, it must be made all over resulting in 
high electricity usage. 

In this research a smart cooling system is proposed 
based on the thermoelectric cooling module (TECM). A 
similar approach has been proposed in [8]. TECM, also 
known as Peltier cooler, because it is based on the Peltier 
effect is a semiconductor-based electronic component that 
functions by removing the heat from one side to the other 
when a low DC power source (12 V) is applied. One side of 
the module is cooled while the opposite side is heated [9]. 
The working principle of the TECM is shown in [10]. The 
heat flow out of the module has a significant impact on the 
overall system performance. The larger temperature 
difference that the module must work against, the smaller 
the quantity of the heat removed for the cold side. The 
performance of TECM and any other cooling device can be 
compared by determining their coefficient of performance 
(COP) [11]. The advantage that a TECM has over a 
compressor is that they have no moving parts and do not 
require the use of chlorofluorocarbons. This makes them 
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perfect for application since they are environmentally 
friendly [12]. 

II. PROPOSED DESIGN 

Fig. 1 shows the overview and operational analysis of 
the proposed system which describes the actions that the 
end-user will have to perform in order to operate and 
monitor the system.  

The end user will at first, must switch the system on and 
check the alarm indications - whether all the components of 
the system are connected and functional. If the alarm system 
indicates certain components of the system are disconnected 
or malfunctioning, the end user will have to replace or 
connect them to the system and monitor the alarm system 
again to verify that they all connected. When the alarm 
system indicates positive results, the end user will have to 
operate the controller with the aim to check/ monitor the 
temperature and the level of the milk. The end user will also 
monitor the power being consumed by the system. After the 
process of operating the system, the end-user will then have 
to deliver the cooled milk inside the tanker to respective 
dairy processing plants. The control unit will have the 
buttons and screen through which the end-user will operate 
to view the status (level and temperature) of the milk inside 
the tanker. 

The TECM from laird technology/TE technology Inc., 
usually comes with heat sink and fan already assembled, 
depending on the application for which they are needed. The 
cooling capacity of the thermoelectric cooling system is 
dependent on the operating temperature of the content 
desired for cooling, quantity of thermoelectric modules 
used, the type of thermoelectric module used and the applied 
power. The Marlow guide [13], will be used in this case to 
select the applicable TECM which will be compatible for 
the research. Firstly, the heat load capacity of the milk needs 
to be determined to select the applicable TECM which will 
be able to provide cooling capabilities. As such, the selected 
TECM must be able to handle the temperature difference of 
34 °C. The cooling capacity of the milk, in this case, is 
determined to select the right TECM for the application. 
Equation (1) can be used to estimate the heat load/capacity 
of liquids [14]. 

 CQ mC T t VC T=   =    (1) 

Where, 𝑚 is cooled substance mass (kg), 𝐶 is cooled 
substance specific heat capacity (J/(kgK)), Δ𝑇 is cooling 
temperature difference (K), 𝜌 is cooled substance density 
(kg/L), 𝑉 is Volume of the cooled substance (dm3) and Δ𝑡 is 
cooling time (s). Although our research was based on milk 
cooling, water was used as a viable substance to cool.  

Fig. 1. Operational flow diagram of proposed system. 

The density of the water was 1 kg/L, its heat capacity 
was 4.2 KJ/(kg*K). The heat load capacity of 50 L of water 
is: 661.1 W. Considering the safety factor of 20%, cooling 
capacity of 50 L of water/milk is: 1.2 *661.1 = 793.3 W. 
The TECMs chosen, must be able to pump this amount of 
energy to cool 50 L of milk to 4 °C within the estimated time 
of 3 hours.  

Table I, shows the heat load for different levels of water. 
It is evident that the heat load doubles whenever the quantity 
of the milk doubles. The heat loads calculated using 
Equation (1) is only an estimate and something to work on 
regarding choosing the right TECM for the research. The 
liquid cooled TECM (Laird Technologies LA-115-24-02-
0710) that was used is shown in Fig. 2.  

This module has the voltage rating of 24 V, current 
rating of 5.8 A and power rating of 139 W. This Single 
Assembly, from our heat load capacity calculation of the 
water/milk, would be able to cool 8 L of milk/water to a 
temperature of 4 °C within the period of 3 hours. 
Approximately 7 of these TECM assemblies will be able to 
cool 50 L of water/milk. These approximations are only 
theoretical, and they do not account for the shape of the 
tanker and all other factors which might affect cooling 
process of the tanker.  

Simulation was done later in SolidWorks® to estimate 
the cooling capacity that is needed for 50 L of milk. 
Simulation results provided more accurate approximations 
because in this case other factors which can influence the 
cooling process were considered. The eTape liquid level 
sensor from the Milone Technologies Inc was selected for 
this research. This sensor output was used by the controller 
to calculate/determine the actual capacity of milk inside the 
tanker in L. The controller also used eTape results to 
determine the temperature sensors that must be activated 
and considered to calculate and ensure that accurate 
temperature results of the milk are displayed. eTape was 
placed in a vertical position inside the tanker and was in 
contact with the liquid. The eTape used the radius/diameter 
measurement of the tanker which was then used altogether 
with the tanker dimensions to determine and display the 
liters of the liquid inside the tanker. 

TABLE I. HEAT LOADS FOR DIFFERENT QUANTITIES OF WATER 

Liters (L) Qc heat load (W) 

1.0 15.86 

3.0 47.80 

5.0 79.33 

10 159.67 

20.0 317.33 

30.0 476.00 

40.0 634.67 

50.0 793.33 

 

Fig. 2.Utilized liquid cooled TECM. 
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A thermocouple was selected as the temperature sensor 
to be used for the research. Three thermocouples were 
placed at different levels inside the tanker and their output 
was connected to the controller. The controller was 
programmed to only display the average temperature sensed 
by the thermocouples in contact with the liquid. One 
thermocouple was used to sense the temperature 
surrounding the tanker. Four thermocouples were needed 
for this for the research. The thermocouple sensor had the 
requirement of being able to measure the minimum 
temperature of -5 °C and maximum of 40 °C, as the 
temperature ranges of the liquid sensed were within this 
range. The controller also used the imbalance of 10% 
(within the sensors placed inside the tanker) to activate the 
mixer to ensure that temperature of the milk was distributed 
and accurately displayed. Type K thermocouple sensor from 
RS-pro was used. This industrial manufactured sensor has a 
temperature range of -50 to +400 °C [54], which was viable 
for the research. 

The alarm system for the research consisted of light 
emitting diodes (LEDs) which indicated the status of the 
system components such as photovoltaic (PV) (1st Power 
Supply), the battery (2nd power supply) and the state of the 
mixing unit. The green LED was used for indicating the 
connection of the PV panel to the system, yellow LED was 
used for indicating the presence of the battery in the system 
and lastly the blue LED and red LEDs were used for 
indicating the status of the mixing unit. The blue LED was 
activated when the mixing unit was in operation and the red 
LED was used to indicate the off state of the mixing unit. 
The operator (driver) was able to view the status of the 
components and able to make informed decisions thereafter. 
The alarm system also indicated whether the control system 
was supplied through the PV or the battery and this was 
indicated by means of green and yellow LEDs, respectively.  

This controller was used to implement the temperature 
control unit and energy management unit of the system. The 
PLC read the information, gathered through the sensors 
discussed, and took control steps to meet the specifications 
of the research, such as maintaining temperature of the 
liquid between 3-4 °C. In the temperature control unit, the 
PLC used the temperature sensors in contact with the fluid 
and displayed their average sensed results. The PLC 
required level measurements from eTape to decide which 
temperature sensor to consider. In the energy management 
unit, the PLC decided on the energy source that needed to 
be used depending on weather conditions. The PV was the 
primary source while the battery was the secondary source. 
The battery was utilized when there was insufficient energy 
from the PV due to weather conditions. The PV charged the 
battery and supplied the system when there was sufficient 
energy during sunny days. The PLC also managed the alarm 
system of the research by sending the switching instructions 
to the LEDs depending on the input information it received 
from the system’s components.  

Fig. 3 shows the suggested control flow diagram that 
was implemented. In this flow diagram, the system first 
determines the amount of milk that is inside the tanker. The 
system uses the minimum level (L1) as the level at which the 
cooling occurs, as to avoid wasting energy during the time 
when the tanker was empty. TECM started to be activated 
when the water level was above the minimum level.  

 

Fig. 3. Implemented control flow diagram. 

When the measured liquid level was between the 
minimum level and the median level (L2), only the first 
thermocouple (T1) measurement was considered. T1 and T2 
were considered when the water level was between L2 and 
L3 (maximum level).  

T3 together with T1 and T2 were considered when the 
liquid level was above L3. The average temperature (Tavg) 
sensed by the thermocouples, was calculated together with 
their temperature deviation (Tdev). When the average 
temperature of the liquid was greater than 4 °C, the cooling 
units continued to be in activation state until the average 
temperature was less than 4 °C. The mixer was activated 
when the temperature deviation was greater than 10% and 
deactivated when the temperature deviation was less than 
10%.  

The energy management control flow (shown in Fig. 4) 
was implemented on the PLC controller. Table II 
summarizes the abbreviations used in Fig. 4.  

Fig. 4. Energy management control flow diagram. 

TABLE II. SUMMARY OF ABBREVIATIONS USED IN FIG.4 

Abbreviation Description 
L Measured liquid level 
L1 Minimum liquid level of the tanker 

L2 Medium liquid level of the tanker 

L3 Upper Liquid level of the tanker 
T1 Temperature sensor placed at minimum liquid level 

T2 Temperature sensor placed at medium liquid level 
sensor 

T3 Temperature sensor placed at the upper liquid level 

TECM Thermoelectric cooling unit 
Mixer Agitator 

Tavg & Tdev Average temperature and temperature deviation 

 Start 

Input solar power 
measurements (P) 

Use battery Use so lar energy 
directly  

Charge battery 

Solar power st ill 
available? 

Solar power 
sufficient? 

Battery fully 
charged? 

Yes  

Yes  

Yes  No 

No 

No 

Deactivate 
Mixer 

Activate 
Mixer 
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Mixer 
activated 
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Measure T1, 
T2, T3  

L2< L < L3? 

Measure T1 
& T2  

Calculate 
Tavg 

Measure T1 
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TECM 
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L > L1?  

Measure liquid 
level (L)  

TECM 
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Activate 
TECM 

Deactivate 
TECM 
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END  
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In the flow diagram, it is seen that the energy of the PV 
was first determined/measured and decided if it’s enough to 
power the system. This required both the voltage sensor and 
current sensor be implemented to determine and monitor the 
power from the PV. During sunny days, the energy of the 
PV is likely to be enough to power the system and 
simultaneously charge the battery. During the night or bad 
weather conditions, the energy from PV is likely insufficient 
to power the system directly, hence a battery was needed as 
a backup source. The power measurement from the PV 
allowed the controller to determine which power source to 
use between the PV and the battery. The voltage sensor 
(voltage divider) was also used to sense the voltage capacity 
of the battery to determine or monitor its energy capability. 
This sensor was connected to the analog input of the PLC to 
allow the implementation of flow diagram shown in Fig. 3. 
Since there three sensors were used to implement the energy 
management unit, three analog inputs of the PLC were used 
for this purpose. 

For current sensing measurements, the shunt resistor, 
together with the current sense amplifier, was used to take 
the current measurements from the PV. The power of the 
PV was then determined from the current and voltage 
measurement of the PV. This power calculation was then 
used to determine if the PV is able to supply sufficient 
power or not. Fig. 5-Fig. 7 shows the temperature analysis of 
the tanker. 

 

Fig. 5. Temperature analysis with one TECM placed at lowest level in 
tanker. 

 

Fig. 6. Temperature analysis with three TECMs placed along sides of the 
tanker. 

 

Fig. 7. Temperature analysis with TECMs placed parallel to bottom of 
tanker. 

The TECM was operated outside the tanker with copper 
coils placed inside, for direct contact with the milk/water. 
The purpose thereof, was to see how the temperature was 
distributed within the milk upon the placement of the copper 
coil to the relevant place inside the tanker. Only one TECM 
was available for the research and the SolidWorks® 
simulation was done to investigate the effect of this module 
inside the tanker. The minimum temperature of the provided 
cooling module was -10 °C. Ethanol was chosen as the 
circulating liquid which will flowed through the heat 
exchanger of the TECM. In the simulation, the temperature 
of the ethanol entering the copper coil was set at -10 °C. Fig. 
5 shows the temperature results of our analysis. It was 
considered that the coils were placed at the minimum level 
of the tanker to allow cooling when the liquid level is at that 
point. 

The surrounding temperature of the tanker was set at 25 
°C since this was the temperature regarded as room 
temperature and the water was used as a liquid to be cooled 
with an initial temperature of 38 °C. In Fig. 5, the copper coil 
only managed to cool the liquid near it and as such, the 
agitator was needed to mix the liquid and ensure that the 
temperature of the liquid was well distributed. This setup of 
the tanker required that the agitator be placed in the parallel 
position to the tanker to allow the movement of the cooled 
liquid to mix with the hot liquid as seen in Fig. 5(a). 

The thermocouples for this scenario, had to be placed at 
different levels of the tanker. One thermocouple was placed 
at the bottom level of tanker, the second thermocouple was 
placed in the middle of the tanker and the third 
thermocouple in the top level of the tanker. The fourth 
thermocouple sensor was placed outside of the tanker to 
read the outside temperature. This setup in Fig. 5, was 
implemented as there was only one available TECM. The 
tests on the tanker were conducted to evaluate the cooling 
capability of this cooling module. 

Fig. 6 shows the thermal analysis of the tanker when there 
is multiple liquid cooled thermoelectric cooling modules. 
The position placement of three TECMs was investigated in 
this regard, to determine how the liquid was cooled in these 
scenarios. In Fig. 6, the tanker was connected to three 
TECMs whose coils are placed perpendicular to each other. 
This set up of coil placements is not proper since the 
temperature at the top is not cooled. The liquid at the bottom 
of the tank will also freeze due to high concentration of 
cooling happening at the bottom. Hence the choice of 
placing the cooling coils in this manner is not proper. In Fig. 
7, the three TECM copper coils are placed in a parallel in 
accordance with the levels of the tank. The cooling in this 
case happens much better that in Fig. 6. The temperature of 
the water in Fig. 7 is mostly seen to be around 3-7 °C. This 
proves the setup in Fig. 7 is better than the setup in Fig. 6. 

III. RESULTS 

The subsystems discussed above were all integrated to 
realize the intelligent solar powered TECM road milk tanker 
shown in Fig. 8. This figure shows the setup of the research 
where 8.91 L of water was inside the tanker as indicate on 
the LCD screen. The LCD screen also displays power 
consumption. The PLC recorded the temperature to be 7℃ 

inside the tanker and the surrounding temperature was 18 
℃. 

a) 2 TECMs b) 3 TECMs 
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Fig. 8. Integrated intelligent solar powered TECM road milk tanker. 

Two tests were performed in order to evaluate the 
system performance and determine the efficiency of the 
system. The results were used in order to draw a conclusion 
on how, on the big scale, the system performed. The ability 
of TECM as a cooling unit was evaluated and tested as to 
predict how many TECMs were needed to ensure that the 
system becomes more efficient in terms of cooling. The 
ability of the tank to preserve and maintain the cooled 
temperature will be discussed. The critical tests that were 
conducted were the cooling ability and the temperature 
control. 

A. Test 1: Cooling ability 

This test determined the ability of the tanker to cool the 
milk. Water was used as a viable liquid that was cooled and 
tested even though the objective of this research was to 
design the tanker which will be able to cool the temperature 
of the milk from 38℃ to 4 ℃ within a time period of 3 

hours to ensure that the quality of the milk is preserved. 7 
L and 21 L of water were externally heated up to a 
temperature of 38 ℃. 7 L of this hot water was filled inside 

the tanker first and the test was performed. 21 L of hot 
water was filled secondly, and the cooling test was 
conducted. The temperature measurements of the critical 
sensors were recorded and noted while the system was 
being operative for 3 hours for both cases of 7 L and 21 L. 
Fig. 9 shows the cooling test results for both the cases. The 
system managed to cool down 21 L of water from a 
temperature of 33 ℃ to a temperature of 19℃ within the 

period of 3 hours. On the other hand, the system only 
managed to cool down the temperature of 7 L of water from 
the temperature of 30 ℃ to the final temperature of 13 ℃. 

 
Fig. 9. Liquid cooling test results for 7 L and 21 L, repsectively. 

The cooling test results from Fig. 9 indicate linearity 
hence the trend line was drawn. With these results, we were 
able to estimate after how long the system will be able to 
cool the liquid to the temperature of 4℃. These results 
shows us that the cooling unit (TECM) had insufficient 
cooling capacity for this tanker. The TECM that was used 
in this research has a cooling capacity of 113 W which is 
insufficient to ensure that the temperature of the liquid is 
cooled and maintained up to the temperature of 4℃ within 
the period of 3 hours. The heat load for specific amounts of 
water were calculated and estimated in Table I. From this 
table, this cooling unit was to cool 7 L content to 4 °C within 
3 hours. Because of the surrounding factors which dissipate 
heat, like the electric fuel pump, this was not realized. From 
Fig. 9, it is safe to conclude that two of these TECMs should 
be able to cool down 7 L of water from initial temperature 
of 38 ℃ to the final temperature of 4 ℃ within 3 hours. 

 

B. Test 2: Temperature control 

The objective of this test was to determine the ability of 
the tanker to maintain the temperature of the liquid between 
3 and 5 ℃. The ice cubes were filled inside the tanker so 
that the temperature of water can initially be below 4 ℃. Ice 
cubes were added to the 7 L of water that was tested for 
cooling. The water capacity after the ice cubes were filled 
changed to an average water capacity of 9 L. The critical 
sensor, which in this case is sensor number one, initially 
registered a temperature of 2 ℃ as can be seen in Fig. 10.  

The system was then off for a period of 40 minutes. The 
system turned on when the temperature of 4 °C was 
exceeded. This is indicated by the profile of current 
measurements plotted in Fig. 10. The temperature of water 
continued to rise even when the system cooling unit was 
activated. The temperature of 9 L of water continued to rise 
until it settled at 7 ℃ after 120 minutes. The temperature of 
the liquid continued to be between 6 and 7 °C for the 
remaining period of 1 hour. The behavior of current when 
this happened is shown in Fig. 10. During the time when the 
system was off, the temperature of liquid inside the tanker 
changed from 2 ℃ to 4 ℃ within the space of 40 min.  

 
 

 
Fig. 10. Results for temperature control test. 
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This result proves that the tanker was not efficient 
enough to hold and maintain the temperature of the liquid 
for an extended time. This is not surprising since the tanker 
did not have insulation between the outside part of the 
tanker interacting with the environment and the inside of the 
tanker which interacts with the liquid. This means that 
insulations needs to be applied to this tanker. The tanker can 
store 50 L of milk, as such this required a cooling unit with 
minimum cooling capacity of approximately 800W 
according to Table I. Taking into account environmental 
factors, it would be safe to use a cooling unit with cooling 
capacity of 1200 W. Using TECM as a cooling unit, 12 will 
be required. For an actual tank of 8000 L, the cooling unit 
used shall require a cooling capacity of 192 kW. This will 
require 1920 TECMs.  

 

IV. CONCLUSION 

This research was based on designing and implementing 
a small scale intelligent TECM road milk tanker. The 
proposal was drafted and a brief background about the 
research was presented. The problem stated that an 
intelligent solar powered road milk tanker needed to be 
developed to lower the cost associated with cooling of the 
milk. Research was compiled on available solutions which 
can be used in order to implement the research. All the 
critical subsystems like liquid measuring, power monitoring 
and temperature control of the research were integrated and 
found to be working accordingly. Two types of tests were 
performed to determine the cooling ability of the tanker. It 
was found that the cooling of the tanker was not efficient as 
the temperature of 4 ℃ could not be reached by the 
minimum capacity of the tanker in a period of 3 hours. It 
was decided that the cooling capacity of the TECM is not 
sufficient to realize the objectives of cooling the liquid to 
temperature below 4 ℃. The temperature control of the 
tanker was also not efficient due to the fact that the 
temperature of 9 liters of water was not controlled at the 
required set point for the period of 1 hour. It was suggested 
cooling units with sufficient cooling capacity be used 
instead. Comment was made regarding how many of these 
TECMs were needed and what can be done to improve the 
tanker. 
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Abstract— Venous thromboembolism (VTE) is an 

important disease to increase the number of patients 

because of lacking awareness in Thailand to block the blood 

flow in the vein. In addition, an effective assessment model 

of VTE risk is the most important for medical doctors to 

diagnose. So, this paper represents an automatic diagnosis 

model by using effective machine learning to predict the 

important risk factors of VTE from collecting patient data 

of the medical ward at King Chulalongkorn Memorial 

Hospital. This research prepares the 83,850 raw data and 

investigates the missing values for transforming the data to 

ready import into each model and then separates the 

adjusted data for training and testing in the ratio of 70:30. 

The experimental results were compared to the 

effectiveness of three machine learning algorithms that 

consist of the decision tree, logistic regression, and neural 

network. From the experimental result of the decision tree, 

this model represents the best assessment model with an 

accuracy of 96.6% by adjusting the balance data with the 

class weight method for assisting diagnose the medical 

doctor.   

Keywords— venous thromboembolism, machine learning, 

automatic diagnosis 

I. INTRODUCTION 

Venous thromboembolism (VTE) is an important problem to 
increase the number of patients because of lacking awareness in 
Thailand [1]. The common complication of VTE occurs during 
and after hospitalization for acute medical illness or surgery that 
5–10% of patients die in hospital. Moreover, VTE is a long-term 
treatment of the post-thrombotic syndrome. So, these 
complications contribute to patient disease and the cost of 
management. VTE is the main cause of a blood clot that slowly 
blocks the blood flow in a vein. Deep Vein Thrombosis (DVT) 
occurs in a deep vein in the legs because a blood clot to the 
pulmonary artery can cause immediate death [2]. However, an 
assessment model of VTE risk only have been developed and 
validated in Caucasians that reports the assessment model of 
VTE risk for Asians by using a machine learning algorithm is 
lacking [3,4]. 

This research investigates the research of Agharezaei L. et 
al. [5] to propose the prediction of the risk level of pulmonary 
embolism in patients by using the mean of artificial neural 

networks. There are two types of artificial neural networks 
consists of Feed-Forward Back Propagation and Elman Back 
Propagation that were compared in this study and analysis data 
by using MATLAB software. The result of this study proposed 
the optimized artificial neural network model that represent an 
accuracy and risk level index of 93.23 percent. In addition, Fei 
Y. et al. [6,7] constructed and validated the artificial neural 
networks (ANN) for predicting portosplenomesenteric venous 
thrombosis (PSMVT) by comparing the predictive ability of 
ANN and logistic regression. This research represented the 
result of ANN that was more accurate than logistic regression in 
predicting the occurrence of PSMVT following acute 
pancreatitis. Moreover, Qatawneh et al. [8] presented a clinical 
decision support system that classifies the risk of venous 
thromboembolism using ANN. The system uses Multilayer 
Perceptron (MLP) feed forward neural network and uses 
Resilient Backpropagation algorithm (Rprop) for training. The 
developed system classifies the risk of VTE into five risk levels 
ranging from low to high. The results of the experiment show 
that the accuracy of the system is 81%. Furthormore, Ferroni 
Z.et al. [9,10] represented to use a machine learning (ML) and 
random optimization (OR) techniques developed for predicting 
the risk of venous thromboembolism to devise a web interface 
for VTE risk stratification in chemotherapy-treated cancer 
patients. This research compared the effectiveness of both 
techniques with the current technique which is the khorana score 
(KS). The result of this research shown the ML-RO to provide 
more performance than khorana score (KS). It is therefore 
suitable and useful to design a web service. In addition, Liu S. 
et al. [11] proposed a ML to conduct an effective assessment of 
peripherally inserted central venous catheter (PICC) related 
thrombosis. It uses five models: Seely, Seely-RF, Seely-
LASSO-RF, RF and LASSO-RF to compare the model 
performance. The result shown machine learning model 
provides better performance to help prevent disease decision and 
effectively reduce the rate of thromboembolism in cancer 
patients with PICC catheters.  Moreover, Nafee T. et al. [12] 
evaluated the performance of super model (sML) and reduced 
model (rML) compared by using International Medical 
Prevention Registry on Venous Thromboembolism 
(IMPROVE) score for predicting occurrence venous 
thromboembolism. The result shown sML method has c-statistic 
result highest for predicted venous thromboembolism. 
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Therefore, this research will find an effective machine 
learning to predict the risk of VTE from collecting patient data 
of the medical ward at King Chulalongkorn Memorial Hospital 
to assist the medical doctors that make more accurate diagnosis 
and treatment decisions. The remaining of this paper is 
organized as follows : Section 2 presents the methodology 
followed to design the prediction model of machine learning. 
Section 4 presents the experimental result. Finally, Section 5 
provides the conclusion. 

II. METHODOLOGY 

From the data of King Chulalongkorn Memorial Hospital, 
this research was used for comparing the performance of each 
algorithm as following in these steps. First, this research 
imported raw data by using the Python program and then using 
the Exploratory Data Analysis (EDA) for analyzing the 
relationship between the variables or risk factors for 
thromboembolism. Second, this research prepared the raw data 
and investigated the missing values for transforming the data to 
ready import into the model for further analysis. Third, this 
research separated the adjusted data for training and testing in 
the ratio of 70:30. Finally, this research created a predicting 
model based on machine learning by using 3 techniques 
including Decision tree, Logistic regression and Neural network 
technique for comparing and finding the best performance of 
prediction model. 

A. Gathering Data 

This research is based on the information that was collected 
by the doctors who researched to determine risk factor for VTE. 
The data were collected from patients who were admitted to 
internal medicine wards of Chulalongkorn hospital in 2009 and 
approved by the Ethical committee of the faculty of medicine, 
Chulalongkorn University. The data consisted of a total 1290 
rows that were the number of patient’s survey and 65 columns 
that were the risk factors of VTE. Analyze the correlation of data 
all risk factors for venous thromboembolism as shown in Fig.2 
and Fig.3. This figure represented the relationship of each risk 
factor for venous thromboembolism that was related each 
columns variable has very little correlation with the class label 
because all the data collected are discrete variables. 

 

 

Fig. 2. The relationship between each risk factor for venous thromboembolism 

 

Fig .3. The relationship between each risk factor for venous thromboembolism 

B. Filtering Data 

This research filtered the gathering data by using a 
professional suggestion and a filtering algorithm, as following: 

1) Filtering by a computer principle algorithm: This 

research filtered the data to be analyzed for risk factors for VTE 

as shown in Fig. 1. This figure represented the patients having 

venous thromboembolism (VTE positive) 2.09% and patients 

without  venous thromboembolism (VTE negative) 97.91%. 

Then, we had classified it as a class label with the following: 0 

is a patient without venous thromboembolism (VTE negative) 

and 1 is a patient with venous thromboembolism (VTE 

positive). 

 

Fig. 1. The percentage of VTE positive and VTE negative was derived 
from the filtering data 1290 rows and 65 columns. 
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Fig. 4. The relationship between patients with venous thromboembolism and 
all risk factors. 

 
Then we looked at the relationship between patients with 

venous thromboembolism and all risk factors represented by t-
distributed Stochastic Neighbor Embedding : t-SNE method 
shown in Fig.4. 

 

C. Preparing Data 

1) Missing Values: The data had many missing values for 

considering to delete some of the columns that were not 

affected or analysis and manage the remaining missing values 

with fill missing values principle using “fill with zero” method. 

2) Transform data: As a result of the exploration data, there 

some columns were an object type to be analyzed data must be 

change to numbers. Therefore the data type was transformed 

data with a label encoder method 

3) Split data: This research splited the data for training and 

testing with a ratio 70:30. 

4) Balance data: From the Fig. 1, it represented an 

imbalance data problem was more in patients VTE negative 

than VTE positive. It would be sensitive to a majority class data 

because bias on the data that would not be able to detect data in 

a minority class. Therefore, we managed an imbalance data 

problem with 5 methods include Oversampling, 

Undersampling, Synthetic Minority Oversampling TEchnique 

: SMOTE, Class weight and Ensemble sampling. 
 

D. Model Building 

This paper is proposed an automatic diagnosis model for risk 
of symptomatic VTE by analyzing the important risk factors of 
VTE data 1290 rows and 65 columns. From review the related 
works, we selected the 3 effective models and tunning 
parameters of each model to evaluate and compare the 
performance of the best model as follows: 

1) Decision Tree model : Decision tree model would to try 

to divide the data into classes as clearly. Modeling principle 

was to choose the variables can separate the answer classes. 

2) Logistic Regression model : Logistic Regression model 

was an extended version of linear regression used to solve 

binary classification problems for predicted 2 classes such as 0 

with 1. The sigmoid function used to normalize the value 

between 0 to 1. The result from the sigmoid function was the 

probability that classes can be divided.   

3) Neural Network model : The Neural Network model 

simulated the function of the human brain which consists of 

consists of input layer, hidden layer and output layer. neurons. 

In a neural network, it was divided into 3 layers 
 

E. Evaluate Model 

Each model evaluation had the different targets. This 
research based on classification to use a confusion matrix table 
for the evaluation model which was a table used to evaluate 
prediction results compared to the actual. The indicated 
accuracy was the recall and precision of models by representing 
to graph by using the receiver operating characteristic curve 
(ROC) and area under the curve (AUC).  

III. EXPERIMENT RESULTS 

This section presented the experimental results of each 
automatic diagnosis model for risk of symptomatic venous 
thromboembolism. After preprocessing, we divided the VTE 
data with ratio training data per testing data 70:30. After that, we 
balanced the VTE data with 5 methods include Oversampling, 
Undersampling, Synthetic Minority Oversampling TEchnique 
: SMOTE, Class weight and Ensemble sampling. Finally, we 
apply to create the model results as presented in Table I. 

 

TABLE I.  THE EXPERIMENTAL RESULTS OF EACH MODEL 
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IV. CONCLUSION 

In this paper, we proposed to select an effective of the 
automatic diagnosis model for risk of symptomatic venous 
thromboembolism based on machine learning. This model will 
assist to diagnosis of professionals and medical doctor for 
treating patients more easily. The proposed system compared the 
3 effective techniques of machine learning for evaluating 
multifactorial venous thromboembolism. Developing the 
system passed through several steps starting from collecting, 
preparing and stratifying the data set and choosing the most 
accurate system model. Decision tree model represented the best 
performance model with an accuracy of 96.6 percentage by 
adjusting the balance data with the class weight method. 
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Abstract—The purpose of this paper is to provide 
descriptions of E-Commerce case situations and draw 
insightful conclusions from them. The document will be in 
a format with Ten E-Commerce Rules that are numbered 
here from 1 - 10 within the cases they represent. They can 
be applied in retrospect for discussion and in the future of 
new E-Commerce opportunities to help identify risk and 
give insight into ways to avoid it. This is a subset of available 
cases that will be released in a larger more detailed 
document for use in an academic environment for teaching 
about E-Commerce. Most of the SMB companies and 
participants have been hidden to protect those whose 
revelation could prove harmful.  

Keywords—E-Commerce; Risk; Shopping Cart; Payment 
Processing; Web Sites. 

I. INTRODUCTION 

My internet experience since 1998 includes a long list of E-
Commerce opportunities and situations where my services were 
employed to make SMB on-line shopping work. In some cases, 
it was merely to see if it could work. From those experiences 
comes a list of Ten E-Commerce Rules that are time tested and 
true from the real-world case summaries included here. 
Admittedly, they are based on the internet prior to Web 2.0 but 
the resulting Rules are still applicable even today. 
 

II.  CASES 

 
1. A commercial cleaning products company that was 

selling 55-gallon drums and 22 and 32 oz bottles of 
cleaning products using ShopSite [2] shopping cart 
installed and subsequent conversion to OpenCart [3].  

 
In early 2003 my four-year customer, a local wholesale 
distributor of his and I had a meeting to discuss installing a 
shopping cart on their website. As the meeting began, it was 
clear that the distributor had an idea to sell 55-gallon drums of 
cleaning solutions in an online shopping cart. “Those large 
drums won’t fit in a shopping cart” I said, indicating that the 
idea was not practical at the time. Most shopping carts then 

were B2C with B2B only just beginning and not likely to 
penetrate institutional cleaning purchase agents anytime soon.  
The distributor insisted, however, and the owner acquiesced 
yet cleverly agreed to a one-year test. So, I built the shopping 
cart with descriptions of twenty products with product “image 
not available” superimposed over images of 55- gallon drums. 
 

 
Image #1 – 55-Gallon Drum [1] 

 
After one year, only one 55-gallon drum was sold. As agreed, 
I was called in to discuss taking the shopping cart down. 
Before leaving, I suggested that since the cart was operational, 
and the product descriptions were already there, all I had to do 
was add images of their 22 oz and 32 oz containers with 
current pricing and he could sell them in the shopping cart. 
The owner agreed to a new test for that concept with me 
managing the cart and sending the orders to his facility for 
processing. 

 
Ironically, the shopping cart soon took off and within 
approximately 90 days, the owner asked me to build him 
another shopping cart with the disclaimer that it was being 
offered for customers that had no retail location within their 
local area. 

 
~E-Commerce rule #1. Try anything with a time sensitive test. 
Be willing to change course as needed and if it takes off, take 
immediate action. 

 
2. An independent drop ship distributor selling cleaning 

products in 22 and 32 oz bottles to consumers using 
ShopSite shopping cart.  
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Below is an image reflecting the sales from the shopping cart I 
continued after such a robust beginning. Of course, with the 
revenue I received from product sales commissions, it was 
agreed that I would complete the web site maintenance for 
them at no additional charge. 
 

 
Image #2 - 3-2009 (3 years of growth) [1] 

 
That arrangement seemed to work fine until the government 
dictated that the Material Safety Data Sheet (MSDS) was to be 
changed to Safety Data Sheet (SDS). All links between the 
Technical Data Sheet (TDS) for the product were linked to the 
product number followed by …msds. Consequently, all the 
MSDS file names and TDS links had to be manually changed 
to …sds on two websites for over 20 products to meet the 
compliance deadline.  

 
Fortunately, this presented us with a good time to update the 
SDS’s as pdf’s that I could put ‘inline’ in the pages. Then we 
no longer needed to update those SDS pages in HTML detail. 

 
~E-Commerce rule #2. When the government makes a 
compliance decree, waste no time in responding no matter 
how cumbersome it appears to be. Try to use the opportunity 
to your advantage to accomplish something on the ‘nice to do’ 
list simultaneously. 

 
Finally, as their investment in IT grew, they eventually ported 
their website over to different servers. With that migration 
came the shopping cart as well. But, their financial officer 
wanted a less expensive alternative to the monthly charge for 
ShopSite. That is how both carts had been installed initially.  

 
Because of my experience of migrating another customer from 
MivaMerchant [4] for the same reason, I quickly converted 
them to OpenCart [3], which was a proven and reliable object-
oriented public domain shopping cart still in operation today. 
My ShopSite [2] version continued until it was mutually 
ended in 2019, almost 15 years after initially started as a test 
to see if it could work. It most certainly did! 

 

~E-Commerce Rule #3 – There is a time for everything and if 
the situation dictates a change, cut your losses, make the 
change, and move on. 
 
3. A spa company selling chemicals, filters and accessories 

on-line using MivaMerchant [4], OS Commerce [5] and 
OpenCart [3] shopping cart software products at different 
times.  

 
I met the female half of the husband-and-wife team when she 
opened a new location next to one of my customers that I used 
to visit often. We became fast friends and when her website 
developer left for Texas, she turned to me to provide the local 
support she was looking to have. 

 
~E-Commerce Rule #4 – Keep your technical support nearby. 
Even with today’s collaboration, it is best they be near you. 

 
One challenge was to learn the functions of MivaMerchant, 
their shopping cart product. Of course, my first objective was 
to get a handle on their website, but it was not long before I 
tackled MivaMerchant as well. They became conscious of the 
fees for that service and rather than suggest moving to the 
more familiar ShopSite with fees of its own, I looked at the 
Object-Oriented offerings my hosting company made 
available at no additional charge. 

 
We looked at a couple of them such as OS Commerce [5], 
OpenCart [3] and ZenCart [6] to name a few. We landed on 
OS Commerce as it offered a sort/list capability that was of 
interest to the owner.  
 
After a minor technical glitch with OS Commerce, we 
switched to OpenCart and OpenCart continued to run just fine. 
 

 
Image #3 – Original Flash Template 2010 [7] 

 
4. BBD – One of the previous customer’s friends was 

interested in also selling Hot Tub Accessories online via a 
shopping cart. After completing modification of a suitable 
template, I built the cart and loaded up the products. But it 
never seemed to get off the ground. To stop the bleeding, 
we pulled the plug not long after it had begun. 
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Image #4 Online Accessory Template [8] 

 
~E-Commerce Rule #5 – Having a retail establishment in a 
large market to fuel online sales of additives, supplies and 
accessories does not necessarily translate well to a fully online 
entity somewhere else without that connection. 
 
Unfortunately, it was not allowed to be viewed as a test, and 
with an expectation of success, it was sad to end. If we had 
applied E-Commerce Rule #1 it would have worked better for 
all involved. 
 
5. A wedding location listed online images for both on 

and off-site wedding and event planning services. 

One of my earlier customers was an event facility. They 
performed event and wedding planning and on-site wedding 
ceremonies including dinners and receptions. They did very 
well and as I offered directory listing for customers, I even 
featured them on my wedding directory pages with the wedding 
picture of one of their staff members, 

 

Image #5 Wedding Directory [9] 

as well as an image from one of their wedding receptions. 

On his site we had created images from letters of reference and 
added those to his site. (E-Commerce Rule #10). Also, we 
designed an on-line form that had drop down lists for party size 
and estimated budget amount in ranges.  

Eventually, the owner wanted to attract some of the customers 
they were not able to reach because of their location. He 
decided to update his site with images of his site location and 
images of other sites in Greater Atlanta that he was able to use 
for events.  

With the acquisition of another domain name, we created a 
mirror image web site and linked the images on the left of the 
home page to the new one. 

Including directions for each location, the on-line form 
generated increased targeted results. 

 

Image #6 Pictures of event locations [1] 

We updated that on-line form with a location dropdown list and 
it worked just fine. Business was booming. Regrettably, the 
owner met a premature death from an accident in the Pacific 
Ocean not long after that. 

~E-Commerce Rule #6 – Do not be limited by what your 
situation dictates. Expand by offering what is available per 
diem and limit acquisition expenses. 

6. A delicatessen specializing in sandwich rolls uploaded 
their menu planning to sell the idea of creating a 
franchise. 

 
My regional prospecting one day brought me to a very good 
delicatessen for lunch. I asked for the owner and upon meeting 
her we began to talk about a website for the restaurant and 
how it might be designed. 

 
It seemed she had almost been waiting for me as when she 
began to describe how she wanted her menu displayed she 
knew exactly what she wanted. She also knew exactly how 
she wanted it to look. I had done a few menus in the past and 
it appeared that this would be a similar experience. That is, 
until I had given her a link to review what I had put together. 

 
The minute detail she had me go through seemed to be beyond 
the usual menu display, but I figured that was her style. 
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Consequently, I eagerly followed her instructions. What we 
ended up with was quite a menu indeed. And even I was 
impressed with the final version. 

 
Unfortunately, not long after we parted ways as she had sold 
her restaurant to a major franchising company complete with 
their own professional web site design staff. They were in 
position to take over the site and handle the marketing 
package for any additional franchisees.  

 
It turns out, she was using the design of her menu to attract 
suitors to establish the franchise tag all along. And although I 
did not get paid any more than I did for the other menus in the 
past, somehow there was a sense of pride that my design work 
had done the trick for her. She was always a most gracious 
customer and although tedious, my visits with her were always 
a pleasure. Not to mention the occasional exceptional free 
lunch. 
 

 
Image #7 The ‘Franchise Opportunity’  

(Rising Roll Gourmet Café’ web site) [10] 
 

I must admit, after going to their new website to research this 
paper, it appears that the menus have lost something in the 
translation. 

 
~E-Commerce Rule #7 – Always put your best foot forward 
online when looking to market your company. Suitors usually 
do not take a second look. 

 
7. A vacation property manager that was renting from an 

inventory of over 40 properties got a Flash web site, 
property rotating image galleries, and videos. 

 
At a local business networking event, I met the owner of a 
company that was renting property to vacationers in condos at 
the beach in Florida. We negotiated for a web site and I 
produced an exciting Flash site (2010) complete with music, 
property rotating image galleries and videos that replaced 
them as the videos became available.  

 
The ordering was conducted through email and phone and 
things were going along fine. Then, a service combined a 
calendar and scheduling automated service that far outstripped 
my capabilities and we amicably parted ways. 

 
Not long after that, I found out the Tenant associations in the 
condo buildings they rented out of changed their rules to 

restrict access for short term rental tenants. Their business 
dried up overnight.  
 
~E-Commerce Rule #8 – The assumptions underlying your 
business operations can change with the wink of an eye. Stay 
aware about outside related influences. 

 
8. A real estate group with three owner principals and 

multiple agents listed their properties online. 
 

Through another friend I was referred to three women that had 
started a real estate company and had been burned by a web 
site developer. They were left with virtually nothing to show 
for a substantial investment they had made. 

 
I went to work right away and with the help of a talented 
graphics artist family member of one of the three, and got the 
site running quickly. They had been left wounded by the 
previous web developer and did not have much left for my 
services, but my interest in quality was well respected, 
nonetheless. 

 
The problem was that after they finally realized the problem 
they were in, got together with me and got me going, the real 
estate market of 2009 started to nosedive. 
 

 

Image #8 Ended before it really began [11] 

It was not long before the real estate group of three had 
disbanded with each person going their own separate way. 

 
~E-Commerce rule # 9 – Make certain that you do not spend 
all your money in one place. Hold back a good percentage 
until you see actual working documents (with sources) that 
can be transferred to someone else if need be later. Remain 
cautious of web site prototypes. 

 
Unfortunately, they also were victims of E-Commerce Rule 
#8. 
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9. Three different food caterers who listed their menus 

online with party and event platter images. 1st caterer used 
a block of images representing menu items. 

 

2nd caterer web site image is below: 

 
Image #9 Home Page Template [12] 

 
All three companies were eager to display images of their 
most delectable offerings (1st and 3rd not shown). But what 
was missing was a customer reference tied to each one of 
those images. The first and third company had never thought 
to document those originally and the second one was too new 
in the business to have enough to be worthwhile.  
 
In all cases, it was a challenge to convince them that images 
alone were not enough to attract new customers. The cost 
associated with setting up that capability was beyond their 
budget expectations. 

 
~E-Commerce Rule #10 – Before beginning a web site, be 
certain to document images with customer reactions to your 
services. On the site, allow customers to post references with 
images and if possible, capture their reactions on video as part 
of your standard operating procedures at your events. 
 
Today, of course, customer testimonials in the form of videos 
are catching on, but even in the past, the most effective images 
were those that were directly representing actual customer 
testimonials. 
 

 
 
 
 
 

 
III. TEN E-COMMERCE RULES 

 
#1. Try anything with a time sensitive test. Be willing to 
change course as needed and if it takes off, take immediate 
action. 

 
#2. When the government makes a compliance decree, waste 
no time in responding no matter how cumbersome it appears 
to be. Try to use the opportunity to your advantage to 
accomplish something on the ‘nice to do’ list simultaneously. 

 
#3. There is a time for everything and if the situation dictates a 
change, cut your losses, make the change and move on. 

 
#4. Keep your technical support nearby. Even with today’s 
collaboration, it is best they be near you. 

 
#5. Having a retail establishment in a large market to fuel 
online sales of additives, supplies and accessories does not 
necessarily translate well to a fully online entity somewhere 
else. 

#6. Do not be limited by what your situation dictates. Expand 
by offering what is available per diem if possible and limit 
acquisition expenses. 

#7. Always put your best foot forward online when looking to 
market your company. Suitors usually do not take a second 
look. 

 
#8. The assumptions underlying your business operations can 
change with the wink of an eye. Stay aware about outside 
related influences. 
 
# 9. Make certain that you do not spend all your money in one 
place. Hold back a good percentage until you see actual 
working documents (with sources) that can be transferred to 
someone else if need be later. Remain cautious of web site 
prototypes. 

 
#10. Before beginning a web site, be certain to document 
images with customer reactions to your services. On the site, 
allow customers to post references with images and if 
possible, capture their reactions on video as part of your 
standard operating procedures at your events. 

 
IV. CONCLUSION 

 
I have close to twenty additional case studies and in the future, 
my plan is to expand this document to edit a small book of 
SMB E-Commerce web cases for use in the academic 
classroom environment. 
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Abstract—For decades, school attendance has an important
role in determining student success and ensuring that students
regularly come to classes. Traditionally, a sheet of paper and
a pencil or pen is used to document school attendance at
universities. In most cases, the professor would hand out a piece
of paper to a student. This student would mark their presence on
the paper sheet and pass it to the person sitting next to them. The
piece of paper would then travel throughout the classroom until
the final student received the paper. Finally, the piece of paper
would be given back to the professor or the teacher’s assistant,
so they may take note of which student is present and which
student is absent. In the age of the COVID-19 pandemic, this
method of taking attendance poses a great risk to possible disease
transmission. Everyone within the room would be touching the
same piece of paper, and sometimes students may even share
the same pen or pencil with their classmates. Everyone in the
classroom, including the professor, would be at risk if one student
were infected with the COVID-19 virus. This is attributed to
the attendance method. This paper proposes a zero-effort, zero-
interaction attendance method based on two aspects that are
currently present in a typical classroom: access points and a
student’s Wi-Fi enabled devices (e.g., smartphones). Our research
found this method to be a no-hassle attendance-taking method
that pinpoints where a student is within the classroom, without
the class suffering from any disruption in learning.

Index Terms—access point, attendance system, RSSI, Wi-Fi,
trilateration system, zero-effort, zero-interaction.

I. INTRODUCTION

USER authentication is critical in confirming a user’s
identity and their presence [1]. This same idea is used

in classroom attendance. Traditional methods of taking at-
tendance can be inaccurate. Students can mark their absent
classmates as present, so they do not miss out on points.
Besides, if attendance is taken at the beginning of class,

The research has been funded by:
(1) WiSys Spark Grant, Code WISYS-AAI7814, www.wisys.org/grants/spark.
(2) University of Wisconsin-Green Bay, College of Science, Engineering, and
Technology.

students could leave right after attendance is counted. Having
the professor take time out of their lesson in order to search
through the attendance or seating chart for each student takes
away valuable lesson time from the professor and the students.
The traditional pen-and-paper methods of attendance take
effort and cost the professor and class time.

COVID-19 pandemic has also shown how obsolete the
traditional methods of conducting attendance have be-
come—traditional pen-and-paper methods of attendance risk
the transmission of possible disease particles. The passing of
paper and the possibility of sharing writing utensils make it
challenging to keep others safe from the virus. As schools
are preparing to conduct more in-person classes, there is a
growing need for a safer and more hygienically friendly way
of conducting attendance. This can be achieved utilizing tech-
nology (i.e., access points broadcast signals) already available
in most modern classrooms and schools.

The proposed scheme aims to present a zero-effort and zero-
interaction method of classroom attendance. The presented
attendance system utilizes students’ smartphones and access
points located within the school. Most college students within
the twenty-first-century own Wi-Fi enabled devices that con-
nect to the outside world through the Internet. The principal
benefit of broadcast signals that the Wi-Fi-enabled devices can
receive and read them from different radio frequency technolo-
gies within range without being connected to the broadcaster.
The broadcast signals are utilized to take a student’s attendance
and submit it to his/her professor with requiring zero-effort and
zero-interaction to conduct attendance within the confines of
a worldwide pandemic safely.

In the next section, existing research regarding attempts to
modify school attendance systems is discussed technologically,
followed by the proposed scheme’s model and the experiments
that have been conducted.

U.S. Government work not protected by U.S. copyright
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II. LITERARY REVIEW

Several methodologies and solutions have been proposed
to mitigate the issue of classroom attendance and monitoring.
Each methodology and solution are unique, solving the prob-
lems in their own unique way.

In 2019 Koppikar, et al., showcase their solution in their
work titled, ”IoT Based Smart Attendance Monitoring Sys-
tem using RFID” [2]. The authors propose an RFID-based
attendance monitoring system using student or employee-
based identification cards. Students and faculty would need
to register themselves into the RFID attendance monitoring
program before attending their class. Registration would occur
through a graphical user interface. On the day of class, the user
would need to place their RFID tag near the RFID reader. The
information is then sent to an Arduino module to process the
information.

In 2020 Liu, et al., proposed using R-FCN technology and
video surveillance to monitor student attendance in their work
titled, ”Intelligent Counting System for Classroom Numbers
Based on Video Surveillance” [3]. R-FCN is used in this
scenario to detect targets within a given space. The work also
features different formulas for calculating the position of a
student. The layered feature maps ensure targets will not be
lost within the system. This solution needs stable classroom
lighting in order to remain effective.

Bai, et al., proposed in 2020 a facial recognition solution in
their work titled ”Design of Attendance System Based on Face
Recognition and Android Platform” [4]. This system requires
the use of the Adaboost algorithm and includes the calculation
of errors within the dataset. The system needs to detect a face,
run it through the algorithms, and then use facial recognition
algorithms to determine if the system detected the correct
person. This would require users to have pictures taken of
themselves while showing different facial expressions, and if
the user wears glasses, they will need to have pictures taken
with or without glasses.

In 2019 Zhi-heng and Yong-Zhen proposed using facial
recognition technology with a camera placed within the class-
room to monitor attendance, in their work ”Design and Imple-
mentation of Classroom Attendance System Based on Video
Face Recognition” [5]. The video feed from the classroom
camera is separated into still frames and relies on pictures with
stable lighting and clear facial features in order to accurately
verify the students. Like the previous work, this work also uses
the Adaboost cascade classifier to detect the faces quickly.
This proposal also discusses the advantages of using machine
learning to train the software. However, as mentioned, this
proposal relies heavily on clear lighting and positioning of the
camera.

Chennattu, et al., in 2019, proposed a fingerprint identifica-
tion system to monitor classroom attendance in their work
titled, ”Portable Biometric Attendance” [6]. On the user’s
end, the system would use an LCD and button interface. The
teacher and the students would need to scan their fingerprints,
where the teacher would be required to authenticate first before

the students. The teacher would terminate the attendance cycle
by scanning their fingerprint again. The data is then sent to
an AWS database. After the data is assorted into the correct
tables, it is then shown to all students.

As of today, there are a numerous number of attendances
extracting techniques. In 2019 a paper was published that was
based on a frequency distribution algorithm with passive RFID
tags to take attendance [7]. In 2020, another paper utilized
beacon frames to prove the location of users [8]. In addition,
a proposed system was published in 2020 that uses a single
image to tack attendance [9].

In this section, numerous attendance extracting techniques
have been discussed. The following section presents the pro-
posed scheme from different aspects.

III. SYSTEM MODEL

The proposed scheme aims to utilize the access points
broadcast signals to pinpoint students’ location by applying
the trilateriation approach. If the smartphone is found to be
within a certain distance and within the classroom confines, the
student is confirmed to be attending the class. However, if the
student’s cellular device is not found or is not determined to be
within the classroom’s confines, the student is found not to be
in attendance of the class. In the proposed scheme, students’
devices measure the Received Signal Strength Indicator (RSSI)
reading utilizing the broadcast signals, then transmit them
to a centralized application. The centralized application then
utilizes the collocated RSSI reading to determine a student’s
attendance status. A completed list of attendees vs. non-
attendees will then be sent to the professor, requiring zero-
interaction and zero-effort from neither students nor the pro-
fessor.

There are benefits to this method compared to other pro-
posed school attendance methods. Wi-Fi-enabled devices do
not necessarily need to be connected to the school’s access
points in order to receive the broadcast signals. Also, the
transmitted signals are limited to a physical area that limits
students from spoofing their locations or impersonating other
students, which means the student needs to be physically
within the classroom to be counted as present.

A. Architecture

The proposed scheme architecture consists of:

1) Participating devices: Wi-Fi-enabled devices, such as a
smartphone installed on it a relevant application.

2) Wireless access points are located within the school:
Access points utilize to determine a student’s position
within the room by automatically scanning the student’s
environment and sending the measured RSSI readings
off to the remote server.

3) A remote server collocates the RSSI reading received
from a student’s Wi-Fi-enabled device and determines
which students are present and which students are ab-
sent.

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 836



4) An application located on the server which totals the
calculations and sends the attendance list to the instruc-
tor.

The Proposed school attendance system is zero-effort and
zero-interaction as the data collection and verification occurs
without the users’ involvement, whether the user is the pro-
fessor conducting attendance or the student who is present in
class.

B. Operation

• Client-side interaction:
The student will need to register their device prior to
the beginning of the first day of class or the first day of
implementation. Then, the student enters the classroom
and finds a seat within the room. While this is occurring,
the professor enters the classroom and begins to prepare
for the lesson. As students begin to enter the classroom,
their wireless devices are started to receive the broadcast
signals that transmitted by schools’ routers. As the class
continues, the messages continue, sending the results
back to the server. When a class is over, the attendance list
is sent to the professor, that shows which students were
present in comparison to the students who were absent.

• Server-side interaction:
This section shows the authentication procedure between
the student devices, the access points, and the server. The
steps and an overview can be found in Figure 1

1) A student enters a classroom.
2) The server instructs the student’s device to scan.
3) The student’s device sends the needed information

(i.e., RSSI values) back to the server.
4) The RSSI values will be used with equation (1) to

calculate the distance from the student’s device to
the access points.

PLlog = PL0 + 10γ log10
d

d0
(1)

where PLlog is the transmitted power minus the
power which is received. PL0 is the path loss in dB,
γ is the path loss exponent, and d0 is the reference
distance (1m).

5) The results from step 4 will be plugged in equation
(2) to determine the student’s position (i.e., the
student’s x and y coordinates).

(x− x1)
2 + (y − y1)

2 = d21

(x− x2)
2 + (y − y2)

2 = d22

(x− x3)
2 + (y − y3)

2 = d23

(2)

6) The system uses the student’s position to determine
whether the student is present or absent. These
results get sent to the instructor at the end of the
lesson.

Fig. 1. School Attendance System Overview

IV. EXPERIMENT

This section describes the setup for our experiment and the
multiple experiments which were conducted. A smart device
was placed throughout the 18ft by 9ft room. The access
points were placed in a triangular position within the room.
The positions of the access points were measured for our
experiment. The smart device was also located in specified,
physically mapped locations, so we may scan the access points
along with the corresponding RSSI values. Our data was
then collected from the physically mapped access points and
calculated for authenticity.

A. Location Accuracy
Three experiments were conducted to test the location

accuracy of the devices using RSSI values. In each experiment,
the access points scanned for the devices 30 times from 7
different points. These values were then calculated, giving us
the first values, the maximum values, and the average values.
Results are shown in Tables I, II, and III below.

TABLE I
EXPERIMENT ONE (FIRST)

Actual points Calculated points Difference
(2 , 17) (4.2 , 14.3) 1.1 m
(3 , 2) (1.3 , 7.7) 1.8 m

( 4.5 , 9 ) (4.3 , 9.3) 0.1 m
( 5 , 14 ) (4.1 , 12.3) 0.6 m
( 6 , 2 ) (10.7 , -1) 1.7 m
( 7 , 2 ) (-0.1 , 7.4) 2.7 m

( 8 , 17 ) (6.4 , 9) 2.2 m

TABLE II
EXPERIMENT TWO (MIX)

Actual points Calculated points Difference
(2 , 17) (4.2 , 14.3) 1.1 m
(3 , 2) (1.5 , 7.3) 1.7 m

( 4.5 , 9 ) (3.3 , 10) 0.5 m
( 5 , 14 ) (3.8 , 12.5) 0.6 m
( 6 , 2 ) (5.3 , 4) 0.6 m
( 7 , 2 ) (1.3 , 6.6) 2.3 m

( 8 , 17 ) (4.6 , 9.9) 2.1 m
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TABLE III
EXPERIMENT THREE (AVERAGE)

Actual points Calculated points Difference
(2 , 17) (5.2 , 15.4) 1.1 m
(3 , 2) (1.4 , 7.5) 1.7 m

( 4.5 , 9 ) (3.9 , 9.9) 0.3 m
( 5 , 14 ) (4 , 12.6) 0.5 m
( 6 , 2 ) (7 , 2.4) 0.3 m
( 7 , 2 ) (3.2 , 4.5) 1.4 m
( 8 , 17 ) (10.5 , 15) 0.8m

B. Success Rate

In this experiment, the proposed scheme’s success rate was
assessed by applying every RSSI value to calculate the location
of the device using equation (1) and equation (2). The results
are showing in Table IV. The proposed attendance system
provided a 95.24% success rate that was calculated using
equation (3).

TABLE IV
SUCCESS RATE

Actual
N=210 Positive Negative

True TP = 108 FP = 4
False FN = 6 TN = 92

True Positive+ True Negative

N, Total number of a dataset
× 100 (3)

V. CONCLUSION

As shown from the experiments, the proposed attendance
system is an effective, zero-effort and zero-interaction method
for conducting attendance in a post-pandemic society. From
the results of our experiment, we believe our proposed at-
tendance system is a sound method due to its success rate
of 95.24%. The experiments were performed during different
times of the day, and we believe this system will encourage
instructors to take attendance in a safe and fool-proof way.
In the age of the pandemic, implementing an effective and
socially distant attendance method is integral for schools
across the world.
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Abstract— The purpose of this study is to identify how 

different government measures impacted the level of Covid-19 

influence on countries of similar nature.   Demographic, 

economic, health, and weather conditions were considered to 

identify countries that are inherently similar in nature. This 

grouping along with Covid-19 epidemiology data was used to 

cluster countries over a period of time after Covid-19 struck. We 

identified those countries which changed clusters over a time 

period and were influenced differently by the impact of Covid-

19. We then looked at the government measures through the 

stringency index of containment measures and observed a 

relation in how different stringency measures impacted the 

countries differently even though they belonged to the same 

original group. We also observed that countries that eased 

restrictions quickly after containment measures had to go back 

to the earlier stringent measures. Gradual ease of containment 

measure was more efficient in tackling Covid-19. The inherent 

grouping of countries done in our study can be used in the future 

as well to deploy similar measures when faced with Covid-19 

like pandemic situation. The strategies adopted on average by 

countries within each inherent cluster can become the base for 

handling Covid-19 or any such pandemic in the future. The 

significance of the work resides in the fact that the strategies 

would not be aligned to economic conditions of a nation 

(developed versus developing) or a single factor like healthcare 

facilities but based on a varied list of inherent factors using 

machine learning methods. 

 
Keywords — Covid-19, k-means, clustering, unsupervised 

learning, machine learning 

I. INTRODUCTION  

After Covid-19 struck the world in early December 2019 
and until the World Health Organization (WHO) declared the 
novel coronavirus outbreak as a public health emergency of 
global concern on 30th January 2020 [1], none of the 
countries were prepared on how to deal with such an 
emergency. There were varying degrees of strategies and 
responses adopted by different countries with varying 
degrees of effectiveness [2], [3], [4]. Some countries went as 

far as complete lockdown [5], [14] and other countries went 
for herd immunity (Sweden [16], [17]). Some countries tried 
for herd immunity, but due to increased infection rates and 
the associated burden on the health infrastructure of the 
nations they had to change the strategy to lock down and 
restrictions (United Kingdom [5]). There is no clear solution 
that people know might work for any particular country at 
any stage of the pandemic impact. 

 The purpose of this study is to help the countries identify 
what strategies they can adopt at what stage of a pandemic 
and what might work best for that country based on their 
socio-economic and other relevant parameters. The premise 
is that what might work best for one country may not be ideal 
for other countries at any given stage of the pandemic. Covid-
19 was one such pandemic which had a global impact where 
the majority of the countries were unprepared to handle such 
a crisis. This research using Machine Learning techniques on 
historical data of Covid-19 is an attempt to get meaningful 
suggestions for policy makers and governments to be better 
prepared for any such future risks based on the countries 
classification type at that point in time. 

There are already some studies done using machine 
learning techniques to predict the Covid-19 cases and its 
impact. One such study tried to identify the covariates that are 
important to predict the total confirmed cases and whether 
there are clusters of countries possibly associated with these 
covariates [6]. Data considered for this study was the global 
Covid-19 data for 133 countries from the worldometer 
website [18]. Their study indicated 4 major clusters of 
countries that contributed towards the global number of 
confirmed cases. This study only considered the Covid-19 
related data for the clustering purpose and doesn’t consider 
what type of country it was before  the pandemic struck. 
There is  an opportunity here to analyze why two countries 
which might be similar by demographic, economic, health 
and weather parameters before the pandemic could end up in 
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different clusters when affected by the pandemic. The 
difference could be because of the response action of the 
government agencies,  which is what we aim to analyse as 
part of this study.  

Another study applied supervised machine learning (ML) 
approaches to identify the key factors affecting COVID-19 
infected and death counts from a list of features including 
GDP, gender, ethnicity, health care, homeless, lockdown 
type, population density, airport activity, and age groups [5]. 
They concluded that population density, testing numbers and 
airport traffic emerge as the most discriminatory factors, 
followed by higher age groups (above 40 and specifically 
60+). We wish to consider these factors as part of our analysis 
for clustering purposes.  

Other studies on impact of weather [14], age [12], 
comorbidities [11], [12], vaccinations [13], economic and 
social factors [5] on the Covid-19 cases have also been 
carried out. The aim of those studies was  to see to what 
extent each of the individual attributes are correlated to the 
Covid-19 cases. But to the best of our knowledge there is a 
lack of study that looks at demographic, economic, health and 
weather parameters holistically together with the infection 
rate to identify clusters of countries.  

In this paper we tried unsupervised machine learning 
techniques like k-means clustering and agglomerative 
clustering to cluster a set of 142 countries. We took a 2-stage 
process where we first tried to identify which countries are 
similar in nature (fall into the same group) based on 
demographic, economic, health and weather conditions. This 
would give us an indication of the countries that are similarly 
placed with respect to the potential influence of pandemic on 
them. We then considered this information as a feature along 
with the global covid-19 data to see how the clustering of the 
countries within each original group changes over a period of 
time. This is a unique  approach  taken by the authors as the 
inherent nature of a country is considered as one of 
parameters in clustering along with Covid-19 data. Further 
based on the strategies adopted by different countries within 
the clusters we will aim to identify what strategy or 
combination of state policies might work best for the cluster 
to deal with Covid-19 impact. Our hypothesis is that most of 
the variation within the same inherent group  could be 
explained by a difference in the government response and 
mitigation strategies adopted by various 
countries.   This  analysis can  give  rich insights on 
what  response strategy is best for which inherent country 
group at any particular stage during the fight against 
pandemic like Covid-19. 

II. DATASET AND METHODS 

A. Dataset used for the Analysis 

We wanted to process several open-access datasets to 
collect parameters like the weather of the nation, general 
health index of people, medical facilities, economic 
conditions, poverty levels, population density, demographic 
details etc. to create an integrated dataset of overall factors that 
might impact COVID cases in the countries. One of the 
repositories that compiles this information is [19] and 
available here:  

https://github.com/GoogleCloudPlatform/covid-19-open-
data.  

We have used the GoogleCloudPlatfrom Covid-19 open 
data from 1st January 2020 till 11th of December 2020 for the  
purpose of this study. The main data set is this repository is 
daily level time series data that comprises demographic, 
economic, epidemiology, geography, health, hospitalizations, 
government response and weather data. We considered the 
data at country level and identified data attributes under 3 
categories:  

1. Demographic, economic, health and weather data 
(pre-Covid data) 

2. Covid-19 epidemiology data 

3. Data related to government measures and responses 

We have identified 142 countries for our analysis from the 
main data set. These countries have data captured for all the 
important attributes which are required for analysis. 

B. Methodology  

The data from the first category mentioned  in  the above 
section was used for clustering exercise to identify the 
inherent clusters that each of the 142 countries falls into. Since 
the data points considered in the first category don’t change 
by time series on a daily or monthly level, we have considered 
the data points for a date before the impact of pandemic. We 
selected a data view on the 15th of March 2020 for the filtered 
142 countries to carry out the clustering exercise. The 
mentioned data set has so many dimensions and few are 
similar to each other. In order to improve efficiency in forming  
clusters, PCA is performed. principal components are 
extracted with a goal of at least 90% explained variance. K-
means clustering (Fig. 1) and agglomerative clustering (Fig. 
2) was done on the data set and we found 4 prominent clusters 
emerging out of the analysis. 

We used the k-means clustering method with 4 clusters to 
identify the inherent groups of the 142 countries. Table 1 
captures the grouping of the countries from this clustering 
exercise.  

 
Fig. 1. Elbow plot of k-means clustering to identify inherent country 

clusters. There are 4 major clusters observed from the plot. 
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Fig. 2. Four major inherent country clusters observed from Dendrogram 

distances from agglomerative clustering exercise.  

We then used the epidemiology data of Covid-19 to 
generate a Covid-19 indexed monthly time series data. The 
day when each of the country reaches 10 Covid-19 cases is 
indexed as the start of the 0th time period. We considered a 
moving time period of 30 days to get to the monthly indexed 
time series data. The epidemiology data was normalized by 
per million population or as a percentage of Covid-19 cases to 
get all countries’ data to a comparable scale.  

TABLE I.  INHERENT CLUSTERS WITHOUT COVID-19 DATA 

Group 0 Afghanistan, Angola, Bangladesh, Burkina Faso, Burundi, 
Benin, Bhutan, Botswana, Ethiopia, Fiji, Gabon, Ghana, 
Gambia, Guinea, Equatorial Guinea, Guinea-Bissau, 
Guyana, Haiti, Indonesia, Kenya, Comoros, Laos, Liberia, 
Mali, Myanmar, Malawi, Mozambique, Namibia, Niger, 
Nigeria, Nepal, Papua New Guinea, Philippines, Pakistan, 
Rwanda, Senegal, São Tomé and Príncipe, Chad, Togo, 
East Timor, Tanzania, Uganda, Vanuatu, South Africa, 
Zambia, Zimbabwe 

Group 1 Armenia, Austria, Australia, Bosnia and Herzegovina, 
Belgium, Bulgaria, Belarus, Canada, Switzerland, Cyprus, 
Czech Republic, Germany, Denmark, Estonia, Spain, 
Finland, France, United Kingdom, Greece, Croatia, 
Hungary, Israel, Iceland, Japan, South Korea, Lithuania, 
Luxembourg, Latvia, Moldova, Mongolia, Malta, 
Netherlands, Norway, Poland, Portugal, Romania, Serbia, 
Sweden, Slovenia, Slovakia, United States of America 

Group 2 China, India 

Group 3 United Arab Emirates, Antigua and Barbuda, Argentina, 
Barbados, Bahrain, Brunei, Bolivia, Brazil, Bahamas, 
Belize, Chile, Colombia, Costa Rica, Cuba, Cape Verde, 
Dominican Republic, Algeria, Ecuador, Egypt, Grenada, 
Guatemala, Honduras, Iraq, Iran, Jamaica, Jordan, Kuwait, 
Lebanon, Saint Lucia, Sri Lanka, Morocco, Mauritius, 
Maldives, Mexico, Malaysia, Nicaragua, Oman, Panama, 
Peru, Paraguay, Qatar, Saudi Arabia, Solomon Islands, 
Singapore, Suriname, El Salvador, Thailand, Tunisia, 
Turkey, Trinidad and Tobago, Uruguay, Vietnam, Samoa 

 

The inherent group number from the earlier mentioned 
clustering exercise is also considered as one of the attributes 
for identifying the cluster of the countries post Covid-19 
impact. We then performed the k-means clustering to identify 
7 clusters (Fig. 3) into which the countries can fall into as the 
impact of Covid-19 progressed over the indexed time period. 

 
Fig. 3. Elbow plot of k-means clustering of post Covid-19 impact on 

countries shows 7 major clusters. 

We then looked at each of the inherent groups individually 
to see how the countries which stacked up together in the same 
cluster pre-Covid moved into different clusters based on the 
extent of Covid-19 impact. The difference and movement of 
different countries into different clusters from the same 
inherent clusters can be attributable to the responses and 
measures taken by the local governments which we evaluated 
through the stringency index parameter provided by Oxford 
Covid-19 government response tracker [20]. The stringency 
index captures all the containment and closure policy 
indications along with the public information campaign 
indicator. 

III. RESULTS AND OBSERVATIONS 

A. Results from Group Level Clusters 

When we observed the countries from Group 0 from Table 
1, for the differences in impact of Covid-19 we didn’t notice 
much difference. All those countries continued to fall in the 
same cluster post Covid-19 impact which also didn’t change 
over a period of time. Same goes for the Group 2.  

There were some differences noticed between a few 
countries from Group 1 as depicted in Fig. 4. The differences 
were pronounced after time period 6 and later. Till period 6 
mostly all countries continued to fall under the same cluster 
barring a couple of exceptions. For the purpose of further 
analysis in this paper we are considering the time period 6 as 
a representative view of the differences between the countries. 
This also provides a good time period for evaluating the 
different measures adopted by various countries as the 
governments would have got enough time of 6 months to act 
upon the pandemic threat.  

From Fig. 4 we could notice that while most countries had 
similar impact there were a few countries which ended up 
being different. Belgium, Denmark, France, Iceland, Israel, 
Malta and the United States are countries which fell into 
different clusters compared to the rest of the nations. Among 
them Belgium and France seem to have experienced unique 
scenarios because of Covid-19.  

Similarly, for Group 3 there were a few countries which 
had different impact than the rest of the countries in the same 
group. Argentina and Brazil had similar experiences while 
Bahrain, Jordan, Kuwait, Maldives, Panama, Qatar and 
Trinidad and Tobago had different experiences in dealing with 
Covid-19 as shown in Fig. 5. 
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Fig. 4. Clustered view of countries in Group 1 at time period 6 (roughly 6 months) after the start of Covid-19 shows countries that show different behavior 
compared to others (Belgium, Denmark, France, Iceland, Israel, Malta and the USA). 

Fig. 5. Clustered view of countries in Group 3 at time period 7 (roughly 7 months) after the start of Covid-19 shows countries that exhibit different behavior 
than the others in the group (Bahrain, Jordan, Kuwait, Maldives, Panama, Qatar, Trinidad and Tobago) 

 

B. Analysis of Government Measures 

To analyze the government measures we looked at the 
stringency index of countries within each inherent group and 
the observations for Group 1 are captured in Fig. 6, Fig. 7 and 
Fig. 8. Note that as a representative of Group 1 we considered 
Germany as reference which happens to fall in the same 
cluster as the rest of the typical countries in Group 1. 

Measures taken by the government generally played an 
important role to curb Covid. As mentioned earlier, countries 
from the group 1 like Belgium, Denmark, Malta, Israel, 
Iceland and France not only had a difference in Covid spread 
but also in the measures taken by the government in 
comparison to other countries. Countries like Denmark and 
Iceland Israel did not have a complete lockdown in the month 
of march to June unlike other countries which can clearly be 
observed in Fig. 7. Iceland never had a complete lockdown 
through 2020. Though these countries had restrictions in a 
limited scale, the lockdown and strict curfew were imposed 
widely later in Q3 2020. 

Belgium had early government measures related to 
containment compared to other countries as observed from 
Fig. 6. This resulted in fewer cases in Belgium and because 
the government continued with the containment measures, it 
stayed comparatively different from the rest of the countries 
in the group. 

On the other hand France imposed a lockdown in march and 
relaxed the lockdown at the end of April. Similarly Israel had 
varying government measures related to containment and 
lockdown. As France  and Israel had a rise in cases, the 
countries went into lockdown again and had curfew during 
later parts of 2020.  

 It can be observed from Fig. 9 that both Argentina and 
Brazil had stricter government measures as compared to the 
average of the countries in the inherent Group 3. While no 
specific pattern could be observed for the other countries 
(Bahrain, Jordan, Kuwait, Maldives, Panama, Qatar and 
Trinidad and Tobago) that differed from average of Group 3, 
it can be observed from Fig. 10 that these countries tried to 
alter the containment policies a bit too quickly resulting in 
going back to the earlier stricter measures. 
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Fig. 6. Stringency index comparison between Germany & Belgium over a time period of 10 months from start of Covid-19. Notice the early government 
measures adopted by Belgium.  

 

Fig. 7. Stringency index comparison between Germany, Denmark and  Iceland. Notice Iceland had little government restrictions while Germany was more 
proactive to take appropriate containtment measures. 

 

Fig. 8. Stringency index comparison between Germany, France and Israel. Notice how France and Israel had to go back to stricter restrictions because of 
faster easing of government measures.  
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Fig. 9. Stringency index comparison between Average of Group 3 countries, Argentina and Brazil. Argentina had more stricter measures which were eased 
out in a very gradual manner which seemed to help fight Covid-19 effectively.  

 

Fig. 10. Stringency index comparison between average of Group 3 countries and other deviating countries. Gradual easing of restrictions seem to be ideal. 

IV. DISCUSSIONS AND CONCLUSIONS 

This study looked at identifying inherent groups of 
countries from a perspective of potential impact to pandemic 
like Covid-19. These countries within each group can 
continue to be looked at as a cluster for policy decisions 
making in future and potential impact from Covid-19 like 
scenario in future. The impact of Covid-19 on some of the 
countries within each inherent group was different most 
possibly due to the government containment measures and 
policies adopted locally. While it is obvious that countries 
which took a stringent containment policy stood out from the 
rest and also the other way around as well, one observation 
that came out from our study is that countries which eased out 
the restrictions within a month or two had to suffer adverse 
consequences and had to go back to the earlier restrictions. 
Examples being France, Israel (Fig. 8), Jordan and Trinidad 
and Tobago (Fig. 10). The observation infers the countries to 
start with stricter containment measures quickly and ease out 
restrictions slowly and gradually rather than sudden eases. 
Argentina (Fig. 9) is a good example of how the restrictions 
could be eased out in a controlled way, so the countries won’t 
have to go back to stricter measures to avoid a spike in cases.  

 

Oxford Covid-19 government response tracker [20] 
captures various containment, health system, economic 
policies taken by 180 countries. A combination of various 
parameters are used to calculate four major indices - overall 
government response index, containment and health index, 
stringency index and economic support index. This study only 
evaluated the effect of the stringency index (which  majorly 
captures the containment and closure policies) on the 
differences of Covid-19 impact on similarly grouped 
countries. We didn’t look at the combination of all the indices 
or permutations  and combinations of the indices on what 
impact it would have on the way countries were impacted by 
Covid-19. That could be a good next step to this exercise to 
understand which indices could have a major impact on 
countries falling into different clusters and which indices 
might have a high correlation with the Covid-19 cases.  

Further analysis could also be conducted at the individual 
indicators which contributed significantly towards the 
stringency index like closing public transport, restrictions on 
public gathering etc. This will help to understand what 
measures works better for a specific cluster. 
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Abstract -- With the increasing number of health issues 

reported due to obesity and overeating, people have become 

cautious about their diet intake to prevent themselves from the 

diseases such as hypertension, diabetes, and other heart related 

problem which are caused due to obesity. As per the data shared 

by WHO, at least 2.8 million people are dying each year because 

of being overweight or obese. The important part of any healthy 

diet plan is its calories intake. Hence, we propose a deep 

learning-based technique to calculate the calories of the food 

items present in the image captured by the user. We used a 

layer-based approach to predict calorie in the food item which 

include Image Acquisition, Food item classification, Surface 

area detection and calorie prediction. 

Keywords – Mask R-CNN, ROI (Region of Interest), IOU 

(Intersection Over Union), Resnet 50 

I. INTRODUCTION 

It is very important in today’s time that people should be 
aware of what they are consuming and what will be its impact 
on the body. So, a system that can help individuals to maintain 
their calories intake is very important. Most of the world’s 
population live in countries where overweight and obesity 
kills more people than any other health disease. The problem 
here is not about having enough food, it is about the people 
not knowing what is in their diet. If people could estimate their 
calorie intake during a day, they can easily decide on the 
number of calories they want to consume. However, managing 
calorie intake is a very cumbersome task which involves the 
people to manually keep a track of food item they have 
consumed throughout the day and they must determine the 
calories they have consumed. This process is not only manual 
but also inaccurate as the calorie estimation not only depends 
on what you are eating but also depends on how much are 
having.  

With the advancement in the field of image processing 
techniques, the image recognition models are in demand. 
Researchers are aggressively deploying image recognition 
model for various uses such as self-driving cars, cancer 

detection, video frame analysis etc. Researchers have also 
shown keen interest in predicting the calories present in the 
food item with the help of the image. Researchers have used 
various machine learning and deep learning techniques to 
perform the task of calories estimation with the help of 

supplied images. 

Manal Chokr and Shady Elbassuoni (2017) [8] proposed 
a solution in which they used the supervised learning 
technique to perform the single food classification and its 
calorie prediction. They used the model which takes an image 
of the food item as input and provides the calorie as output. 
They developed a Mathwork Image Process tool which was 
used to extract features from the image. Extracted features 
were then compressed and fed to a classifier and regressor to 
identify the food type and determine the size of the food item 
respectively. Finally, the output of both classifier and 
regressor is fed to another regressor which provides the 

calories as the output. 

Parisa Pouladzadeh1, Abdulsalam Yassine1, Shervin 
Shirmohammadi (2015) [9] developed a deep learning-based 
model which takes a food image clicked from the mobile 
camera which is capable of estimating calorie for the mixed 
portion of the food item as well. The dataset used 
contained 3000 images clicked under different condition with 
different camera model and then the clicked image is given 
as input. They used color segmentation, k-mean clustering, 
and texture segmentation tools. They employed Cloud SVM 
and deep neural network to increase the performance of the 
image identification model. For calorie prediction they used 
the reference object approach wherein they mandated the 
presence of the thumb in the image so that their model can 
use the thumb present in the mage as reference for the size 
estimation of food item present in the image which helped in 

calorie estimation. 

In earlier researches, the researchers have collected 101 
different food images [10] such as Chicken Wings, Tacos, 
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Bread pudding etc. The dataset has 101 food categories with 
101000 images where most of the images contains mixed 
food items. They used 750 images for model training purpose 
and 250 images for testing purpose. They used model based 
on Random Forests to mine discriminative visual components 
and efficient classification of the images. However, they used 

the model for the image classification only 

Nowadays, there are many android and web-applications 
available which allows users to track the food intake to help 
them manage their calorie. However, these applications rely 
on the users to manually select the food items they had and the 
size and dimension of the food items they ate to track record 
of the diet and to further estimated the calorie consumption. 
This process is not accurate as it is almost impossible for the 
user to input the accurate food size they ate. 

 Hence, we propose a solution to this problem. The 
proposed model can predict the calories user consumed with 
the help of the image of the food portion user had. The model 
basically makes use of layered approach wherein each layer 
performs different tasks. The first layer takes the image as 
the input from the user and prepares it to be fed to the second 
layer. The second layer employs the deep learning method 
known as Mask R-CNN which performs the food 
identification task along with the bounding box and mask 
generation. The third layer calculated the surface area covered 
by the food items which in turn is fed to the last layer. The 
fourth layer predicts the calories consumed by the user based 
on the surface area covered by the food item present in the 
supplied image. 

The model provides satisfactory results in estimating the 
calories intake by the user with the help of image. This model 
uses the dataset which contains 638 images of food item which 
belongs to 6 different categories (Apple, Oranges, Omelet, 
Pizza toast, Banana and Idli). These images are collected from 
internet, hand-picked from the available dataset such as Food 
101[4], UNIMIB2016[5] and UEC FOOD-100[6]. The 
images are preprocessed as per the model requirement and 
used to train our model. 

In this paper, the model employs Mask R-CNN deep 
learning technique for the mask and bounding box 
determination for the image containing different food items 
which helps the model to identify the food item, estimate the 
surface area occupied by the food item and to determine the 
calorie associated with it with the help of defined 
mathematical formula. The model provides the satisfactory 
results in determining the calorie in the food portion present 

in the image. 

II. MATERIALS AND METHOS 

A. Overview  

 Our model takes Image of the food items as input and give 
calories of the food item as output. In this there are number of 
middle process which are done to achieved to this. Firstly, 
food item whose calorie need to be predicted is identified in 
the captured image. After the food item identification its size 
and volume are determined and at last food calorie is 
estimated to 128*128 pixels before they are used in the model. 
Mask R-CNN Algorithm is used for image recognition and 
calorie prediction is done using approximate proportion 
approach format. 

B. Dataset  

Our dataset has six different food items. Dataset is custom 
generated by selecting food item image from internet and by 
selecting images from the existing dataset such as Food 101. 
Food Item are Banana, Pizza Toast, Orange, Idle, Hot Dog, 
Omelet. 

  

Fig.1.: Dataset details 

As images are gathered from different sources it is important 
to scale them, so they are scaled to 128*128 pixels before they 
are used in model Also images are manually annotated using 
Pixel Annotation tool and masks are created for model training 
purpose. 

C. Food-Item Identification 

 We use instance segmentation to create a pixel wise mask 
of object in the image. This technique gives us more granular 
understanding of the food data in the image. Here we use 
Mask R-CNN for image segmentation which used ROI and 
IOU to generate bounding boxes, provide labels and mask. 

As in figure 2. Bounding box is created across the 
identified food item and label omelet is assigned to the food 
item. 

 

Fig.2: Mask output of omelet  

 Mask R-CNN is a deep neural network aimed to solve 
instance segmentation in machine learning. It separates 
different objects in an image or a video and gives out the 
objects bounding boxes, classes and masks. There are two 
stages in mask R-CNN first is to generate a proposal about the 
reason where there might be an object based on the input 
image second is to predict the class of the object, refines the 
boundary boxes and generate mask in pixel level. Both stages 
are connected to the backbone structure which helps in feature 
extraction. Here we are using Resnet 101 as backbone. Mask 
R-CNN Model is initialized with preloaded weights.  
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Fig.3: Mask R-CNN Model 

 

To train a Mask R-CNN based image recognition model, we 
need many images to train deep learning models. Since the 
dataset we collected is not large enough to train the model, 
we used transfer learning approach from matterport 
repository [7]. 

With the help of transfer learning, instead of training a 
model from scratch, we started with a weights file that is been 
trained on the COCO dataset. COCO dataset contains lot of 
images (~120K), so the trained model weights have already 
learned a lot of the features common in natural images, which 
really helps.  

D. Food Calorie Prediction  

As the same food can be taken at different depths to 
generate different picture sizes, we need a method to calculate 
calorie or estimate the size of the food in a real-world scenario. 
After we get the desired food items detected along with their 
masks, we need the real object sizes, which is not possible 
through a pin-hole camera image alone. So, we take a 
referencing approach that references the food-objects to the 
size of the pre-known object to extract the actual size of the 
food contained in that specific image. 

 For food calorie prediction, method used is approximation 
of proportions. In this approach calorie per mask of the food 
class is taken as reference for predicting calorie of the input 
image. A spread sheet has been prepared containing “Class”, 
“Calorie Per Mask”, “Minimum Calories”, “Maximum 
calorie”. 

 

Fig.4: Calorie details used in predicting food calorie 

In Proportion Approximation Approach each image has 
been scaled to the size of (128*128) and segmented area of the 
food class is calculated and further multiplied with “Calorie 
per Mask “. 

 

III. EXPERIMENTAL RESULTS 

In this section we present the experimental result of all the 
sections like Food identification which generate bounding 
boxes, provide labels and mask. Dataset is divided in train and 
test (Validate) set in the ration of 80:20.  

A. Dataset Inspection  

Our dataset has six food items named banana, Pizza Toast, 
omelet, orange and idle. 

 

Fig.5: Food classes in dataset 

 

Images are of different lengths, so we converted them to 
128 * 128 and loaded them. Similarly, mask images had also 
converted them to 128 * 128. Initial dataset was class 
imbalanced, so we added more images and did data 
augmentation. 

 During Visual dataset inspection it was observed classes 
were initially imbalanced, which were balanced by adding 
new images. Also, Image size is changed to 128*128. 
Minimum class image is 101 and maximum class image is 
113. 

Fig.6: Initial Visual representation of dataset 

 

B. Food Item Identification 

Our goal is to identify the type of food item after extracting 
the features from the image. Here Mask R-CNN is used to 
generate bounding box, assign labels and mask to the image. 

Analyzing images and mask after preprocessing, 
converting to 128 * 128 dimensions. 
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Fig.7: Analyzing images and mask after preprocessing 

 

 

Fig.8: Analyzing activation of hidden layers 

C. Calorie Prediction  

A referencing approach that references the food-objects to 
the size of the pre-known object to extract the actual size of 
the food contained in that specific image. Refer figure 4 

 

Fig.9: Actual Image- Image before Mask R-CNN and calorie prediction 

 

Fig.10: shows 242 calories for pizza toast - Image after Mask R-CNN 
and calorie prediction 

D. Visualization Of Model Accuracy & Loss 

 

 

Fig.11: Overall loss while training the Train dataset  

 

 

Fig.12: Overall loss while Validating/testing the Test dataset 
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Fig.13: Classification loss while training the Train dataset 

 

Fig.14: Classification loss while Validating/testing the Test dataset 

 

 

 

Fig.15: Confusion matrix while Training the Train data ( 0=BG 
,1=Orange, 2=hot dog, 3= omelet ,4=banana, 5=pizza toast , 6=idli ) 

 

 
Fig.16: Confusion matrix while Validating/testing the Test data ( 

0=Background ,1=Orange, 2=hot dog, 3= omelet ,4=banana, 5=pizza toast , 
6=idli ) 

 

IV. CONCLUSION 

In this paper, we have used the deep learning-based model 
to predict the total calories of the food item present in the 
image. To develop this solution, we used Mask R-CNN 
technique to create mask and bounding boxes. This in turn 
helped the model to calculate the surface area occupied by the 
different food items in the image which further facilitated the 
model with the ability to satisfactorily predict the calories 
associated with each food item. Calorie are estimated with the 
help of mathematical formulas which compares the proportion 
of the image occupied by each food items and determines the 
calories associated with it. 

In future work, we plan to extend the scope of model by 
increasing the ability of the model to identify a greater number 
of food items instead of 6 food items, which we used in our 
current dataset. The dataset we used contain 638 images of 
food item with 6 different categories, which will be extended 
in our next model. Finally, we would like to calculate the 
calories of the food item based on their volume with the help 
of 3D images. As the technology is advancing, it would be 
interesting to work on the model development which can 
handle 3D image as input and predict the calories of the food 
item with better results. 
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Abstract. The article describes an improved 

implementation of the encryption scheme based on the 

automorphism group of Ree function field. Our proposal is 

to use the Ree function field automorphism group to encrypt 

the whole group with key bindings. We extended the 

logarithmic signature to the entire group and got changed 

the encryption algorithm to protect against a sequential key 

recovery attack. 

Keywords: MST cryptosystem, logarithmic signature, 

random cover, automorphism group, Ree function field. 

I. INTRODUCTION 

The advent of quantum computers capable of solving 
arbitrarily complex problems casts doubt on the existence of 
modern cryptography. Classical public key cryptographic 
protocols exploiting the idea of the complexity of solving 
the problem of factoring large numbers. This idea become 
insecure with implementation of quantum algorithms. The 
implementation of cryptosystems resistant to quantum 
cryptanalysis becomes relevant. The idea of constructing 
public-key cryptosystems on the basis of the intractable 
word problem was proposed in 90th. The basis is the use of 
permutation groups. One possible solution is to exploit the 
idea of Wagner and Magyarik, which proposed the concept 
of a cryptosystem based on the unsolvable problem of words 
in groups and semigroups [1]. Birget et al. [2] projected this 
idea into a public key cryptosystem with finite generated 
groups. The type of cryptosystems based on group 
factorization has developed rapidly [3-7]. 

In 1986, Magliveras [5] proposed a symmetric 
cryptosystem based on factorization in finite permutation 
groups called logarithmic signature (LS). In 2009, Lempken 
et al. [4] developed a new public key cryptographic system - 
MST3, based on random covers and Suzuki 2-group. In 
2008 Magliveras et al. [8] presented a comprehensive 
analysis of the MST3 cryptosystem and stated that the 
transitive logarithmic signature is not suitable for the MST3 
cryptosystem. In 2010, Svaba et al. [6] analyzed all 
published references to attacks on MST cryptography and 
built a more secure eMST3 cryptosystem by adding a secret 
homomorphic coverage. In 2018, T. van Trung [9] proposed 
a general method for constructing strong aperiodic 
logarithmic signatures for abelian p-groups and contributed 
to the practical application of MST cryptosystems. Since the 

2000s, several dozen group cryptosystems schemes have 
been proposed. Further development of MST3 
cryptosystems is proposed in [11–13].  

In this paper the implementation on multiparameter 
groups are considered for the first time. The main idea lies 
in the plane of solving the problem of optimizing overhead 
costs by reducing the large size of keys and increasing the 
efficiency of the encryption (decryption) algorithm. It was 
shown that on groups of large order it is possible to 
construct cryptosystems with calculations of the LS outside 
the center of the group over finite fields of small dimension. 

The implementation of an encryption algorithm with LSs 
based on the automorphism group of the Ree function field 
[13] allows increasing the size of the cipher text and 
reducing the requirements for the size of LS. At the same 
time, despite the very large order of the group, the secrecy 
of this implementation turned out to be unrelated to the 
order of the automorphism group of the Ree function field 
and is determined by the dimension of the finite 
representation field. This article discusses brute force 
attacks on key recovery for a cryptosystem with of the Ree 
group of automorphisms and presents a new encryption 
algorithm with associated keys. 

II. ENCRYPTION SECRECY BASED ON THE GROUP OF 

AUTOMORPHISMS OF THE REE FUNCTIONAL FIELD 

The concept of constructing the MST cryptosystem is 
based on application of non-commutative group algebra to 
cover the logarithmic signature. LS as a mapping is given 
by the following definition 14]. 

Definition 1 (cover (logarithmic signature) mappings). 

Let [ ]1,..., s
A Aα =  be a cover (logarithmic signature) of 

type 1 2( , ,..., )
s

r r r  for G  with ,1 ,2 ,, ,...,
ii i i i rA a a a =   , where 

1

s

i i
m r== ∏ . Let 1 1m =  and 1

1

i

i j j
m r

−

== ∏  for 2,...,i s= . Let 

τ  denote the canonical bijection 

1 2
: ...

sr r r mτ × × × →� � � � , 

( )1 2

1

, ,...,
s

s i i

i

j j j j mτ
=

= ⋅ . 

Then the surjective (bijection) mapping ' :
m

Gα →�  

induced by is 

( )
1 21 2'

sj j sjx a a aα = ⋅ ⋅⋅ ⋅  
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where ( ) ( )1

1 2, ,...,
s

j j j xτ −= . 

More generally, if [ ]1,..., s
A Aα = is a LS (cover) for, 

then each element g G∈ ∈ can be expressed uniquely (at 

least one way) as a product of the form  

1 2 s
g a a a= ⋅ ⋅⋅ ⋅ , 

for 
i i

a A∈ . 

Let G  is ultimate nonabelian group with nontrivial 

center Z , such that G  does not decompose over Z . 

Suppose that Z is quite large, such that the search is over Z  
is computational impracticable. 

The cryptographic hypothesis, which is the basis for the 

cryptosystem, is that if 1 2 ,[A , A ,..., A ] : ( )
s i j

aα = =  – 

accidental cover for a "large" matrices S  at G , then search 

for the layout 
1 21 2 sj j sjg a a a= ⋅ ⋅⋅  for any element g G∈  

relatively α  is, in general, not a solvable problem. 

One of the concepts of secrecy is based on use of 
aperiodic logarithmic signatures. Constructions of aperiodic 
logarithmic signatures are widely presented [9,16]. Research 
and estimates carried out in [9] are quite optimistic. There 
are also questions for MST cryptanalysis related to group 
algebra. We omit the subtle issues of basic attack analysis 
here, although the details are essential. 

The MST implementation cryptosystem on the group of 
automorphisms of the Ree function field exploits the idea 
that good implementation and secrecy characteristics can be 
obtained on a large-order multivariable group.  

The group of automorphisms of the Ree function field is 

defined over a finite field qF , 2 13 sq += , where \{0}s N∈  

and 0 3sq =  [10]. 

The Ree function field F over K  is defined as 

( , , )S K x y z=  where  

0

02

( ),

( ).

qq q

qq q

y y x x x

z z x x x

− = −

− = −
 

It has 3 1N q= +  rational places and genus 

0 03 ( 1)( 1) / 2g q q q q= − + + .   

The automorphism group A  of F  is the Ree group 

Ree( )q  and has order 3 3Ree( ) ( 1)( 1)q q q q= + − . 

Let P∞  denote the unique pole x  in F . Let 

{ }( ) : ( )A P A P P Aσ σ∞ ∞ ∞= ∈ = ⊂ . 

( )A P∞  consists of all automorphisms , , ,a b c dψ  with 

, , , , 0a b c d K a∈ ≠ , which are defined as  

0 0

0 0 0 0

1

, , ,

2 1 1 2

: q q

a b c d

q q q q

x ax b

y a y ab x c

z a z a b y ab x d

ψ +

+ +

+


= + +


− + +

a

a

a

 

We have 3( ) ( 1)A P q q∞ = − , and the subgroup ( )A P∞  is 

a maximal subgroup of A .  

The each element of ( )A P∞  can be expressed uniquely 

( ) { }{ }( , ) : \ 0 , , ,q q qA P S a,b,c d a F F c b d F
∗

∞ = ∈ = ∈ , 

where [ ]( , ) , , ,S a,b,c d a b c d=  and group operation is 

defined as 

( ) ( )

(

)

0 0 0 0 0

0

1 1 1 1 2 2 2 2

1 2 1

1 2 2 1 2 2 1 2 1 2 2 2 1 2 2 2 1

2 1

2 1 2

, , , , , ,

, , ,q q q q q

q

S a b c d S a b c d

S a a a b b a c a b b c a b b a b c

a d d

+ +

+

⋅ =

+ + + −

+ +
 

The identity is the 4-triple [ ]1,0,0,0  and the inverse of 

( ),S a,b,c d  is 

( ) ( ( )

( ) )

0
0

0
0 0 0

11 ( 1)1 1 1

2 1 (2 1) (2 1)1

, ,

.

q
q

q
q q q

S a,b,c d S a , a b, a b a c

a b a b c a d

+− − +− − −

+ − + − +−

= − −

− − −
 

The encryption scheme based on the automorphism 
group of the Ree function field was proposed in [13] The 
correctness of the proposed algorithm was also verified by 
practical assessment.  

For the purposes of cryptoanalysis of encryption scheme 
let’s consider key generation and encryption steps as 
follows.  

Input: a large group on the field qF , 
2

03q q= , 0 3sq =  

( ) { }{ }( , ) : \ 0 , , ,q q qA P S a,b,c d a F F c b d F
∗

∞ = ∈ = ∈ . 

Choose a tame logarithmic signatures 

( )( ) 1( ) ( ) ( )
,...,k k s k ij k

B B bβ  = =  , ( ) ( )
( )ij k

b A P∞∈  of type 

( )1( ) ( ),...,k s kr r , 1, ( )i s k= , ( )1,
i k

j r= , ( )ij k qb F∈ , 1,3k = . 

Group element ( )
( )ij k

b  has a value in only one 

coordinates b , c  or d , respectively.  

Select a random covers 

( ) ( )
1 2 3 4( ) 1( ) ( ) ( ) ( ) ( ) ( )( )

,..., , , ,k k s k ij ij k ij k ij k ij kk
A A a S a a a aα  = = =   

of the same type as ( )k
β , where ( )ij

a A P∞∈ , 

{ }
1 2 3 4( ) ( ) ( ) ( ), , , \ 0ij k ij k ij k ij k qa a a a F∈ , 1,3k = . 

Choose 0( ) 1( ) ( ), ,..., ( ) \
k k s k

t t t A P Z∞∈ , 

( )
1 2 3 4( ) ( ) ( ) ( ) ( ), , ,

i k i k i k i k i k
t S t t t t= , (k) jit F×∈ , 0, (k)i s= , 

1, 4j = , 1,3k = . Let’s s(1) 0(2)t t= , s(2) 0(3)t t= . 

Construct a homomorphism 
k

f , 1,3k =  defined by  

( )( ) ( )1 1 2 3 4 1 2 3, , , 1, , ,f S a a a a S a a a= , 

( )( ) ( )2 1 2 3 4 2 3, , , 1,0, ,f S a a a a S a a= , 

( )( ) ( )3 1 2 3 4 3, , , 1,0,0,f S a a a a S a= . 

Let's do the following calculations  

( )( )( )1

( ) 1( ) ( ) ( 1)( ) ( )( ) ( )
,...,k k s k i k k ij ij i kk k

h h t f a b tγ −

−
 = =  , 

where 1,3k = , 1, ( )i s k= , ( )1,
i k

j r= , 

( )( )( )

( )0 0

1 2 1 1 3

1 (1) (1)

2

(1) (1) (1) (1) (1) (1) (1) (1)1, , , ,

ij ij

q q

ij ij ij ij ij ij ij ij

f a b

S a b a a b a b a

=

+ + +
 

( )( )( ) ( )
2 32 (2) (2) (2)(2) (2)

1,0, , ,ij ij ij ij ijf a b S a b a= +  

( )( )( ) ( )
33 (3) (3)(3) (3)

1,0,0,ij ij ij ijf a b S a b= + . 
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An output public key [ ], ( , )
k k k

f α γ , and a private key 
 

( )( ) ( ) ( ), ,...,
k 0 k s k

t tβ 
  , 1,3k = . 

Encryption. Let’s have message ( )m A P∞∈ , 

( )1 2 3 4, , ,m S m m m m= , { }1 \ 0
q

m F∈ , 2 3 4, ,
q

m m m F∈ , the 

public key [ ], ( , )
k k k

f α γ , 1,3k = , 1 2 3, ,
qF

R R R R Z= ∈  

Compute 

( ) ( ) ( ) ( )1 1 1 2 2 3 3' ' ' 'y R m R R R mα α α α= ⋅ = ⋅ ⋅ ⋅ , 

( ) ( ) ( ) ( )

( ( ) ( ) ( ) ( )

( ) ( ) )
1 2

3

2 1 1 2 2 3 3

(1) 1 (1) 1 (2) 2 (2) 2

(3) 3 (2) 3

' ' ' '

, , ,

.

y R R R R

S a R R a R R

a R R

γ γ γ γ

β β

β

= = ⋅ ⋅

= ∗ + + ∗ + + ∗

+ + ∗

  

Here, the ( )∗  components are determined by cross-

calculations in the group operation of the product of 

( ) ( ),...,
0 k s k

t t  and the product of ( ) ( )( ) ( )jk k k ka R Rβ+ . 

Compute  

( )( ) ( )( )
13 1 1 1 (1) 1' 1, , ,y f R S a Rα= = ∗ ∗ ,  

( )( ) ( ) ( )( )
2 34 2 2 2 (2) 2 (2) 2' 1,0, ,y f R S a R a Rα= = , 

( )( ) ( )( )
35 3 3 3 (3) 3' 1,0,0,y f R S a Rα= = . 

Output ( )1 2 3 4 5, , , ,y y y y y . 

This encryption scheme has a serious flaw. In the 

proposed implementation of the algorithm, we have 1R  and 

2R  as encryption keys. They are not bound and allow for a 

sequential key recovery attack. The keys can be restored on 

the basis of calculating the ( )' '
k k

Rα  for each 1,3k =  and 

comparing it with the 3y , 4y , 5y  according to the values of 

the corresponding coordinates. 

( )( ) ( )( )
13 1 1 1 (1) 1' 1, , ,y f R S a Rα= = ∗ ∗ , 

( )( ) ( ) ( )( )
2 34 2 2 2 (2) 2 (2) 2' 1,0, ,y f R S a R a Rα= = , 

( )( ) ( )( )
35 3 3 3 (3) 3' 1,0,0,y f R S a Rα= = . 

The complexity of key recovery attack 

of 2 3( , , )
1

R R R R=  equals to 3q . 

III. IMPROVED ENCRYPTION BASED ON THE AUTOMORPHISM 

GROUP OF THE REE FUNCTION FIELD 

In the new implementation of the cryptosystem, we 
changed the encryption algorithm in a way to bind the keys 
of the logarithmic signatures and protect against a sequential 
recovery attack. Our suggestion is to use the group of 
automorphisms of the Ree function field for the encryption 

on full group ( ) { }( , )A P S a,b,c d∞ =  with the bound keys  

1 2 3( , , )R R R R= . In such case, the brute force attack 

complexity with equal to 3
q . 

Description of the Scheme. Key Generation. 

Input: a large group on the field q
F , 

2

03q q= , 0 3sq =  

( ) { }{ }( , ) : \ 0 , , ,q q qA P S a,b,c d a F F c b d F
∗

∞ = ∈ = ∈ . 

Choose a tame logarithmic signatures 

( )( ) 1( ) ( ) ( )
,...,k k s k ij k

B B bβ  = =  , ( ) ( )
( )ij k

b A P∞∈  of type 

( )1( ) ( ),...,k s kr r , 1, ( )i s k= , ( )1,
i k

j r= , ( )ij k qb F∈ , 1,3k = . 

Group element ( )
( )ij k

b  has a value in only one 

coordinates b , c  or d , respectively.  

For example ( ) ( )( )(1)
1, ,0,0

aij ij kb S b= . 

Select a random covers 

( ) ( )( ) 1( ) ( ) ( ) ( ) ( ) ( )( )
,..., , , ,

a b c dk k s k ij ij k ij k ij k ij kk
A A a S a a a aα  = = = 

 of the same types as ( )kβ , where ( )ija A P∞∈ , 

{ }( ) \ 0ij k qa F∈ , 0, (k)i s= , ( )1,
i k

j r= , 1,3k = . 

Choose ( )( ) ( ) ( ) ( ) ( ), , ,
a b c di k i k i k i k i kt S t t t t=

 i( ) ( ) \kt A P Z∞∈ , 

{ }( ) ( ) ( ) ( ), , , / 0
a b c di k i k i k i k q

t t t t F∈ , 0, (k)i s= , 1,3k = .  

Let’s s( 1) 0( )k kt t− = , 1,3k = . 

Construct a homomorphisms defined by  

( )( ) ( )1 , , , 1, , ,f S a b c d S b c d= , 

( )( ) ( )2 , , , 1,0, ,f S a b c d S c d= , 

( )( ) ( )3 , , , 1,0,0,f S a b c d S d= . 

Let's do the following calculations  

( )( )( )1

(k) 1(k) (k) ( 1)(k) (k)(k) (k)
,...,

s i k ij ij i
h h t f a b tγ −

−
 = =  , 

1, (k)i s= ,
(k)

1,
i

j r= , 1,3k =  

and 

( )( )( )

( )0 0

1 (1) (1)

2

(1) (1) (1) (1) (1) (1) (1) (1)1, , , ,
b b c b b b b d

ij ij

q q

ij ij ij ij ij ij ij ij

f a b

S a b a a b a b a

=

+ + +
 

( )( )( ) ( )2 (2) (2) (2)(2) (2)
1,0, , ,

c c dij ij ij ij ijf a b S a b a= +  

( )( )( ) ( )3 (3) (3)(3) (3)
1,0,0,

d dij ij ij ijf a b S a b= + . 

An output public key [ ], ( , )k k kf α γ , and a private key 
 

( )( ) ( ) ( ), ,...,k 0 k s kt tβ 
  , 1,3k = . 

Encryption 

Input: a message ( )m A P∞∈ , ( )1 2 3 4, , ,m S m m m m= , 

{ }1 \ 0qm F∈ , 2 3 4, , qm m m F∈  and the public key 

� �
1 2, , , ( , )k k kf f f α γ 

 
, 1,3k = . 

Output: a ciphertext ( )1 2 3, ,y y y  of the message m . 

Choose a random 1 2 3( , , )R R R R= , k Z
R Z∈ , 1,3k = . 

Let's set the encryption key through the mapping  

1 2 3 1 2 3' ( , , ) ( ', ', ')R R R R R R Rπ= = .  

Compute 

( ) ( ) ( ) ( )1 1 1 2 2 3 3' ' ' ' ' ' ' 'y R m R R R mα α α α= ⋅ = ⋅ ⋅ ⋅ . 

Compute component 2y . 
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( ) ( ) ( ) ( )

( ( ) ( )

( ) )

(1) ( 2)

( 3)

1 1 2 2 3 3

(1) (2)

(1) (1) (2) (2)

1, 1,

(3)

(3) (3)

1,

' ' '

1, , ,

.

b b c c

i i

c c

i

s s

ij ij ij ij

i j R i j R

s

ij ij

i j R

R R R R

S a a

a

γ γ γ γ

β β

β

= = = =

= =

= ⋅ ⋅ =

+ + ∗ + + ∗

+ + ∗

 



     Here, the ( )∗  components are determined by cross-

calculations in the group operation of the product of 

( ) ( ),...,
0 k s k

t t  and the product of ( ) ( )( ) ( )k k k k
a R Rβ+ . 

( ) � ( )( ) � ( )( ) � ( )( )2 2 3 3 1 3 3 1 2 2' ' 'y R f R f R f Rγ α α α= ⋅ ⋅ ⋅ ,  

where 

� ( )( ) ( )
( )

( )

1 ( )

1,

' 1, , 0,0
b

i k

s k

k k ij k

i j R

f R S aα
= =

= ∏ , 2,3k =  

� ( )( ) ( )
( )

( )

2 ( )

1,

' 1,0, ,0
c

i k

s k

k k ij k

i j R

f R S aα
= =

= ∏ , 3k =  

and 

( )

( )

(1) (1)

(2) (3)

(3)

(1) (1)3

2 ( ) (1)

1 1, 1,

(2) (3)

(2) (2) (3)

1, 1,

(3)

(3) (3)

1,

1, ,

,

.

b b

i i

c c c

i i

d d

i

s s

ij k ij

k i j R i j R

s s

ij ij ij

i j R i j R

s

ij ij

i j R

y S a

a a

a

β

β

β

= = = = =

= = = =

= =


= + + ∗



+ + + ∗


+ + ∗



  

 



 

Compute component 3y . 

( ) ( )( ) ( )( ) ( )( )1 1 1 2 2 2 2 3 3' ' 'R f R f R f Rλ α α α= ⋅ ⋅ , 

( ) � ( )( ) � ( )( )3 1 3 3 1 2 2' 'y R f R f Rλ α α= ⋅ , 

where 

( )( ) ( )
( )

( )

1 ( ) ( ) ( )

1,

' 1, , ,
b c d

i k

s k

k k ij k ij k ij k

i j R

f R S a a aα
= =

= ∏ , 1k =  

( )( ) ( )
( )

( )

2 ( ) ( )

1,

' 1,0, ,
c d

i k

s k

k k ij k ij k

i j R

f R S a aα
= =

= ∏ , 2,3k =  

and 

( )

( ) ( )

( )3

3 ( )

1 1,

( ) ( )3 3

( ) ( )

2 1, 2 1,

1, ,

, .

b

i k

c d

i k i k

s k

ij k

k i j R

s k s k

ij k ij k

k i j R k i j R

y S a

a a

= = =

= = = = = =


= 




+ ∗ + ∗



 

   

 

Output ( )1 2 3, ,y y y . 

Decryption 

Input: a ciphertext ( )1 2 3, ,y y y  and private key 

( )( ) ( ) ( ), ,...,k 0 k s kt tβ 
  , 1,3k = . 

To decrypt a message m , we need to restore random 

numbers 2 3( , , )1R R R R= .  

Compute  

(1)

(1)
1 1

1 2 3 0(1) 2 3 (3) (1)

1,

( , , ) 1, , ,
a

i

s

s ij

i j R

D R R R t y y t S β− −

= =

 
= = ∗ ∗ 

 
 

 . 

Restore 1R  with ( )
(1)

(1)

(1) 1 (1)

1,
b

i

s

ij

i j R

Rβ β
= =

=   using 

( )
1

(1) 1Rβ
−

, because 1β  is simple. For further calculation, it 

is necessary to remove the component ( )1 1' Rγ  from 2y  and 

( )1 1' Rα  from 3y . 

Compute  

( )

( ) ( )

(k)

(2) (3)

(k)3
1(1)

2 1 1 2 ( )

2 1,

(2) (3)

(2) (2) (3) (3)

1, 1,

' 1, ,

,

b

i

c c d d

i i

s

ij k

k i j R

s s

ij ij ij ij

i j R i j R

y R y S a

a a

γ

β β

−

= = =

= = = =


= = +∗




+ + ∗ + + ∗



 

 

 

and 

( )( ) (
( )

( ) ( )

( )3
1(1)

3 1 1 1 3 ( )

2 1,

( ) ( )3 3

( ) ( )

2 1, 2 1,

' 1, ,

, .

a

i k

b c

i k i k

s k

ij k

k i j R

s k s k

ij k ij k

k i j R k i j R

y f R y S a

a a

α
−

= = =

= = = = = =

= =


+ ∗ + ∗



 

   
 

Repeat the calculations for 2 3( , )D R R  

( )

( ( )
(2) (3)

1
(1) (1) 1

2 3 0(2) 2 3 (3)

(2) (3)

(2) (3) (3)

1, 1,

( , )

1,0, , .
c d d

i i

s

s s

ij ij ij

i j R i j R

D R R t y y t

S aβ β

−
−

= = = =

= =


+ +∗


 

 

Restore 2R  with ( )
(1)

(2)

(2) 2 (1)

1,
c

i

s

ij

i j R

Rβ β
= =

=   using 

( )
1

(2) 2Rβ
−

, because 2β  is simple. Remove the component 

( )2 2' Rγ  from (1)

2y  and ( )( )1 2 2'f Rα  from (1)

3y . 

( )

( )

(k)

(3) (3)

(k)3
1(2) (1)

2 2 2 2 ( )

2 1,

(3) (3)

(3) (3) (3)

1, 1,

' 1, ,

,

b

i

c d d

i i

s

ij k

k i j R

s s

ij ij ij

i j R i j R

y R y S a

a a

γ

β

−

= = =

= = = =


= = + ∗




+ ∗ + + ∗



 

 

 

and  

( )( )

( )

(k)

(3) ( 3)

(k)3
1(2) (1)

3 2 2 2 3 ( )

2 1,

(3) (3)

(3) (3) (3)

1, 1,

' 1, ,

, .

b

i

c d d

i i

s

ij k

k i j R

s s

ij ij ij

i j R i j R

y f R y S a

a a

α

β

−

= = =

= = = =


= = 




+ ∗ + + ∗



 

 

 

Compute  

( )
1

(2) (2) 1

3 0(3) 2 3 (3)( ) sD R t y y t
− −= , 

( )
(3)

(3)
1

(2) (2) 1

3 0(3) 2 3 (3) (3)

1,

( ) 1,0,0, .
d

i

s

s ij

i j R

D R t y y t S β
− −

= =

 
= ==   

 


Restore 3R  with ( )(3) 3Rβ  using ( )
1

(3) 3Rβ
−

.  

We obtain 1 2 3 1 2 3' ( , , ) ( ', ', ')R R R R R R Rπ= =  and 

recovery the message ( )
1

1 2 3 1' ', ', 'm R R R yα
−

= ⋅ .  

Example 

We will show the correctness of the obtained 
expressions in the following simple example.  
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Fix the subgroup ( ) { }( , )A P S a,b,c d∞ =
 
for the group of 

automorphisms of the Ree function field over qF , 53q = , 

2

0 3q = , 
5(x) 2 1g x x= + + . 

First stage is to generate a tame logarithmic signature 
with the dimension of corresponding selected type 

( )1( ) ( ),...,k s kr r  and finite field qF . The construction of arrays 

of logarithmic signatures is presented in [15]. 
For our example, we use the construction of simple 

logarithmic signatures without analyzing the details of their 

secrecy. Let’s ( )k
β , 1,3k =  have the types of ( )2 23 ,3 ,3 , 

( )2 23,3 ,3 , ( )2 23 ,3,3 . They are represented as a strings and 

elements of the group over the field qF . 

( )1( ) 2( ) 3( ) ( )
, ,

k k k k ij k
B B B bβ  = =  , ( )

( )
( )

ij k
b U q∈ , 1,3k =  

B1(1) ( )
(1)ij

b  B1(2) ( )
(2)ij

b  B1(3) ( )
(3)ij

b  

00 00 0 1,0,0, 0 0 00 00 1,0,0,0 00 0 00 1,0,0,0 

10 00 0 1,α0,0, 0 1 00 00 1,0,α0,0 10 0 00 1,0,0,α0 

20 00 0 1,α121,0,0 2 00 00 1,0,α121,0 20 0 00 1,0,0,α121 

01 00 0 1,α1,0,0 B2(2)  01 0 00 1,0,0,α1 

11 00 0 1,α69,0,0 0 00 00 1,0,0,0 11 0 00 1,0,0,α69 

21 00 0 1,α5,0,0 2 10 00 1,0,α5,0 21 0 00 1,0,0,α5 

02 00 0 1,α122,0,0 2 20 00 1,0,α190,0 02 0 00 1,0,0,α122 

12 00 0 1,α126,0,0 1 01 00 1,0,α46,0 12 0 00 1,0,0,α126 

22 00 0 1,α190,0,0 0 11 00 1,0,α70,0 22 0 00 1,0,0,α190 

B2(1)  2 21 00 1,0,α222,0 B2(3)  

21 00 0 1,α5,0, 0 1 02 00 1,0,α195,0 00 0 00 1,0,0,0 

12 10 0 1,α138,0,0 2 12 00 1,0,α17,0 10 1 00 1,0,0,α46 

02 20 0 1,α191,0,0 2 22 00 1,0,α131,0 11 2 00 1,0,0,α101 

12 01 0 1,α198,0,0 B3(2)  B3(3)  

01 11 0 1,α11,0,0 2 12 00 1,0,α17,0 12 1 00 1,0,0,α138 

20 21 0 1,α36,0,0 1 21 10 1,0,α30,0 02 0 10 1,0,0,α75 

20 02 0 1,α86,0,0 1 02 20 1,0,α109,0 12 0 20 1,0,0,α170 

11 12 0 1,α39,0, 0 2 22 01 1,0,α105,0 10 0 01 1,0,0,α189 

11 22 0 1,α22,0, 0 0 10 11 1,0,α228,0 11 0 11 1,0,0,α34 

B3(1)  1 02 21 1,0,α154,0 21 0 21 1,0,0,α212 

01 12 0 1,α102,0,0 1 01 02 1,0,α206,0 00 2 02 1,0,0,α169 

02 20 1 1,α150,0,0 2 00 12 1,0,α220,0 22 0 12 1,0,0,α180 

22 20 2 1,α21,0, 0 1 02 22 1,0,α239,0 12 1 22 1,0,0,α97 

Construct random covers kα , for the same type as ( )kβ   

( ) ( )( ) 1( ) ( ) ( ) ( ) ( ) ( )( )
,..., , , ,

a b c dk k s k ij ij k ij k ij k ij kk
A A a S a a a aα  = = = 

where ( )ija A P∞∈ , { }( ) ( ) ( ), , \ 0
a b cij k ij k ij k q

a a a F∈ , 1,i s= , 

( )1, i kj r= , 1,3k = .  

In the field representation kα  has the following form 

( )1( ) ( ) ( ) ( ) ( ) ( ),..., , , ,
a b c dk k s k ij k ij k ij k ij kA A S a a a aα  = =   

1k =  2k =  3k =  
A1(1) A1(2) A1(3) 

α240,α174,α226,α127 α223,α101,α7,α221 α15,α24,α202,α35 

α138,α119,α129,α201 α216,α155,α60,α32 α93,α97,α87,α51 

α7,α2,α51,α28 α17,α185,α157,α28 α190,α68,α201,α50 

α170,α155,α165,α221 A2(2)

 
α193,α190,α13,α68 

α198,α146,α14,α107 α112,α143,α1,α134 α205,α131,α176,α196 

α2,α154,α152,α102 α83,α191,α167,α141 α60,α177,α21,α168 

α95,α155,α4,α119 α214,α28,α66,α1 α209,α125,α139,α67 

α63,α35,α96,α25 α127,α103,α14,α98 α148,α64,α102,0 

α120,α100,α81,α45 α222,α225,α117,α20 α223,α170,α149,α88 

A2(1) α113,α14,α98,α26 A2(3) 

α46,α70,α68,α172 α58,α18,α54,α197 α51,α124,α209,α73 

α231,α17,α115,α46 α131,α171,α212,α190 α42,α162,α61,α223 

α232,α52,α168,α151 α73,α36,α40,α126 α108,α214,α147,α163 

α8,α157,α8,α239 A3(2)

 
A3(3) 

α15,α48,α119,α44 α184,α83,α17,α110 α100,α110,α102,α136 

α1,α109,α147,α210 α174,α192,α69,α241 α163,α216,α174,α168 

α72,α32,α135,α26 α87,α174,α179,α18 α190,α64,α197,α129 

α148,α127,α167,α188 α129,α21,α217,α172 α188,α137,α32,α193 

α94,α151,α204,α107 α178,α232,α16,α162 α130,α203,α123,α228 

A3(1) α241,α205,α0,α126 α86,α58,α86,α191 

α149,α8,α125,α43 α155,α179,α39,α201 α81,α208,α137,α74 

α169,α161,α182,α180 α132,α92,α95,α193 α4,α98,α100,α127 

α208,α163,α164,α222 α216,α180,α9,α92 α49,α62,α115,α228 

Choose random 0( ) 1( ) ( ), ,..., ( ) \k k s kt t t A P Z∞∈ , ( ) 3ks = , 

1,3k =  and 3(1) 0(2)t t= , 3(2) 0(3)t t= . 

0( ) 1( ) ( ), ,..., ( ) \k k s kt t t A P Z∞∈ , 3s = , 1,3k =  

1k =  2k =  3k =  

α0,α92,α67,α104 
α0,α227,α109,α12 
α0,α180,α204,α22 
α0,α14,α165,α217 

α0,α14,α165,α217 
α0,α67,α106,α166 
α0,α76,α221,α150 
α0,α104,α58,0 

α0,α104,α58, 0 
α0,α89,α84,α169 
α0,α239,α163,α152 
α0,α72,α88,α91 

The next step is to calculate the arrays 1γ , 2γ  and 3γ . 

By the condition of the example, we obtain 

( ) ( )( ) ( )1

( ) 1( ) ( ) ( 1)( ) ( )( ) ( ) ( )
,...,k k s k ij i k k ij ij i kk k k

h h h t f a b tγ −

−
 = = =  ,

1,3k = , 1, ( )i s k= , ( )1, i kj r= . 

( ) ( ) ( ) ( )( , , , )
a b c dk ij k ij k ij k ij kS h h h hγ = , 1,3k =  

h1(1) h1(2) h1(3) 

α0,α126,α157,α11 α0,α192,α99,α198 α0,α175,α155,α9 

α0,α192,α214,α105 α0,α192,α79,α208 α0,α175,α155,α12 

α0,α220,α95,α150 α0,α192,α92,α125 α0,α175,α155,α9 

α0,α85,α91,α218 h2(2)

 
α0,α175,α155,α167 

α0,α208,α146,α210 α0,α112,α146,α132 α0,α175,α155,α176 

α0,α70,α81,α137 α0,α112,α193,α16 α0,α175,α155,α203 

α0,α232,α227,α122 α0,α112,α1,α70 α0,α175,α155,α162 

α0,α47,α36,α62 α0,α112,α93,α218 α0,α175,α155,α181 

α0,α126,α157,α11 α0,α112,α69,α73 α0,α175,α155,α48 

h2(1) α0,α112,α229,α64 h2(3)

 α0,α137,α145,α171 α0,α112,α227,α187 α0,α194,α29,α133 

α0,α108,α83,α95 α0,α112,α47,α19 α0,α194,α29,α232 

α0,α109,α11,α174 α0,α112,α159,α14 α0,α194,α29,α139 

α0,α137,α230,α115 h3(2)

 
h3(3)

 α0,α227,α107,α29 α0,α30,α126,α154 α0,α146,α66,α171 

α0,α194,α7,α227 α0,α30,α15,α12 α0,α146,α66,α164 

α0,α15,α155,α29 α0,α30,α66,α223 α0,α146,α66,α117 

α0,α162,α224,α174 α0,α30,α53,α110 α0,α146,α66,α60 

α0,α147,α37,α123 α0,α30,α19,α186 α0,α146,α66,α229 

h3(1) α0,α30,α219,α188 α0,α146,α66,α122 

α0,α191,α239,α34 α0,α30,α81,α131 α0,α146,α66,α217 

α0,α144,α48,α120 α0,α30,α78,α196 α0,α146,α66,α37 

α0,α11,α176,α137 α0,α30,α62,α238 α0,α146,α66,α175 
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For example, let ( ) ( )1 1(1) 2(1) 3(1), , 2,3,0 29R R R R= = = . 

( ) ( ) ( ) ( ) ( )1 1(1) 2(1) 3(

90 66 6

1

2 2

)29 2 3 0 , , ,h h h Sγ α α α α= = . 

For ( ) ( )2 1(2) 2(2) 3(2), , 1,1,1 31R R R R= = = . Compute 2γ  

( ) ( ) ( ) ( ) ( )2 1(2) 2(2) 3(2)

60 160 112 18, , ,31 1 1 1h h h Sγ α α α α= = . 

For ( ) ( )2 1(2) 2(2) 3(2), , 3,1,1 39R R R R= = = . Compute 3γ   

( ) ( ) ( ) ( ) ( )3 1(3) 2(3) 3(

50 5 7

3

2 21

)39 3 1 1 , , ,h h h Sγ α α α α= = . 

Encryption 

Input: a message ( )m A P∞∈ , ( )1 2 3 4, , ,m S m m m m= , 

{ }1 \ 0qm F∈ , 2 3 4, , qm m m F∈  and the public key 

[ ], ( , )k k kf α γ , 1,3k = . 

Let ( ) ( )0 1 2 3 0 1 2 3, , , , , ,m a a a a S a a a a= = .  

Choose a random 2 3( , , ) (29,31,39)1R R R R= = . Lets 

define a mapping for the encryption keys such as  

1 2 3 3 2 1' ( , , ) ( , , )R R R R R R Rπ= =  

Compute cipher text  

( ) ( ) ( ) ( )

( ) ( ) ( )1 71 159 131 1 11 187 216

1 1 3 2 2 3 1

0 1 2 3,

'

, , ,

' ' '

, , , , ,

y R m R R R m

S a aS a a S

α

α α α α α α α

α α α

α

= ⋅ = ⋅ ⋅ ⋅ =

=
 

Calculate  

( ) ( ) ( ) ( ) ( )5

1 1 2 2 3 3

0 140 184 15,' ' ' , ,R R R R Sγ γ γ γ α α α α= ⋅ ⋅ =

and second component of the cipher text 

( ) � ( )( ) � ( )( ) � ( )( )

( )
2 2 3 3 1 3 3 1 2

0 21 191 6

2

5

' ' '

., , ,

y R f R f R f R

S α

γ α α

α α α

α= ⋅ ⋅ ⋅ =
 

Compute component 3y . 

( ) ( ) ( )( ) ( )( )

( )
1 1 1 2 2 1 3 3

0 25 142 53 ,

' ' '

, , ,S

R R f R f Rλ α α α

α α α α

= ⋅ ⋅ =
 

( ) � ( )( ) � ( )( ) ( )2

0 107 60 2

3 1 3 3 1 2 , ,' ' ,y R f R f R Sλ α α α αα α= ⋅ = . 

We obtained output ( )1 11 187 216

1 , , , ,y α α α α=  

( )0 21 191 65

2 , , ,y α α α α= , ( )0 107 60 2

3 , , ,y α α α α= . 

Decryption 

Input: a ciphertext ( )1 2 3, ,y y y  and private key 

( )( ) ( ), ,...,k 0 k s kt tβ 
  , 1,3k = . 

Output: the message ( )m A P∞∈  corresponding to 

ciphertext ( )1 2 3, ,y y y . 

To decrypt a message m , we need to restore random 

numbers 2 3( , , )1R R R R= . 

Compute  

( )1 1

1 2 3 0(1

0 3

) 2 3 (

2 148 21

3) , , ,( , , ) sD R R R t y y t S α α α α− −= = . 

We get ( ) 2

1 1 0010 )( 0Rβ α= = . 

Perform inverse calculations ( )
1

3 3Rβ
−

. 

00|10|0   R1=(*,*,0) 
01|12|0   row 0 from B3(1) 
00|10|0−01|12|0=02|01|0 R1= (*,3,0) 
12|01|0   row 3 from B2(1) 

02|01|0−12|01|0=20|00|0  

We get ( ) ( )
1

1 1 2,3,0 29Rβ
−

= =  

For further calculations, it is necessary to remove the 

components of the components ( )1 1' Rα  and ( )1 1' Rγ  from 

ciphertext ( )2 3,y y . 

Compute  

( ) ( )31(1)

2 1 1

2

2

0 7 225 6, ,' ,y R y S α α α αγ
−

= =  

and 

( ) ( )0 65 129 51(1)

3 1 1 3

11, , ,'y R y S α αα α α
−

= = .  

Compute  

( ) ( )0
1

(1 227 175) (1) 1

2 3 0(2) 2 3 (3) ,0,, ,( ) sD R R t y y t S α α α
− −= = .  

We get ( ) 227

2 2 )(10110Rβ α= = . Restore 2R  with 

( ) ( )227

2 2 10110Rβ α= = . We use the same calculations as 

in the example for ( )
1

1 1Rβ
−

, and we get  

1|01|10   R2=(*,*,1) 
1|21|10   row 1 from B3(2) 
1|01|10−1|21|10=0|10|00 R2= (*,1,1) 
2|10|00   row 1 from B2(2) 
0|10|00−2|10|00=1|00|00  R2=(1,1,1) 

( ) ( ) ( )
1

2 1(2) 2(2) 3(2)' , , 1,1,1 311 0110R R R Rβ
−

= = = = .  

Perform inverse calculations ( )
1

2 2Rβ
−

. Select bit groups 

in vector ( )Rβ  according to type ( ) ( )2 2

1(2) (2),..., 3,3 ,3sr r = . 

We use the same calculations as in the example for 

( )
1

1 1Rβ
−

, and we get ( ) ( )
1

2 ' 1,1,1 31Rβ
−

= =  

Remove the component ( )2 2' Rγ  from (1)

2y  and 

( )( )1 2 2'f Rα  from (1)

3y  

( ) ( )11(2) (1) 0 8 1

2 2 2

3 2 1 6

2' , , ,y R y S αγ α α α
−

= =  

( )( ) ( )01(2) (1) 0 65 207

3 1 2 2

1

3

6, ,' ,y f R y Sα α α α α
−

= = . 

Compute  

( ) ( )0
1

(2) 7( 22) 1

3 0(3) 2 3 )

2

(3( 0,) , 0,sD R t y y t S α α
− −= = . 

We get ( ) 227

3 3 )(10110Rβ α= = . Perform inverse 

calculations ( )
1

3 3Rβ
−

. Select bit groups in vector ( )Rβ  

according to type ( ) ( )2 2

1(3) (3),..., 3 ,3,3sr r = . We get  

10|1|10   R3=(*,*,1) 
02|0|10   row 1 from B3(3) 
10|1|10−02|0|10=11|1|00 R3= (*,1,1) 
10|1|00   row 1 from B2(3) 
11|1|00−10|1|00=01|0|00 R3=(3,1,1) 

( ) ( ) ( )
1

3 1(3) 2(3) 3(3)' , , 3,1,1 391 0110R R R Rβ
−

= = = = .  

Receive a message ( ) ( )1 0 1 2 3

1' , , ,m R y S a a a aα
−

= = . 

Security Analysis  

Consider a brute force attack of key recovery. There are 
three possible schemes for such an attack. 

Brute force attack on cipher text. By selecting 

1 2 3( , , )R R R R=  try to decipher the text 

( ) ( ) ( ) ( )1 1 1 2 2 3 3' ' ' ' ' ' ' ' 'y R m R R R mα α α α= ⋅ = ⋅ ⋅ ⋅ . The 
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covers ( ) ( )( ) ( ) ( ) ( ) ( )( )
, , ,

a b c dk ij ij k ij k ij k ij kk
a S a a a aα = = are 

selected randomly and the value is determined by 
multiplication in a group with no coordinate constraints. The 

resulting vector ( )' 'Rα depends on all components 

( ) ( ) ( )1 1 2 2 3 3' ' , ' ' , ' 'R R Rα α α . Enumeration of key 

values 1 2 3( , , )R R R R=  has an estimation of complexity. For 

a practical attack, the message m  is also unknown and has 

uncertainty to choose from 3q . This makes a brute-force 

attack on a key infeasible. If we take an attack model with a 
known text, then the attack complexity still remains the 

same and equal to 3q .  

Brute force attack on the cyphertext 2y . Select 

1 2 3( , , )R R R R=  to match 2y . The vector 2y  has a 

following definition over the components ( )'i iRα  

( )

( )

(1) (1)

(2) (3)

(3)

(1) (1)3

2 ( ) (1)

1 1, 1,

(2) (3)

(2) (2) (3)

1, 1,

(3)

(3) (3)

1,

1, ,

,

b b

i i

c c c

i i

d d

i

s s

ij k ij

k i j R i j R

s s

ij ij ij

i j R i j R

s

ij ij

i j R

y S a

a a

a

β

β

β

= = = = =

= = = =

= =


= + + ∗



+ + +∗


+ + ∗



  

 



 

The values of the coordinates 2y are defined by 

calculations over the vectors ( ) ( ) ( )1 1 2 2 3 3' , ' , 'R R Rα α α . 

The keys 1 2 3, ,R R R  are bound and changes in any of them 

leads to change 2y . The brute force attack on key 

1 2 3( , , )R R R R=  has a complexity equal to 3q . 

Brute force attack on the ciphertext 3y . Select 

1 2 3( , , )R R R R=  to match 3y . The vector 3y  has a 

following definition over the components ( )'i iRα   

( )

( ) ( )

( )3

3 ( )

1 1,

( ) ( )3 3

( ) ( )

2 1, 2 1,

1, ,

, .

b

i k

c d

i k i k

s k

ij k

k i j R

s k s k

ij k ij k

k i j R k i j R

y S a

a a

= = =

= = = = = =


= 





+ ∗ + ∗



 

   

 

The values of the coordinates 2y are defined by 

calculations over the vectors ( ) ( ) ( )1 1 2 2 3 3' , ' , 'R R Rα α α . 

The keys 1 2 3, ,R R R  are bound and changes in any of them 

leads to change 2y . The brute force attack on key 

1 2 3( , , )R R R R=  has a complexity equal to 3q . 

Brute force attack on the ( )( ) ( ),...,0 k s kt t . The brute force 

attack on ( )( ) ( ),...,0 k s kt t  is a general for the MST 

cryptosystems and for the calculation in the field qF  over 

the group center ( )Z G  has an optimistic complexity 

estimation equal to q . For the proposed algorithm all 

calculations are executed on whole group 3G q=  and is a 

such case the complexity of the brute force attack on 

( )( ) ( ),...,0 k s kt t  will be equal to 3q .  

Attack on the algorithm. The given estimation of such an 
attack will be valid for the MST cryptosystem 
implementation based on any non-commutative group and 
requires a separate analysis. This attack has many details 
that related to logarithmic signature vulnerabilities and 
possibly group operation. 

IV. CONCLUSIONS 

Our suggestion is to use the automorphism group of the 

Ree function field for full group ( )A P∞ encryption with 

bound keys 1 2 3( , , )R R R R= and brute force attack 

complexity 3q . We have improved the encryption algorithm 

to bind logarithmic signature keys and protect against 
sequential recovery attacks.  
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Abstract— Malware is a significant security danger on the 
Internet nowadays. Hostile to Virus organizations get a huge 
number of malwares tests each day. It is intended to harm PC 
frameworks without the information on the proprietor utilizing 
the framework and method headways are presenting enormous 
difficulties for scientists in both the scholarly world and the 
business. Malware tests are arranged and gathered for 
additional investigation.  In this literature review, we did the 
manual research on the publications from the year 2014 to 
2020. We selected about 27 articles out of 55 articles as 
primary studies and applied quality evaluation criteria and 
deducted research questions from them. The motivation 
behind this SLR is to inspect the accessible literary works on 
malware examination and to decide how exploration has 
developed and progressed regarding the amount, substance, 
and publication outlets. We also discussed the issues and 
challenges we are facing in malware analysis along with 
detection system requirements. Large numbers of the 
malicious programs are tremendous and confounded so it is 
difficult for researchers to fathom its subtleties. Scattering of 
malicious data beyond clients of the web and furthermore 
preparing them to effectively utilize against malicious items are 
critical to shielding clients from malicious attack. This review 
paper will give a comprehensive book index of techniques to 
help with battling malicious data.       

Keywords— Malware; Malware analytics; Malware code; 
Taxonomy; Signature-based; Anomaly-based; Malware system 
requirements.   

I. INTRODUCTION 

Malware is an overall term that incorporates infections, 
Trojans, Spywares, and other obtrusive code is far and wide 
today. Malware investigation is a multistep cycle giving 
knowledge into malware design and usefulness, encouraging 
the development of a cure.  
The expression "malware" here is being utilized as the 
conventional name for the class of code that is pernicious, 
including infections, Trojans, worms, and spyware. Malware 
writers use generators, fuse libraries, and get code 
foremothers—there exists a hearty organization for trade, 
and some malware writers set aside an effort to peruse and 
comprehend earlier methodologies. 
first-historically speaking PC infection (malware) Brain 
showed up in 1986 [1].  
Malware is utilized to send spam messages, to perform web 
cheats, to take individual data like MasterCard data, and for 
some, other accursed assignments like Ransomware [2] and 
counterfeit antivirus programming [3]. 
Since 1988 [4, 5] the increment in the quantity of PC-based 
security penetrates affirms that noxious programming has 
arrived at practically unmanageable levels. Mulling over the 

degree of potential harm brought about by noxious 
programming, its discovery alone has caused huge issues for 
both the agents and the overall public. Recognition 
frameworks made by examiners are consistently put to 
broad use in identification works out. This paper is 
committed to investigating malignant programming location 
systems. 

A. Malware analysis with respect to behaviour and 
signature-based: 

Malware programming identification is divided into two 
parts: Signature-and Behavior-based advances and every 
innovation can be utilized with static, dynamic, or hybrid 
examination [5][16]. The specific technique for an oddity or 
mark put-together method is based on respect to how the 
innovation orders the data to distinguish noxious 
programming [6-9]. How noxious programming discovery is 
overseen is appeared in Fig. 1. 
 

 

 

 
Fig.1 Flow-chart of malware detection 
 
I. Behavior (Anomaly) based: 
An anomaly-based put together discovery attracts with 
respect to its database to decide the presence of ordinary 
conduct to choose the firmness of malware in examination. 
Another type of inconsistency-based discovery is called 
specification-based recognition. This type of discovery 
examination occurs in 2 circumstances:  
 

 In preparing and learning circumstance. While in 
the preparation circumstance, an indicator attempts 
to get familiar with a typical conduct. It is very 
conceivable that an indicator is learning the host's 
conduct or the PUI's or possibly the two joined. 
The principal advantage of anomaly-based 
identification is the capacity to identify ‘zero-day” 
interruptions.  

 having location and observing circumstance  
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The 2 fundamental downsides of such system are:  
 

 Immense bogus caution charges: It is apt of 
unreasonable bogus alert charges, which are 
characterized as 'typical' yields sorted as (bogus 
positive) and separated by the all-out figures of 
'ordinary' conduct.  

 Also getting trouble in guaranteeing what boundaries 
must realize in preparation circumstance.  

 
II. Detection by signature-based 
Signature based discovery uses technology-based character 
to observe malicious code and thus affirm a malignant idea 
of a program in examination. Putting aside, the signature-
based discovery attempts by setting a criterion for utilizing a 
malicious code and accordingly uses it as the sort of 
perspective for distinguishing another noxious 
programming. In gathering every one of these models, the 
signature-based recognition creates an information base for 
itself. In an ideal framework, it is basic that the mark ought 
to perceive any program showing conduct fitting the mark's 
malignant data set. This data set contains all data required 
by the mark to recognize vindictive programming. This data 
set is counseled at whatever point here lies a possible issue 
with PUI.  
 The one of most fundamental issues of the signature-based 
recognition technique is the failure to perceive 'zero day' 
interruptions. A zero-day interruption means where there is 
none comparative mark lies in any information base to 
contrast and additionally, the accomplished individual is 
likely expected to plan a mark. Besides offering an approach 
to administrator mistakes it is a dreary cycle if the plan and 
establishment are not set up to work naturally. The way that 
certain malware can multiply the capacity to plan and 
introduce a more exact mark is amazingly basic. Engineers 
of such marks, which work on a programmed mode, could 
be found absent a lot of exertion, however altogether more 
energy should be placed into doing this. Be that as it may, 
all recognition systems could utilize one of three different 
philosophies.  
 

B. Analysis Methodologies 

The three principal malware investigation procedures are 
static, dynamic, and hybrid examination. Every examination 
strategy has its own favorable circumstances and 
weaknesses which have been talked about in this segment. 
Table 1 shows the outline of investigation devices. 
 
1. Static Analysis 
It is an examination of programming executed without truly 
performing a program [10]. Different procedures are carried 
out to play out this examination. While a few rely upon the 
characteristics of the twofold record, by removing “byte 
code courses” of action from a combined one, and isolating 
Op code progressions in the wake of destroying the twofold 
report, to eliminate the “control stream graphical figures” 
among the party record, and eliminating API calls, from the 
equal, and the like. Each addresses the rundown of 
capacities and anyone or many are utilized for malicious 
area.  
 
2. Dynamic Analysis: 
It is the analysis in which while executing the program, a 
programming is done [17]. An information segment can 
achieve by the one of the examinations that is API calls, 
structure calls, direction follows, dirty assessment, vault 
changes, memory makes, etc. A part of the malware 
acknowledgment procedure utilizing dynamic one that has 
been investigated formerly is according to the 
accompanying.  
 
 

II. METHODOLOGY 

In this section, we are going to apply the methodology for 
this systematic review that was proposed by ‘Kitchenham” 
[35]. This part presents the technique to achieve the 
objectives of literature review. The phases of our procedure 
include: 
 
(1) Data planning 
(2) Making of research questions 
(3) Searching measures 
(4) Addition and rejection measures 
 
A. Data planning 
In this phase, to achieve the goals of the current examination 
we recognized the important ways. In the given underlying 
process, it was guaranteed that the key and specialized plans 
were appropriately defined. This is guaranteed that different 
periods of the proposed philosophy were appropriately 
completed in a coordinated and standard way. This 
arranging stage shaped the reason for a fruitful usage of the 
proposed SLR strategy. 
 
B. Forming research questions: 
In the given section, we present the exploration addresses 
researched in the flow SLR study. The exploration addresses 
RQs examined in our investigation are: 
RQ1. What number of yearly number of studies on malware 
examination have there been since 2010?  
RQ2. What types of datasets are used? 

TABLE 1 SUMMARY  

Analysis 
tools 

Purposes Tools 

Static Use whatever number antivirus 
recognition motors as could 
reasonably be expected to help 
characterization. 

“Virus Total” (2008) 

Search the body of the malware for 
strings. 

‘Strings” (Microsoft, 
2008) 

Dynamic Document respectability check to 
record gauge setup. 

“Winalysis” (2008) 

Record observing. Discover which 
devices are opening, perusing and 
composing documents. 

“Filemon” (2008) 

Vault observing. Screen vault 
exercises as they happen. 

“Regmon” 
(Microsoft, 2008) 

Hybrid Dismantling, investigating “IDA Pro” 
“OllyDbg” 
(Yuschuk, 2008) 
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RQ3. What is the size of datasets? 
RQ4. What types of analysis methods are used in this 
research? 
RQ5. Which are the requirements of malware programming 
detectors?   
RQ6. What are the advantages and disadvantages of 
malware identification draws near? 
RQ7. What are the issues and challenges faced in malware 
analysis? 
 
C. Searching measures 
In the following part, we illustrate the measures to 
distinguish the given articles for this examination. To 
remove pertinent SLR concentrates on malware 
investigation, various electronic information bases were 
thought of and gotten to. The rundown of information bases 
looked, and their comparing URL is introduced in Table 2. 
 

TABLE 2 ELECTRONIC DATABASES 

 
We take out each article from the given electronic databases 
utilizing the customary searching measures from 
conferences and journals individually.  

 
 
Fig.2. SLR process 
The pursuit string was consequently adjusted to suit the 
necessities of every information base. We looked through 
every information base by titles, edited compositions, and 
catchphrases. The figure 2 depicts the rules of deliberate 
cycle. 
D. Inclusion and rejection measures: 
The investigations remembered for this SLR depended on 
specific measures that decided that if an examination 
matches the condition of inclusion, otherwise such an 
investigation will be precluded. Articles written in language 
other than English were excluded from the current 
examination on the grounds that such articles would be hard 
to peruse and comprehend. 
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III. CONCLUSION AND FURTURE WORK 

Malicious arracks lead to the typical danger for PC and 
correspondence frameworks to harm gadgets or take 
classified data. The reason for this SLR is to concoct a 
proficient procedure for malware location that consolidates 
the upsides of anomaly and signature based detection. This 
paper identified a definite order of malignant programming 
detection and evasion programs for specialists to 'nibble 
into'. Devoted significance was doled out to malignant 
programming necessities and acknowledgment given to the 
basics of malware recognition and avoidance strategies.. 
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AbstractــــــUnderstanding the role of neurotransmitter dopamine in 
brain function under normal or pathological states is one of the 
most active areas of research in neurosciences. Failures in 
dopamine neurotransmission affects tremendous amount of brain 
abilities including movement, mental, and motivation and reward 
systems of the brain. Ability to measure phasic release of dopamine 
in specific locations of the brain will lead to a powerful tool for the 
neuroscientists, However, the tremendous amount of image-formed 
data as produced from different locations of the brain makes the 
manual analysis of these data cumbersome. Luckily, image 
processing techniques will help in solving these problems 
effortlessly to ease and speed the analysis for neuro-physicians. In 
this paper, we propose a deep-learning based identification scheme 
to identify the release case of phasic dopamine by examining the 
dopamine analysis (DA) imaging attributes using a convolutional 
neural network (CNN). More precisely, the proposed scheme 
exploits the transfer learning based DarkNet-19 network to train 
and identify the phasic dopamine release-2019 (PDR19) dataset into 
two-classes; namely, “release images, “or “non-release images” 
The experimental outcomes demonstrated the distinction of our 
identification scheme, recording an identification accuracy of 
99.1% with a cross entropy loss of 0.022 attained after 25 epochs 
each with 100 iterations (i.e., 2500 iterations) for the 2-class 
classifier. Besides, our identification scheme was assessed using 
many other assessment factors, such as the identification precision 
percentage (IPP), the identification sensitivity percentage (ISnP), 
the identification specificity percentage (ISpP), and the 
identification weighted average percentage (F1P). Consequently, 
the performance of the proposed scheme surpassed several existing 
dopamine identification schemes. 

Keyword ــــــ   DarkNet-19, Phasic dopamine release, Identification, 
Convolutional Neural Network, Deep learning, Image Classification. 

I. INTRODUCTION 

Dopamine is a neurotransmitter produced in both central 
and peripheral nervous systems. Its receptors are commonly 
uttered in the body and function in both systems. The 
dopaminergic system shows important roles in 
neuromodulation of motor control, incentive, reward, mental 
function, maternal, and reproductive behaviors [1]. As part of 
the reward system, the brain releases dopamine once doing 
things that humans or animals crave to it, contributing to 
feeling of pleasure and fulfillment. It creates reward seeking 
loops, lifts mood, and helps regulate movement, learning and 
emotional responses [1]. Opiates, on the other hand, affect the 
brain by increasing the amount of dopamine available to act on 
D2 receptors on the nucleus accumbens of the brain thus 
acutely stimulates the reward system. Long term addiction 

involves the development of tolerance, i.e., the need for 
increased amount of drug to produce a “high” phenomenon [2]. 

Abnormal conditions affect the dopaminergic systems and 
leads to pathologies in movement (Parkinson’s disease), 
psychiatric (schizophrenia) and reward / motivation related 
disorders (drug addiction) [7]. As an example, defects in 
mesocortical, long dopamine system which projects from the 
midbrain tegmentam to limbic cortex, was responsible for the 
development of some of the symptoms of schizophrenia 
disorder and D4 receptors in the brain had been reported to be 
increased six-folds in this condition. Researchers also 
approved that there was a steady loss of dopamine receptors in 
the basal ganglia of the brain with age while the loss was 
greater in men than in women [2] 

Understanding the role of neurotransmitter dopamine in 
brain function under normal or pathological states is one of 
the most active areas of research in neurosciences. Fast 
dopamine release, in less than a second period depending on 
crave stimuli, causes phasic release of dopamine which 
increases the activation of specific neurons to start a learned 
action. Failures in dopamine neurotransmission affects 
tremendous amount of brain abilities including movement, 
mental, and motivation and reward systems of the brain [3]. 
Ability to measure phasic release of dopamine in specific 
locations of the brain will lead to a powerful tool for the 
neuroscientists. However, the tremendous amount of image-
formed data as produced from different locations of the brain 
makes the manual analysis of these data cumbersome. 
Luckily, image processing techniques will help in solving 
these problems effortlessly to ease and speed the analysis for 
neuro-physicians.  

In this paper, we make use of DarkNet-19 Convolutional 
neural network (CNN) to identify the dopamine analysis 
imaging (DA) using Phasic Dopamine Release-2019 (PDR-
19) dataset to assist at delivering an early identifying of the 
failures in dopamine neurotransmission. The PDR-19 dataset 
[10] comprises a set of 6030 images distributed into two main 
classes; namely, “release images, “or “Non- release images”. 
Considering the obtained dataset, after applying a number of 
data wrangling operations, we employ the DarkNet-19 
Convolutional neural network with customized input and 
output layers, frozen network parameters using transfer 
learning technique, and fine-configuration for the network 
hyper-parameters. We show the supremacy of our 
identification scheme scoring an outstanding classification 
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accuracy. More specifically, the primary contributions of this 
work can be itemized as follows: 

 We provide an accurate and precise identification model 
utilizing the powerful DarkNet-19 CNN with pre-learned 
trainable parameters (i.e., weights and biases) to train and 
validate the phasic dopamine release dataset (PDR2019) 
using our commodity machine equipped with NVIDIA 
Quadro GPU for enhanced computing. 

 We provide an inclusive simulation results and 
investigation of our identification scheme to extend the 
comprehension of proposed methodology and experimental 
check. Besides, we benchmark our results with the recent 
related work to demonstrate the gain of the achieved 
performance trajectories. 

The subsequent sections of this paper are arranged as 
follows: Section II investigate the dataset of phasic dopamine 
releases employed in this study. Section III describes and 
discusses the phasic dopamine identification system using 
DarkNet-19, experimental setup and configurations. Section 
IV provides details about the model evaluation, results and 
discussion. Finally, Section V concludes the paper.  

II. DATASET OF PHASIC DOPAMINE RELEASES  

In our research, we utilized the latest dataset introduced 
by Matsushita et al. [7]. This dataset is extremely 
comprehensive, and it is the only public dataset of fast-scan 
cyclic voltammetry (FSCV) images that we are aware of. The 
authors in [4] used FSCV data to create images depicting plots 
of 20-second-long experimental recordings. These recordings 
were made at the Federal University of Parana's (UFPR) 
Laboratory of Central Nervous System in Curitiba, Brazil, and 
D. Robinson's Laboratory at the University of North Carolina 
(UNC) in Chapel Hill, United States of America. The 
experiment was carried out by the two laboratories on different 
animals and FSCV configurations, resulting in slightly 
different plots. The experiment was carried out using a total 
number of 30 recordings. In the same experiment, the UFPR 
lab used 29 male Swiss mice while the UNC lab used six male 
Sprague Dawley rats. Moreover, and for legalization purposes, 
all experiments were carried out in conjunction with the 
National Institutes of Health's Guide for the Treatment and Use 
of Laboratory Animals, with procedures approved by the 
University of North Carolina's Institutional Animal Care and 
Use Committee and the Federal University of Parana's 
Institutional Ethics Committee for Animal Experimentation. 
For more information, a detailed description of the dataset is 
available in [10]. 

The basic idea of Matsushita et al. dataset configuration is 
that for each image, columns from the beginning, middle, and 
end were chosen, and the values of those columns were 
subtracted from the values of the other columns, yielding three 
distinct images distinguished by their backgrounds.  There are 
a total of 1005 induced dopamine release images and 1005 
images without dopamine release for each background. To 
better view the transformations, FSCV analysis software was 

used to apply a regular false color palette. Except for the UNC 
laboratory's experiment "RIX2," which includes all the mixed 
readings collected from the other experiments, each image is 
classified by its experiment. 

Matsushita et al.  dataset was extensively studied by 
Patarnello et al. [6].  The authors in [6] branched Matsushita et 
al. approaches into two groups: Global methods and Patch 
methods. The global methods include original photos as well 
as zoning variations. The first zoning method was applied on 
the y-axis of the image from pixel 320 to pixel 520, resulting 
image size of 875x200 pixels. It has been observed that the 
phasic Dopamine release episodes frequently established in 
this zone, hence it was named “common release region of the 
dopamine”. The second zoning method was applied on the first 
90 pixels of the y-axis and the common dopamine release 
region, causing an 875x290 pixels image size. This region was 
called “concatenated zones” since some releases include visual 
data that can be used to abstract features. The global methods 
are graphically described in Fig. 1. 

 
Fig. 1. Zoning variations and the original image [6]. 

Patch extraction methods, on the other hand, manually and 
automatically extract patches of size 200x200 from the 
common release area. The dataset includes a release peak 
position that used to remove manual patches, which is set as 
the image's core. Over the common release, a sliding window 
with a resolution of 200x200 pixels and a window slide of 135 
pixels are used to extract automatic patches. The slide size is 
justified by the fact that it is a divider of the original image's 
width size; as a result, no pixels are left over, and six patches 
are removed per image.  The authors in [6] recommended that 
size 290x290 patches be extracted from the concatenated zones 
in addition to the 200x200 patches. Although the method for 
applying manual patches hasn't changed, the fact that the 
image's width and height can easily be increased to 290 pixels, 
whereas the sliding process continues to use a 135-pixel slide. 
As a result, patches of size 200x290 are created by automated 
extraction, which are then padded to make them 290x290. 
Patches examples can be made clearer in Fig. 2. 
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Fig. 2. Patches variations [6]. 

III. IDENTIFICATION MODEL USING DARKNET-19 

To develop the proposed deep learning based 
identification system, we firstly collected the aforementioned 
recent dopamine analysis imaging introduced in 2019 [7].  
Initially, the collected images were imported using Image-
Data-Store component provided by the MATLAB’s image 
processing objects. Thereafter, they undergone a set of 
preprocessing processes in order to be prepared for use by the 
deep learning model. Therefore, the preprocessing stage 
included (a) Image Resizing to unify the size of all images to 
256 x 256 x 3 all with JPG image extension, (b) Target 
Encoding to encode the two categories using binary as “0: 
release images” and “1: non-release images”, (c) Shuffling 
operation to perform a stochastic re-distribution for images’ 
dataset at every training epoch to ensure the unprejudiced 
distribution for the image categories, (d) Data Augmentation 
for dataset expansion using several image processing 
operations, as such, random image warping transformations, 
cropping transformations, color transformations, synthetic 
noise, synthetic blur and others [19], (e) Dataset Allocation to 
divide the dataset into training dataset and testing dataset using 

k-fold cross validation mechanism [20]. Afterward, the 
resulting preprocessed images can be fed to be trained and 
validated using the deep 𝐷𝑎𝑟𝑘𝑁𝑒𝑡 network, engaged in this 
research. 

𝐷𝑎𝑟𝑘𝑁𝑒𝑡 is a convolutional neural network, developed to 
enable the efficient training and validation of very deep neural 
network with more than 53+layers. Typically, 𝐷𝑎𝑟𝑘𝑛𝑒𝑡 
employs a number of global kernels and doubles the number of 
channels after every pooling layer [12]. The original version of 
𝐷𝑎𝑟𝑘𝑛𝑒𝑡 was written in C and CUDA, employing CPU and 
GPU computations, and its available as an open source 
framework [11]. 𝐷𝑎𝑟𝑘𝑁𝑒𝑡 is developed based on several 
preceding ideas such as 𝑁𝑒𝑡𝑤𝑜𝑟𝑘 𝐼𝑛 𝑁𝑒𝑡𝑤𝑜𝑟𝑘 [13], 
𝐼𝑛𝑐𝑒𝑝𝑡𝑖𝑜𝑛 [14] and 𝐵𝑎𝑡𝑐ℎ 𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 [15].  

In this work, we have used the 19-convolutional layers’ 
deep version of 𝐷𝑎𝑟𝑘𝑁𝑒𝑡, which is known as 𝐷𝑎𝑟𝑘𝑁𝑒𝑡 − 19. 
DarkNet-19 comprises exactly 19 convolutional layers and 5 
max-pooling layers, involving only 3 × 3 and several 1 × 1 
convolutional kernels to minimize the amount of trainable 
parameters [18]. We have employed the 𝐷𝑎𝑟𝑘𝑁𝑒𝑡 − 19 with 
the transfer learning techniques using a pretrained network that 
is trained on ImageNet dataset comprising a set of 1,000,000+ 
images [17], which provide the network with rich feature 
representations. While 𝐷𝑎𝑟𝑘𝑁𝑒𝑡 − 19 can be used to classify 
the images into 1000 classes, we have customized the output 
layer of 𝐷𝑎𝑟𝑘𝑁𝑒𝑡 − 19 to have two-classes to accommodate 
our identification outcomes. Also, since DarkNet-19 uses an 
input layer size of 256 𝑥 256, we have resized all the images 
of the phasic dopamine releases dataset (PDR19) to be in 
256 𝑥 256 pixles to accommodate the input layer of the 
𝐷𝑎𝑟𝑘𝑁𝑒𝑡 − 19. The simplified architecture of 𝐷𝑎𝑟𝑘𝑛𝑒𝑡 − 19 
neural network showing  the main layers of the 𝐷𝑎𝑟𝑘𝑁𝑒𝑡 − 19 
network is illustrated in Fig.3. 

 

       
Fig. 3. Top-View Architecture of Darknet-19 neural network 

Also, the prescribed identification scheme has been 
carried out using MATLAB computing system and its 
supplementary components including the image processing, 
the parallel computation and the deep learning toolboxes as 
well as the corresponding machine learning methods and 
approaches. Moreover, to train and test the performance of 

deep learning scheme, we have allocated 80% of the 
collected dopamine analysis imaging (i.e. PDR19) dataset 
for training process and 20% for the validation/testing 
process using random cross validation experiments. 
Besides, the rest of other system development are provided 
in Table 2, below.  
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TABLE. I. SUMMARY OF SYSTEM DEVELOPMENT CONFIGURATIONS 

Development Items Description  

Training/Testing Model Transfer Learning via DarkNet-19 

Execution Environment  CPU + GPU/Auto 

Input Image dimensions 256 x 256 x 3  

Solver Approach Stochastic Gradient Descent (SGD) 

Loss Function Computation Cross Entropy Loss Function 

Binary-Classifier technique Onevsall (one-vs-both classification) 

Classification Learner  Linear learner algorithm 

Validation Frequency 10-Fold Cross Validation 

Max number of Epochs  25, with Shuffling at Every Epoch 

No. of iterations per Epoch 100, accumulated 2500 iterations. 

Mini Batch Size 32 

Initial Learning Rate 0.01 with Momentum of 0.9 

L2Regularization  0.0001 

IV. EVALUATION AND DISCUSSION 

A reliable auto-recognition deep-learning model to 
classify the weather condition images with high-level of 
classification accuracy, precision, and recall. To enhance 
the performance of feature extraction and learning, we have 
utilized the power of transfer learning technique with fine-
tuning of the recognized deep ResNet-18 CNN pretrained 
on ImageNet dataset. The developed model uses the multi-
class weather recognition dataset with 75% of the images 
used for training and 25% used for testing. Actually, the 
proposed work provides an inclusive framework model for 
multi-class image classification applications from input 
layer to the output layer. Finally, based on the comparison 
with other related research in the field, the obtained results 
outperform the results of existing automated classification 
models for weather conditions images. 
 

 

Fig. 4. Trajectories of {Identification Accuracy, Identification Loss} vs. Number of Epochs for training and testing datasets 

The effectiveness of the PDR identification model can be 
measured using several performance assessment factors 
including the number of true positives samples (NTP), the 
number of true negatives samples (NTN), the number of false 
positives samples (NFP), the number of false negatives samples 

(NFN), the identification precision percentage (IPP), the 
identification sensitivity percentage (ISnP), the identification 
specificity percentage (ISpP), and the identification weighted 
average percentage (F1P). Hence, Table 1 shows summery of 
result obtained for the proposed PDR identification model. 

TABLE II. SUMMARY OF EXPERIMENTAL RESULTS OBTAINED FOR THE AFORESAID EVALUATION METRICS 

𝑵𝑻𝑵 𝑵𝑭𝑷 𝑵𝑭𝑵 𝑵𝑻𝑷 𝑰𝑨𝑪 𝑰𝑷𝑷 𝑰𝑺𝒏𝑷 𝑰𝑺𝒑𝑷 𝑭𝟏𝑷 𝑰𝑬𝑹 

605 6 5 590 99.10% 98.99% 99.16% 99.35% 99.08% 0.90% 

Finally, to have additional perception into the benefits of 
our proposed solution, we have compared the performance 
measures of our identification system with the existing 

machine-learning-based dopamine release identification 
systems in terms of the identification accuracy factor. As a 
result, the benchmark evaluation revealed the preponderance 
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of our proposed phasic dopamine release identification based 
DarkNet-19 model with greater identification accuracy using 
the PDR-19 dataset in comparison with other existing deep 

learning based models in the field by an improvement 
percentage (IM%) of ≈ (1.0% – 4.0%) and lower identification 
overhead. 

TABLE III. COMPARISON WITH RELATED RESEARCH METHODS EMPLOYING SIMILAR DATA OF PHASIC DOPAMINE RELEASES. 

Research Method               Year Classification Technique Comments Accuracy  

Russakovsky et. al.          [9] 2015 
Inception v3 network  

+ Roecker CNN 
Hybrid, Complex design, Very high 

overhead ≈  95.6% 

Matsushita, et. al.             [7] 2019 
Roecker CNN [5] 

 + YOLOv3 Detectors 
Hybrid, Larger dataset, with low 

harmonic mean ≈  97.3% 

L. Patarnello et. al.           [6]  2020    
60-AlexNet CNN Networks  

+ 3 YOLOv2 Detectors 

Non-reasonable number of Combined 
CNNs, Complex design, Very high 

overhead 
≈ 98.7 % 

This Model           2021 
DarkNet-19 Convolutional 

Neural Network  
Employs Transfer learning from 

DarkNet-19, Low overhead ≈  99.1 % 

V. CONCLUSIONS 

An automated intelligent identification model for 
dopamine analysis (DA) to classify the DA imaging for phasic 
dopamine releases has been developed and analyzed in this 
article. The model exploits of pretraind DrakNet-19 CNN with 
re-configuration of the simulation environment, the 
hyperparameters and the softmax layer (reduced to output 2-
classes instead of 1000-classes). Also, the suggested model 
utilizes the images of dopamine analysis dataset, PDR2019, 
providing around 6,000 images, fairly balanced into two 
classes including “release images, “or “non-release images”. 
The images were distributed 80%∶ 20% for training and testing 
datasets respectively. Moreover, the identification model has 
been trained for 25 epochs each with 100 iterations scoring the 
best identification accuracy at 99.1% attained for the binary 
identification model. Furthermore, the identification model 
was validated through several other performance evaluation 
factors to achieve more perceptions of the model behavior 
identification precision percentage (IPP), the identification 
sensitivity percentage (ISnP), the identification specificity 
percentage (ISpP. In conclusion, the proposed identification 
model has beaten other available identification models for 
phasic dopamine releases in terms of identification accuracy 
and computation overhead. 
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Abstract—The use of drones for civilian purposes has recently
grown. Drones are used for recreational, commercial, and gov-
ernmental purposes. Today’s drones can fly over a long range and
many of them are equipped with cameras and a GPS chip to allow
users to control them over a long range. This creates privacy
and security concerns. For example, drones flying in restricted
areas, or using the camera to spy on individuals and entities This
paper addresses this issue and proposes a method to respond to
violating drones by exploiting the lack of source authentication
in GPS systems. In this paper, we propose a technique to ground
and find the launch location of violating drones. This is done
by invoking the rescue mode, then, employing Radio frequency
software-defined radios to broadcast manipulated GPS signals
following a novel algorithm that not only grounds violating drones
but also find the drone’s launch location, which is what unique
about our approach. In this paper, we present the proposed
method. Then, we perform both hardware tests and a simulation
to demonstrate the proposed system’s performance.

Index Terms—drone, GPS, spoofing, bisection, algorithm

I. INTRODUCTION

Recently there has been an increase in the use of drones by
individuals. A drone is an aircraft without a human pilot on
board but instead uses a ground-based controller. Drones are
used by recreational flyers, enthusiasts, photographers, public
safety, and governmental entities. The number of drones is
on the increase from previous years. As of January 2021,
there were 1,782,479 drones registered in the United States
by the FAA. 71 percent of registrations were for recreational
purposes. 27 percent of registrations were for commercial
operation with 15 percent of those Americans having never
flown a drone before [1]. The global drone market reached
22 billion dollars in 2020 with the majority of production
being done in the United States and China[2]. Despite a large
number of drones are airborne, privacy violations by drones
are oftentimes overlooked. Modern-day drones are equipped
with a camera and can fly incredibly far from where the user
is piloting them. Drones can also legally fly above private
property and photograph/record with little to no repercussions
because they are treated as aircraft in the eyes of the law
[3]. This can create what feels like an invasion of privacy for
some who do not wish there to be a drone recording them

or what is around them. On the other hand, drones create a
security threat, as some drones can fly into restricted areas
such as airports or sensitive facilities. An area where drones
are not allowed to fly is known as ” no drone zone”. Despite
the existence of some techniques that can ground violating
drones, it is often difficult to catch the drone’s pilot. Without
any information on the pilot or where the drone came from,
it allows for repeated offenses by individuals for violations.

Many of today’s drones are equipped with a GPS chip.
This allows the controller to track and manage drones over
a long-range. GPS is the Global Positioning System, and is
a global navigation satellite system that provides location,
velocity, and time synchronization. It is used in products
all across the world with the most common being cars. A
utilization of GPS in drones is supporting the rescue mode or
return to home functionalities. These functionalities enable the
drone to return to the launch location if the video feed or the
controller signal are lost. Despite, the functionalities enabled
by GPS, GPS location can be exploited since there is no source
authentication procedure in place to verify the source of GPS
signals [4]. In other words, a GPS chip does not verify if the
GPS signal came from a satellite or other malicious entities.
GPS manipulation can be done by transmitting spoofed GPS
signals using a radio frequency software-defined radio (RF-
SDR). In this paper, we propose a method to ground violating
GPS-enabled civilian drones in rescue mode and find the
launch location of a violating drone. This is done by utilizing
an RF-SDR to transmit manipulated GPS signals and using
our algorithm to use the drone’s response to the transmitted
signals to find the launch location of the drone.

II. BACKGROUND

Many modern-day solutions for dealing with such a problem
would be physically taking the drone down using force, but
there could be legal retaliation from the drones’ pilot [5].
There is no one “correct” approach to solving the problem
of eliminating a drone since there can be multiple solutions.
One solution is to transmit jamming signals [6][7]. However,
drones are equipped with rescue mode which enables the
drone to return to the launch location making this only a
short-term solution. Moreover, there have been techniques
to detect jamming attacks on drones [8][9]. Other solution
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includes sending a spoofed signal that overcomes the original
controller signal [10]. However, such attacks can be overcome
by utilizing cryptography to source authenticate the controller
[11].Another method used exploits the optical sensors that are
built into some types of drones. The reasoning for attacking
the optical sensors was to make it appear that the drone
was drifting and needed to remain steady using its built-
in functions. Through projecting images onto the ground
level, the drone cannot differentiate between what the actual
surfaces are versus what is being generated [12]. This has
more noticeable constraints in order to work as intended that
have been noted by the creators of this study. The first is that
the ground can be changed enough that the projected image
seems natural to the drone, which heavily limits where this
method would work. The next piece of information that must
be known is how the drone will respond to the image, or
more specifically the algorithm used. While information can
be inferred about how the drone will avoid a potential crash,
actions such as turns, accelerating, and magnitude changes can
not be as easily predicted.

Other research work proposes targeting the network security
of Wi-Fi-enabled drones [13][14]. These systems aim to break
into the Wi-Fi system to hack into the drone and possibly
control it. In fact, even extremely secure networking such as
WPA2 can be broken through a third-party source by forcing
a key reinstallation [15]. However, Wi-Fi attacks take a long
time and might not be practical in case of a security violation.
Other research works proposed spoofing GPS locations to take
over unmanned aircraft vehicles (drones) and control their
movements [16][17][18]. The spoofed GPS signals are used
as an attack to confuse the original receiver and lock them
out of locating the true coordinates While this is an efficient
method to use, it has some drawbacks that are apparent with
it. The first is that this gives no information about where the
drone originated from, or who would have launched it. It is
useful for the current time but still allows for more potential
situations that would be similar in the future from the same
location and launcher. As seen from the related work, none of
the approaches attempt to determine the launch location of the
drone, which is what unique about this work. The next section
demonstrates the proposed method.

III. METHOD

In this section, we discuss the method used by the proposed
system. In order to be able to determine where the launch
occurred, the current location is used to evoke the rescue mode
in the drone or GPS rescue mode in the case of a GPS-enabled
drone. GPS-enabled rescue mode is intended to bring the drone
autonomously in case of an emergency such as loss of video
or radio link [19]. Therefore, rescue mode can be invoked by
transmitting jamming signals on the frequency of the radio
link or the video link. After the rescue mode is in action, the
drone is going to return to the launch location at a constant
speed and with bearing as shown in equation (1):

θ = atan
sin∆λ.cosφ2

cosφ1.sinφ2 − sinφ1cosφ2.cos∆λ
(1)

Where ∆λ is the difference in longitude between the current
drone’s coordinates and the launch coordinates. φ1 is the
latitude of the current drone’s coordinates. φ2 is the latitude
of the current drone’s coordinates.

Consequently, the x−component and the y−component of
the drone’s speed is going to be:

xspeed = A.cosθ

yspeed = A.sinθ
(2)

Where A is the constant speed the drone travels in when rescue
mode is in action.

For equation (1), the current coordinates of the drone are
known or can be obtained. The goal here is to find the
coordinates of the launch location. In the proposed method,
iterative launch coordinates longitude and latitude guesses are
used to find the value of these coordinates. These values cause
the x−component and the y−component in equation (2) to
go to zero. In other words, the coordinate values that lead
to that are the drone’s launch coordinates. This is because
in rescue mode the drone is going to stop moving once it
arrives at launch coordinates. In the proposed method, the
coordinates guesses are broadcasted by using a manipulated
GPS signal through an RF-SDR. This is possible because
unlike smartphones [20] a drone’s GPS chip does not verify
the authenticity of GPS signals it receives. Once the Drone
receives the manipulated GPS signals, it recalculates its current
GPS location and adjusts the travel bearing accordingly as
in equation (2). This change in the bearing is going to be
observed and is used to calculate the next guess. This process
continues until the x−component and the y−component of the
drone speed become zero. Once the components are discovered
that means so are the launch coordinates.

It is important to minimize the number of coordinates
guesses in the algorithm to decrease the time required for
the proposed system to retrieve the drone’s launch location.
Therefore, an efficient root-finding method is required. In this
paper, the bisection method is employed. The bisection method
is a root-finding method that repeatedly bisects the interval
defined by these values and then selecting the sub-interval in
which the function changes sign, and therefore must contain
a root. [21]. In the proposed method, the bisection method is
applied to find the root of both equations in (2). The interval
is determined by defining the maximum range from which
the drone is launched from. Usually, civilian drones have a
limited range measured in miles. This is because the distance
the drone controller’s signal can travel is limited as the radio
signals attenuate with distance. These limits are going to be
the initial interval for the bisection method. Then the interval
is updated based on how the drone changes the travel bearing
once it receives the manipulated GPS signal. A step by step
explanation of the proposed is as follows:

1) The rescue mode is invoked by transmitting jamming
signals either on the drone’s controller frequency or the
video feed frequency.
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2) Once rescue mode is in action, the drone is going to
return to its launch location, using a constant speed A
and bearing θ as shown in (1).

3) The maximum longitude and latitude and the minimum
Longitude and latitude for the launch location are deter-
mined based on the current location and the maximum
drone’s range.

4) The bisection algorithm starts with the interval
[Minimum longitude, Maximum longitude] for the
x−component of the speed and the interval [Minimum
latitude, Maximum latitude] for the y−component of the
speed. It is known that there is a root for equations in
(2) in these intervals.

5) Manipulated GPS signals are transmitted according to
the bisection algorithm according to the intervals above
for first coordinates guess.

6) Once the drone receives the manipulated signals, it
recalculates its current GPS location. This changes
current longitude and current latitude. Consequently, a
new θ is calculated as in equation (1) impacting the
x−component and the y−component of speed in (2).

7) Based on the change of the values of the x−component
and the y−component of speed ( whether they increase
or decrease). The bisection interval is adjusted. Then,
new coordinates guess is transmitted.

8) Bisection intervals are adjusted according to the changes
in the x−component and the y−component of speed.
Based on the new interval, the bisection algorithm
generates new guesses. This process continues until
the x−component and the y− are zero or very close
to 0. The coordinates guess that leads to zeroing the
x−component and the y−component of speed are the
drone’s launch coordinates.

As seen from the steps above, several guesses can lead to
finding the drone’s launch coordinates. Moreover, the correct
guess causes the drone to land. As at this point the drone is
deceived that it is at the launch location. The next section
shows the experiments conducted to inspect the proposed
method’s performance.

IV. EXPERIMENTS AND RESULTS

In this section, we present the experiments that were per-
formed to analyze the proposed method’s performance. Then,
the experiment’s results are analyzed and discussed. In this
paper, we performed two experiments. The first, experiment
inspects hardware performance for the RF-SDR that transmits
manipulated GPS performance and for a drone’s chipset. The
second is a simulation to measure the proposed system’s
performance in determining a drone’s launch coordinates.

A. Hardware Performance

The purpose of this experiment is to show a proof of
concept on how manipulated GPS signals can lead the drone
to update its rescue mode travel bearings. In this experiment,
The RF-SDR used is the HackRF[22]. This RF-SDR was
used to transmit manipulated GPS signals[23]. An Arduino

chipset with a GPS-chip was used for the drone. Arduino
GPS drone firmware was installed[24] on the Arduino Chipset.
Arduino data was then logged into an SD. The logged data
shows the Arduino calculating a cheated GPS location and
adjusting bearing as shown in the method. This experiment
was performed on the drone’s chipset only ( not a full drone).
Moreover, the hack RF antenna and the chipset were in close
proximity to allow transmitting the manipulated GPS signals
at low power to avoid impacting the surroundings.

B. Algorithm Performance

The purpose of this experiment is to simulate the per-
formance of the proposed method to find a drone’s launch
coordinates. The drone movement in rescue mode is simulated
by writing a python function that takes transmitted manipu-
lated GPS signal as an input and returns the bearing of the
travel. Then, a second function was written that simulates the
proposed method. First, it determines the bisection interval,
for simulation purposes, the maximum range of the drone was
considered 1 mile. Accordingly, the maximum and minimum
longitude was determined using Haversine formula[25]. In the
second function, the bisection algorithm calculates what GPS
coordinates to be broadcast by the RF-SDR. Consequently,
the transmitted coordinates are plugged into the drone rescue
mode python function which returns the updated bearing.
Then, the x−component and the y−component of the speed
are calculated, and based on these changes the next bisection
interval is calculated and transmitted. This algorithm iterates
until the difference between the guessed launch coordinates
and the actual launch coordinates is less than an error of 1
percent. Since the bisection method is a root finding algorithm,
the run-time for the implemented function is O(log2N), where
N is the range of the drone. Fig. 1 shows how the algorithm
closes into the launch coordinates as it iterates. Fig. 2. shows
how the x−component and the y−component go to zero as the
algorithm iterates. As can be seen from Fig. 1, the algorithm
closes in the launch location as it iterates. In other words,
it calculates the possible launch location in every iteration,
with the accuracy of the calculation increasing as it iterates.
This is important as it can allow law enforcement to provide
a faster response to violators. As can be seen in Fig. 2, in the
simulation, it took seven guesses to get the x−component and
the y−component of the speed close to zero. An error of 1
percent was tolerated to a decrease in the number of iteration.
The proposed algorithm still finds the launch coordinates in
high accuracy even with this error included, as it gets the
launch area determined within inches. Moreover, it is possible
to get higher accuracy with more iterations but it would come
at the cost of using more time which may not always be
needed.

V. CONCLUSION

The drone market is expanding exponentially each year with
more civilians purchasing drones. With the lack of regulations
that monitor malicious drone-flyers behavior, privacy and
security concerns are raised. Such violations can be in the form
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Fig. 1. Closing into the launch location as the algorithm iterates

Fig. 2. The x−component and the y−component of the drone’s speed going
to 0 as the bisection algorithm iterates

of flying into restricted areas or violating people’s privacy.
This paper addresses this issue by proposing a scheme to
counter violating drones. The proposed approach exploits the
lack of source authentication in GPS systems and utilizes
RF-SDR to transmit manipulated GPS signals according to
the proposed algorithm to ground drones in rescue mode.
Moreover, the proposed algorithm finds the drone’s launch
location, which is what is unique about our approach. In this
paper, we explained the proposed algorithm’s operation step-
by-step, then ran hardware and simulation tests to validate
the proposed system’s performance. Future work will include
working to minimize the number of guesses by the algorithm.
Moreover, it will include testing the proposed method on flying
drones by utilizing RF-SDR and directional antennas.
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Abstract—The security of web-applications has become 

increasingly important in recent years as their popularity has 

grown exponentially. More and more web-based enterprise 

applications deal with sensitive personal and private 

information, which, if compromised, can not only lead to system 

downtime, but can also cause mean millions of dollars in 

damages to the organization. It is critical to protect web-

applications from the constant onslaught of hacker attacks. 

Remote Code Execution (RCE) attacks are one of the most 

prominent security threats for software systems, especially 

Java-based systems. In the current study, we have studied the 

security update reports for RCE vulnerabilities published by 

two Java-based projects: Apache Tomcat and Android. We 

analyzed and categorized the code-fixes (i.e., patches/updates) 

that were applied to mitigate/fix fifty-one (51) RCE 

vulnerabilities in the two above-mentioned Java projects. Our 

analysis showed that a significant majority of the RCE 

vulnerabilities found in Java projects can be mitigated with just 

five (5) types/categories of code-fixes. Overall, our goal was to 

study RCE vulnerabilities in an effort to provide programmers 

with a handy list of code-fixes, thus making it easier for them to 

effectively mitigate known RCE vulnerabilities in their own 

Java-based applications. 

Keywords—software security, software engineering, 

vulnerabilities, remote code execution, open source software   

I. INTRODUCTION 

Software security bugs, also known as vulnerabilities, 
continue to be an important and potentially the most expensive 
issue affecting all aspects of our cyber society. There has been 
significant research effort toward preventing vulnerabilities 
from occurring in the first place, as well as toward 
automatically discovering vulnerabilities, but so far these 
results remain fairly limited [15, 16].  

Remote Code Execution (RCE) has been recognized as 
one of the most harmful threats for web applications [1]. 
Although RCE is a special kind of cross-site scripting attack, 
RCE attacks have some variants including requiring state 
consideration of both server and client, both string and non-
string manipulation of client inputs, and involving multiple 
requests to more than one server-side scripts [1]. Static 
analysis tools can be potentially used for detecting 
vulnerabilities [17, 18, 19]. Static code analysis tools locate 
vulnerabilities within source code using data flow analysis or 
taint analysis techniques [20]. As RCE attacks mostly depend 
on path conditions and involve both string and non-string 
operations, most static analysis tools fail to detect RCE attacks 
as they follow context free grammar and model only string 
operations [21, 22]. As a result, the false positive rates are high 

in those tools. On the other hand, the existing literatures do not 
focus on how RCE vulnerabilities have been resolved in real 
world applications so that developers can have a handy list of 
techniques to mitigate those problems. 

In this paper, we focus on identifying the various ways 
developers (i.e., programmers) mitigate/fix RCE 
vulnerabilities that are reported in Java-based software 
systems (fixing a reported or known security vulnerability is 
more commonly referred to as security update or patch and is 
generally done by changing/adding/deleting lines of code).  

In a sense, the primary objective of this study is to identify 
the most common types of code changes (i.e., 
updates/patches) that are applied by programmers when RCE 
vulnerabilities are reported in their software. To meet our 
objective, we reviewed different systems that publish security 
update reports and determine if there are any similarities in the 
RCE vulnerabilities and the updates that were implemented to 
fix them. In our research, we reviewed security updates reports 
for Apache Tomcat and Android. The major contributions of 
our work have been stated below: 

1. The study is conducted on two major Java-based 
systems: Apache Tomcat and Android. The study has 
identified the most frequently used mitigation 
techniques for fixing RCE vulnerabilities that can be 
exemplary for Java based software developers.  

2. We anticipate the findings in this study may be of 
assistance to the developers in avoiding frequent 
programming mistakes that can lead to RCE attacks.  

3. The common security updates discussed in this paper 
will help the developers to mitigate (or fix) RCE 
issues and thus reduce the likelihood of RCE attacks 
in the future.  

In Section II, we discuss some related works to our study. 
Section III describes our research methodology. Section IV 
focuses on data analysis and results. In Section V, we discuss 
the limitations of our work. Section VI provides a brief 
discussion on the implications of our findings and finally 
Section VII concludes the paper with some future plan.  

II. RELATED WORK 

In this section, we highlight some existing works that 
focused on remote code execution (RCE) vulnerability 
analysis and detection. 

Remote Code Execution is considered as a special kind of 
Cross Site Scripting (XSS) attacks [1]. Like XSS and SQL 
injection attacks, RCE occurs when invalid client-side inputs 
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are undesirably converted to scripts and executed [1]. 
Although researchers have already put significant efforts on 
identifying and mitigating XSS and SQL injections 
vulnerabilities [2-7], RCE vulnerability got very little 
attention due to its unique characteristics [1]. Zheng et al. [1] 
proposed a path and context sensitive inter procedural static 
analysis to detect RCE vulnerabilities in PHP scripts. They 
devised a novel algorithm featuring both string and non-string 
behavior of a program and successfully could detect RCE 
vulnerabilities in PHP scripts with less false positive rates [1]. 
In another study [8], the authors assessed the multi-variant 
code execution technique to prevent the execution of 
malicious code. The idea of multi-variant code execution is 
detecting any malicious attempt during run-time. While 
running two or more slightly different variants of the same 
program in lockstep on a multiprocessor, the variants are 
monitored and any divergence from the regular behavior 
raises an alarm indicating the possible anomaly. The trade-off 
between security and performance is the major limitation of 
this approach [8]. Hannes et al. [9] studied expert opinions on 
how three variable (i) non-executable memory, (ii) access and 
(iii) exploits for High or Medium vulnerabilities as defined by 
the Common Vulnerability Scoring System contribute to the 
successful remote code execution attacks. Both access and the 
severity of the exploited vulnerability were perceived as 
important by the experts; non-executable memory was not 
seen as relevant to RCE according to the study [9]. In [10], the 
authors presented a case study on RCE vulnerability and 
analyzed different types of RCE and their impact on 
applications. Another paper [13] proposed a new mechanism 
for trusted code remote execution. The method creates a 
trusted platform integrating the identity authentication, 
platform authentication and behavior authentication based on 
trusted computing technology, remote attestation and trusted 
behavior for remote code execution [13]. There are some other 
research studies on remote code execution which focused on 
remote code execution vulnerabilities in specific domains or 
platforms [11, 12, 14]. 

Overall, there is a shortage of research on modeling of 
discovered security vulnerabilities to capture how and why an 
implementation fails to achieve the desired level of security. 
This paper analyzes some real vulnerable code and their fixes 
so that programmers can be aware of those frequently 
happened programming mistakes and are aware of their 
possible mitigation techniques.  

More specifically, we focused on Java-based applications 
and identified common code changes/fixes that are used to 
mitigate RCE vulnerabilities (which has not been investigated 
in earlier research). Most of the previous studies either devised 
techniques to prevent RCE or detect RCE during runtime. 
Those studies lack in highlighting some common 
programming practices that are used by developers to fix RCE 
vulnerabilities. In our study, we present RCE updates/fixes so 
that developers can be guided during the maintenance phase 
and can ensure future software releases are secure.    

III. METHODOLOGY 

This section describes the Research Questions (RQs) and 
the data collection process for this study.  

A. Research Questions 

The following research questions were formulated to 
guide the data collection for this study: 

RQ1: Do software systems suffer from Remote Code 
Execution (RCE) vulnerabilities more frequently when 
compared to the other types of security vulnerabilities? 

RQ2: What types of patches (i.e., code-fixes) are usually 
added to mitigate the known RCE vulnerabilities in Java-
based software systems? 

B. Data Collection 

The following paragraphs describe the data that we 
collected to answer the two research questions (RQs). 

To answer RQ1, we collected the vulnerability-counts for 
the last 5 years (2015 to 2019) for the most common types of 
vulnerabilities (RCE, Denial of Service, Overflow, XSS, SQL 
injection) reported to a vulnerability datasource called CVE 
Details (https://www.cvedetails.com/). 

With respect to RQ2, we focused specifically on collecting 
information about Remote Code Execution (RCE) 
vulnerabilities reported in Java-based software projects. 
Furthermore, we wanted to collect information about how 
programmers fix the RCE vulnerabilities reported in their 
Java-based software systems. Many open-source software 
projects publish security update reports on their project 
websites (for example, the security reports for Apache Tomcat 
are publicly available and can be found here: 
http://tomcat.apache.org/security.html).  

We identified two such open-source Java-based software 
projects: Apache Tomcat (mentioned above) and Android 
(https://source.android.com/security/bulletin). An overview 
of the steps taken to collect the code-fixes (i.e., patched) 
applied to fix RCE vulnerabilities reported in each of the two 
systems is provided below: 

1) Apache Tomcat Data Collection 
To gather the data from Tomcat, we first went to the 

Tomcat’s Security Reports page: 
http://tomcat.apache.org/security.html. This page displays a 
list of the known security vulnerabilities for each version of 
Tomcat as illustrated in Fig. 1. Tomcat Release 3.x was 
selected and all the Remote Code Execution (RCE) updates 
within this release were identified and reviewed. This was the 
most time and effort intensive step of our data collection 
process. Please note that our goal was to collect information 
regarding what kind of updates (i.e., patches or code-fixes) are 
applied by the programmers to known RCE vulnerabilities. 

 

Fig.1. Tomcat: Security Updates   
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Therefore, for each RCE update found during our search, the 
revision number was selected as presented in the information 
page for that particular revision. Fig. 2 contains the 
information page for Revision 1809921. As can be seen in Fig. 
2, each revision page contains a “path changed” link which in 
turn contains the line(s) of code that were added and/or 
removed to fix/mitigate the reported RCE vulnerability. 

Table I presents a sample set of RCE vulnerabilities in 

Apache Tomcat that were identified and investigated during 
this study.  

2) Android Data Collection  
Similar to Tomcat, for Android we reviewed the Security 

Bulletins page of the Android website 
(https://source.android.com/security/bulletin). From here we 
selected a year and month from the dropdown on the left side 
of the webpage as shown in Fig. 3. Next, we searched for RCE 
updates (see Fig. 4) and clicked on the selected reference 
number which brought up the information page for that 
specific update. The information page for a sample RCE 
update is shown in Fig. 5. By selecting the “diff” link 
(highlighted in yellow in Fig. 5), a page containing the code 
that was added and/or changed to fix/mitigate the reported 
RCE vulnerability was displayed. 

Following the data collection process described above, we 
collected a total of fifty-one (51) RCE updates/patches 
(including both the systems, Tomcat and Android). We 
analyzed these patches to understand if there are certain 
frequently used patterns in these RCE updates/patches. The 
data analysis conducted using the above-mentioned 51 RCE 
updates/patches is presented in Section IV. B.   

IV. DATA ANALYSIS AND RESULTS 

This section presents the results and findings obtained 
from analyzing the data collected during this study. This 
section is organized around the two research questions (RQs) 
that were described in Section III.A.   

A. RQ1: Do software systems suffer from Remote Code 

Execution (RCE) vulnerabilities more frequently when 

compared to the other types of security vulnerabilities? 

As mentioned before, we hypothesized that RCE 
vulnerabilities are the most frequently found vulnerabilities in 
software systems. In order to evaluate our hypothesis, we 
collected the vulnerability-count data from the 
“CVEDetails.com” datasource. This datasource receives its 
vulnerability data through National Vulnerability Database 
(NVD) xml feeds provided by NIST (National Institute of 
Standards and Technology). We collected the vulnerability-
count data for the top-5 vulnerability types for the recent five 
(5) years, i.e., from the year 2015 to 2019 (please note that 
currently the CVEDetails datasource has vulnerability-count 
data till the year 2019). 

Fig. 6 provides an overview of the data analyzed for RQ1. 
As can be seen in Fig. 6, RCE vulnerabilities were reported 
more frequently than other types of vulnerabilities during the 
years 2015, 2018, and 2019. Even during the other years (2016 
and 2017), RCE vulnerabilities remained in the top-2 most 
reported vulnerabilities.  

Furthermore, in the year 2019, the count of reported RCE 
vulnerabilities (2277) was significantly higher than the count 
of next most reported vulnerability (1593 Cross-Site Scripting 

 

Fig.2. Tomcat: Security Update Details for a Sample RCE Vulnerability 
found in Tomcat 

 
Fig.3. Android: Security Update Reports (Listed by Year) 

 

 
Fig.4. Android: Identifying RCE Vulnerabilities and their Respective 

Updates/Patches 

 

 
Fig.5. Android: Security Update Details for a Sample RCE 

Vulnerability found in Android 

 

TABLE I. TOMCAT: SAMPLE SET OF RCE VULNERABILITY 

PATCHES/UPDATES THAT WERE FOUND AND STUDIED 

Common Vulnerabilities and 

Exposures No. (CVE No.) 

Affected 

Versions 

Fixed 

version 

2013-4444 7 7.0.39 

2016-8735 7, 8, 9 9.0.0.M12 

2017-12615 7 7.0.80 

2017-12617 7, 8, 9 9.0.0.M15 

2019-0232 7, 8, 9 9.0.17 
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vulnerabilities were reported). Therefore, 35.3% of all the 
vulnerabilities reported during the year 2019 were of the type 
RCE (as can be seen in Fig. 6). 

The data analysis described above and displayed in Fig. 6 
clearly shows that software systems often suffer from RCE 
vulnerabilities more frequently than the other types of 
vulnerabilities. This in turn leads to a frequent need for 
programmers to fix RCE vulnerabilities through 
adding/editing lines of code in their software systems (i.e., 
adding updates/patches to mitigate the reported RCE 
vulnerabilities). This motivated us to identify some common 
patterns that are used by programmers when they are trying to 
fix the RCE vulnerabilities (with a focus on RCE 
vulnerabilities in Java-based software systems). The next 
section describes some of the patterns that we identified 
during this study.            

B. RQ2: What types of patches (i.e., code-fixes) are usually 

added to mitigate the known RCE vulnerabilities in 

Java-based software systems? 

As described in Section III.B (Data Collection), we 
identified a total of fifty-one (51) patches/updates that were 
made to fix RCE vulnerabilities in two Java-based software 
projects (Tomcat and Android). These patches are essentially 
changes/edits that made to lines of code to mitigate or fix a 
reported security vulnerability. Our primary goal with RQ2 
was to identify and list some code-fix patterns that were used 
frequently to mitigate reported RCE vulnerabilities. 

For a study such as ours, projects such as Tomcat and 
Android are a great resource as they highlight exactly what 
code changes/edits were made in order to fix a vulnerability. 
As an example, in Fig. 7, in order to fix the vulnerability titled 
CVE-2019-0232, the following variable was added: 
cgiServlet.invalidArgumentDecoded. 

Similar to the process described above, we analyzed the 
updates/patches (i.e., code changes) that were applied to all 
fifty-one (51) RCE vulnerabilities that were part of this study. 

Next, in order to find if there were similarities (i.e., 
patterns) between the coding changes that were made by the 
programmers in order to fix the RCE vulnerabilities, we 
converted the code-changes (patches/updates) into 
pseudocode. After converting the code-changes into 
pseudocode, we found that the code-changes (patches) could 
be classified into five (5) categories or patterns.  

The five types of code-changes or updates (identified as a 
result of our analysis of 51 RCE vulnerabilities) that can be 
used to fix or mitigate a majority of RCE vulnerabilities are 
described as follows: 

RCE Update Type 1 – Check if the Packet Size is a 
Positive Integer: For this update the programmer added an If 
Statement to check that the packet size was a positive integer 
(i.e., not negative or zero). That is, check if the source buffer 
contained enough bytes to copy the packet and check that the 
packet size does not exceed the destination buffer. The 
pseudocode for this type of update is shown in Table II.                       

RCE Update Type 2 – Checking for the Proper Variable 
Size: Another common update made by the programmers was 
that they checked for the proper size. In this If statement, they 
check if the variable is greater than the max size. And if the 
variable is greater than the max size, then set the variable to 
the max size. The pseudocode for this type of update is shown 
in Table III. 

RCE Update Type 3 – Applying an Offset: In many 
reported RCE vulnerabilities, it was found that the buffer is 
not properly calculated causing a memory overflow. To fix 
this, they adjusted the calculation by dividing the offset. The 
pseudocode for this type of update is shown in Table IV. 

RCE Update Type 4 – In another commonly used 
patch/update for RCE vulnerabilities, the programmer moved 
the If Statement to the top. The intention is to run the fail-
check before creating a new class and assigning the size. The 
pseudocode for this type of update is shown in Table V. 

RCE Update Type 5 – If statement to prevent out of 
bounds in the function: In another common patch/update, the 
programmer added an If statement to check validity of 
pSettings->noOfPatches to prevent out of bounds in the 
function, which can also cause the memory size to be negative. 

 

Fig. 6. Vulnerability-count by Type (for five recent years) 

 

Fig. 7. Code Change (or Patch) Applied to Fix/Mitigate an RCE 
Vulnerability (CVE-2019-0232) in Apache Tomcat 

TABLE II. RCE UPDATE TYPE 1 

Pseudocode for RCE Update Type 1 

if ((size <= 0) || ((read - sizeof(var1) - sizeof(var2)) < size) || (sizeof(msg) 
< size)) { 
          return -1; 
} 

 

TABLE III. RCE UPDATE TYPE 2 

Pseudocode for RCE Update Type 2 

if (result->num_val > MAX_ATTR_SIZE) { 
    errorWriteLog; 
    result->num_val = MAX_ATTR_SIZE; 
} 

 

TABLE IV. RCE UPDATE TYPE 3 

Pseudocode for RCE Update Type 3 

 

display->buffer = buffer + (offset / FACTOR); 
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The pseudocode for this type of update (i.e., Update Type 5) 
is shown in Table VI. 

As is evident from the above-mentioned five commonly 
used updates/patches, most of the code updates was to account 
for changes in size of boundaries and buffers. When the size 
was not properly accounted for, it caused errors in the 
application which in turn leads to a potential for bad actors to 
perpetrate a Remote Code Execution (RCE) attack. 

Overall, we believe that the five update types that we have 
identified can provide a good starting point for programmers 
when they are trying to fix/mitigate reported RCE 
vulnerabilities in their Java-based software systems. We 
anticipate that a list of commonly used updates/patches (such 
as the one presented in this study) can improve the efficiency 
of programmers when they are trying to determine the best 
way to fix vulnerable code in their software system.  

V. THREATS TO VALIDITY 

In this section, we describe the major threats to the validity 
of the results found in this study.  

One major validity threat is to the generalizability of our 
results. This is because we have studied RCE vulnerabilities 
and their respective updates/patches in a limited number of 
systems (two systems, Tomcat and Android). Owing to this, 
even though we have been able to locate some viable fixes 
(i.e., updates/patches) for RCE, they may not resolve each and 
every RCE vulnerability. Through our study we saw that many 
instances of RCE vulnerabilities can be mitigated by  fixing 
buffering and boundary issues. At this time, our research is 
limited to Tomcat and Android, and thus there are likely other 
instances of RCE vulnerabilities and their respective 
updates/patches that we have not come across in our research.  

Another limitation arises from the unavailability of public 
vulnerability datasets for software projects. Most software 
projects do not make their vulnerabilities and related fixes 
public (with a few exceptions such as Android and Tomcat). 
The scarcity of vulnerable dataset makes any vulnerability 
related research challenging.  

The authors also note that our findings do not guarantee 
prevention against an RCE attack from a malicious actor (i.e., 
attacker). Our goal is simply to provide a readily usable list of 
updates/patches that can be potentially employed for fixing 
RCE vulnerabilities. The final decision about using the most 
appropriate update/patch has to be made by the programmer 
by conducting a thorough evaluation of the vulnerability they 
are trying to fix.     

VI. DISCUSSION ON IMPLICATION OF RESULTS 

In this section we provide a brief discussion about the 
implications of our findings on programming practices that 
lead to injection of RCE vulnerabilities. Although, our main 
goal in this study was to identify what kind of code-changes 
(i.e., updates/patches) are commonly used to fix RCE 
vulnerabilities, our data analysis also highlighted some 
weaknesses or issues in coding practices (when the software 
systems are being developed). The paragraphs below provide 
a discussion related to such bad coding/programming 
practices that lead to injection of RCE vulnerabilities when the 
software is being developed.    

Overall, we found that the vulnerability landscape for 
remote code execution (RCE) needs to be approached with a 

persistent and analytical approach. We must not only rely on 
advisories but also correlate the weakness types and attack 
vectors that are associated with each vulnerability type. 
Having such insight is meaningful in making informed 
decisions as well as prioritize each vulnerability based on their 
risk factor. Although not every RCE instance will have the 
same weakness type, we learned that some weakness types 
still correlate with the root causes that were found for the 
associated vulnerability. Our research was able to successfully 
identify a root cause (size of boundaries and buffers) that 
frequently leads to injection of RCE vulnerabilities.  

Our research has shown that the opportunity for RCE 
vulnerabilities can be reduced by simply ensuring that buffers 
and boundaries are developed with proper sizing. With this is 
mind, developers can develop more efficient code and avoid 
at least some of the on-going RCE attacks being deployed by 
hackers worldwide. This research has also highlighted that 
some cognitive issues such as carelessness or inattention when 
coding can lead to vulnerability injection. We intend to 
integrate existing research [23, 24, 25, 26] on human cognition 
and human error in our future research on vulnerability 
prevention and vulnerability mitigation. Section VII further 
highlights our future research directions.  

VII. CONCLUSION AND FUTURE WORK 

We have conducted a detailed analysis of the 
updates/patches (i.e., code-changes) that were applied by 
programmers to mitigate/fix fifty-one (51) RCE 
vulnerabilities reported in two Java-based software projects: 
Apache Tomcat and Android.  

Based on our analysis, we proposed a list of five common 
updates/patches (see Table II through Table VI) that can be 
used to mitigate or fix a significant majority of RCE 
vulnerabilities in Java-based systems. We believe that our 
findings about these common RCE updates/patches can be 

TABLE V. RCE UPDATE TYPE 4 

Pseudocode for RCE Update Type 4 

status = function(); 
 
         if (status != SUCCESS) { 
             variable1 = NULL; 
             return ERROR; 
         } 
variable1 = new class; 
variable1->size = sizeof(object); 
 

 

 

TABLE VI. RCE UPDATE TYPE 5 

Pseudocode for RCE Update Type 5 

if (noOfPatches > 0) { 
    int target = array[x].targetStartBand + array[x].numBandsInPatch; 
  
    int size = (64 - target) * sizeof(FIXP_DBL); 
    if (!useLP) { 
        for (i = startSample; i < stopSampleClear; i++) { 
            function1(&array2[i][target], size); 
            function1(&array3[i][target], size); 
        } 
    } else 
        for (i = startSample; i < stopSampleClear; i++) { 
            function1(&array2[i][target], size); 
        } 
} 
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handy and readily-usable when programmers are trying to 
determine ways or means to fix RCE vulnerabilities in their 
own system. Therefore, we anticipate that our list of common 
RCE updates (shown in Tables II to VI) will help in reducing 
the time that is required by programmers to fix RCE 
vulnerabilities that have been reported in their system. To our 
knowledge, this is the first study of its kind that has focused 
on analyzing RCE vulnerabilities and their relevant 
updates/patches.     

The results from this initial investigation are anticipated to 
be beneficial in reducing RCE attacks and hence the results 
motivate further research in the area. We plan to extend our 
research to other programming languages and systems to 
determine if such update (i.e., code-fix) patterns exist in 
systems coded in languages such as Python, PHP, C#, etc. 
Once this research is extended to other languages and systems, 
the natural evolution of this research is to study more 
vulnerabilities such as Elevation of Privilege, Information 
Disclosure, and SQL Injection in the future. In closing, our 
intent is to continue to learn about the nature of vulnerabilities 
and how to mitigate/fix them so that we may enhance our 
research to help prevent future exploits or attacks. 
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Abstract—Very few models have been proposed for estimat-
ing the energy consumption of mobile robots based on fuzzy
controller methods. In comparison to the classical controllers,
using this approach offers many advantages. In this paper, a
complete energy model has been developed in the Simulink tool
to illustrate that. The estimated energy consumption is compared
with the typical controllers. This comparison shows that energy
losses in based-fuzzy Differential Wheeled Mobile Robot are 2.51
% per actuator less than the others. This model is more accurate
and helps to optimize the consumption of power in mobile robots.

Index Terms—Energy model, Fuzzy Controllers, Simulation,
Differential Wheeled Mobile Robot.

I. I NTRODUCTION

Nowadays, mobile robots are commonly used in education,
military, space, medicine, rescuing, agriculture, mining, enter-
tainment, and many more. In these fields, mobile robots are
expected to have good energy autonomy in order to perform
long-range, long-term, and complex missions. These missions
require a good energy model to predict the energy consumption
of the robot with acceptable accuracy.

The Energy Consumption (EC) studies on mechatronic
systems, especially mobile robots, are categorized into two
aspects: hardware and software. Studies at the hardware level
consider the EC characteristics of single-board microcon-
troller, sensor, DC motor drivers, communication system, and
actuators to evaluate consumed energy or to design more
energy-saving hardware components [1]. On the other hand,
there are many studies in EC estimation and optimization of
software for computer systems [2]–[4]. In this context, fuzzy
set theory is a mathematical method that allows designers
to achieve a lot of advances. For instance, the fuzzy logic-
based model for Li-ion battery, considering state of charge
and temperature effect on parameters is common-used for its
simplicity and suitability for control and energy estimation
[5]. The solutions are mature with years of development.
Combining those strategies with the optimization of the mobile
robot movements lead to design systems globally efficient.

Many researchers have been focused on designing models
that can reduce energy consumption of mobile robots. Most of
these works are based on the optimization of robot movement.
Carabin et al [6], presented a survey of existing techniques

based on Richiedei et al [7] classification. A. Stefek et al
[8], firstly concluded, after reviewing many pieces of research,
that these studies refer only to continuous or smooth curves,
where the energy consumption of the robot is not mentioned.
Secondly, it is difficult for the robot to track the given path
smoothly in an uncertain or harsh environment. But,recent
works [9], show that there is a great scope in applying newly
developed algorithms such as Shuffled frog leaping algorithm,
Cuckoo search algorithm, Invasive Weed Optimization, Bat
Algorithm, Harmony Search Algorithm, Differential Evolution
Algorithm, Bacterial foraging optimization Algorithm , Artifi-
cial bee colony Algorithm and Firefly Algorithm for navigation
in an unknown complex environment in the presence of
maximum uncertainty and these can be used to develop new
kinds of hybrid approaches.

In this paper, we adopted a comparison approach to in-
vestigate the energy consumption for different controllers in
a mobile robot. In this case, the losses contributions of DC
motors, and motion strategies are taken into account to perform
an accurate model.

II. M ETHODOLOGY

The original aim of our work is to identify the relationship
between the control method adopted for the mobile robot and
energy-efficiency improvement opportunities.

To illustrate this approach, firstly a total energy consumption
model is adopted in the section II.A. Secondly, we based the
controllers design, simulation, and comparison for tow driving
Direct Current(DC) motor actuators of the mobile robot, on a
study conducted by Shamshiri et al in [10]. In this study three
control methods were used for the robot motion:(i) a common
PID controller,(ii) a lead-lag compensator filter,(iii) a fuzzy
logic controller. The control objective was the angular rate of
the rotation shaft by varying the applied input voltage. More
information about the control criteria can be found in the work
cited above. However, we reported in section IV some results
that helped us to design the controllers.

A. Total Energy Model

The total energy consumption of the mobile robot is divided
into four parts and represented by equation:

ETot = EDC + EG + EK + Ef (1)978-1-6654-4067-7/21/$31.00 © 2021 IEEE
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Where EDC term symbolize the Energy losses in DC
Motors, EG the energy losses in gearhead,EK the kinetic
losses, andEf the energy losses due to friction.

B. Mobile robot kinematic Energy

To develop an energy model, a kinematic model of the
robot is needed. A Wheeled Differential Drive Mobile Robot
(WDDMR) is used in this work. It has two driven wheels
that are attached to DC motors and a rear castor which is added
for balancing. The rotation of the wheels produces linear and
angular motions of the robot. The kinematic model is given
in Fig 1. Where r is drive wheel radius, b symbolize the axle

Fig. 1. Schematic diagram of the mobile robot.

length, x and y denote the position of the center of axle,φ is
the angle between the robot axle and X- axis,θ̇L and θ̇R are
the angular velocities of the wheels, which are related to the
linearv and angularω velocities of the robot by the following
equations:

v =
r(θ̇R+θ̇L)

2
(2)

ω =
r(θ̇R−

˙θL)
2b

(3)

So the kinetic energy loss equation, can be expressed as
same as in [11]:

Ek = 1

2

(

mv (t)
2
+ Iω (t)

2
)

(4)

Wherem is the mass, andI is the moment of inertia of the
robot.

In this study, we only focus on the kinetic energy losses of
the robot.We have already studied the other energy losses in
a previous work [12].

C. Modeling Energy DC motor

The DC motor behavior is characterized using an equivalent
circuit model. Fig. 2 shows the DC motor circuit with torque
and rotor angle consideration. The differential equationsthat
describe the dynamic model are:

{

L di
dt

+Ri+Kω θ̇ = V

Isθ̈ +Kti+ fθ̇ + τ = 0
(5)

Where:
V and i are the armature voltage and current.
R and L are the armature resistance and inductance.
f is the viscous friction coefficient.

τ is the dynamic load applied to the motor.
Kt is the motor torque constant.
Kω is the voltage constant.
Is is the motor shaft inertia.
θ = [θRθL] are the angular positions of the wheels.

Fig. 2. Schematic diagram of the DC motor.

Using equation (5) we can describe the behavior of the
motor speed for given voltage by the open-loop transfer
function (6) in laplace domain with voltageV (s) as input
and shaft speeḋθ (s) as output [13]:

θ̇ (s)

V (s)
=

Kt

IsL

s2 +
(IsR+ fL) s

IsL
+

fR+KeKt

IsL

(6)

We can deduce the relationship between the reference speed
θ̇ref and the output speeḋθout with a constant gain ofK as:

θ̇out (s)

θ̇ref (s)
=

KKt

IsL

s2 +
(IsR+ fL) s

IsL
+

KKt + fR+KeKt

IsL

(7)

III. M ODEL IMPLEMENTATION

In order to estimate the energy for the mobile robot, a
simulation was performed with SIMULINK. The result is
displayed in Fig. 3. The structure of the model is:

• the upper branch shows DC Motor with Fuzzy Controller.
• In the middle we have DC Motor with Lead-lag Com-

pensator filter.
• the lower branch shows DC Motor with PID Controller.

IV. M ODEL RESULTS

A. Energy model results

To set up the energy model that is represented in Fig. 3,
the mobile and motor parameters of the mobile robot present
in [10], [14] were used. These parameters are shown in the
tables (table I, II and III). A typical structure of a fuzzy logic
controller is shown in Fig. 3,Fig. 4 and Fig. 5. The final
transfer function of the complete lead-lag compensator filter
is:

Glead−lag (s) =
1.233s2 + 25.88s+ 98.6

s2 + 64.55s+ 3.64
(8)
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Fig. 3. Blocks diagram of controllers for DC motor speed

Fig. 4. Fuzzy logic first input variable, error

Fig. 5. Fuzzy logic second input variable, change of error
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Fig. 6. Fuzzy logic output variable, control

Fig. 7. Fuzzy logic rule surface

TABLE I
MOTOR PARAMETER OF THEWDDMR

Parameters Values Parameters Values
R 0.7 Ω Kt 0.88 Nm/A
f 0.035 Nm/(rad/s) Kω 0.88(rad/s)/V
Is 0.0713Kgm2 K 0.01

In this section, we present simulation to estimate the total
energy consumption using as input a step velocity profile.
The simulation tests were performed by driving the robot in
a straight line on a flat surface. The robot accelerated from
0 to the desired velocity(1m/s). It maintained this velocity
for 1s and 10s respectively. As output, we have the angular

TABLE II
MOTOR PARAMETER OF THE THEWDDMR

Parameters Values Parameters Values
r 0.095 m mc 6.04 Kg
b 0.165 m mω 1.48 Kg

TABLE III
PID CONTROLLER PARAMETER

KP KI KD

0.6844 0.5975 0.0119

velocity of the wheels. Fig. 8 shows the velocity obtained
by the model, that were put in equation (4) to calculate total
kinetic energy loss as shown in Fig.9 , Fig. 10 and Fig. 11.
From the result shown in figure 8, we can affirm that the
PID controller provides the smallest energy loss during the
beginning of the movement, and this is due to the smallest
overshot time. However, if the motion takes more than 10
seconds as in Fig. 9 and Fig. 11, the output trajectory provided
by the fuzzy logic controller converges to steady-state faster
with smaller tracking errors leading to energy saving up to
2.5% per motor.

Fig. 8. Kinetic energy loss of the robot over at the end of motion robot

Fig. 9. Kinetic energy loss of the robot at the end of motion robot
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Fig. 10. Kinetic energy loss of the robot over 1 second

Fig. 11. Total kinetic energy loss of the robot over 10 seconds

V. CONCLUSION

A comparison of PID,Fuzzy controller and Lead-lag com-
pensator filter for a differential wheeled drive robot mobile was
performed using SIMULINK. An energy model is presented
based on the dynamic motor and mobile robot parameters. Our
model shows that we can achieve up to 2.51% per motor when
the fuzzy controller is used. In this work, we have studied the
control motion algorithm influence on energy consumption, we
conclude that by implementing the fuzz controller in WDDMR
we can improve the saving energy with more efficiency. In
our future work, we plan to incorporate new kinds of hybrid
approaches for controller algorithms into the model to provide
a better energy consumption estimation.
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Abstract—Multihoming technology is widely used to contribute
reliability and performance improvement in network mobility
by providing multiple connections to mobile routers. The mo-
bile router may have to choose a suitable connection among
available connections for the mobile node. In this paper, we
propose a handover method for network mobility that utilizes the
multihoming feature of a mobile router in SDN–based network
mobility (SDN–MNEMO). We newly introduce an access router
(AR) selection method to select the optimal AR for seamless
handover in multihoming network mobility. The optimal AR
is selected considering throughput of the backhaul links and
downlink bit rate information of the available ARs in the mobility
network. Using an experimental testbed, we present a thorough
handover performance evaluation of our proposed scheme, and
compare it with a conventional SDN–NEMO scheme. The results
show that the proposed scheme outperforms the conventional
scheme while achieving seamless handover. The handover delay
in the conventional scheme is 7.15s compared to 72ms in the
proposed scheme. Also, average throughput for the mobile node
reached up to 950Kbps and it remained constant during the
handover for the proposed scheme.

Index Terms—Software–defined networking (SDN), multihom-
ing, seamless handover, network mobility

I. INTRODUCTION

Recently there has been a massive growth in size of mo-

bile networks and number of mobile devices. In addition to

increase in mobile applications, mobile consumers have been

increasing every year [1]. Due to geographic location mobility,

mobile devices may lose connectivity by changing their as-

sociation to another access point. Researchers have proposed

several hosts and network–based systems for mobility manage-

ment. Internet engineering task force (IETF) has worked on

mobile IPv6 (MIPv6) [2] for handling mobility in networks.

In their proposal, a host–based system supports mobility of

mobile devices. To improve management of mobility function

in a network, proxy mobile IPv6 (PMIPv6) and MIPv6 were

introduced.

Since the handover is done between mobile device and

mobile access gateway (MAG), mobile devices must support

features required for handling mobility. In PMIPv6, tunnelling

*Min Young Chung is the corresponding author.

has been used to transmit network traffic between the local

mobility anchor (LMA) and an MAG [3]. Tunneling has been

used to encapsulate and de–capsulate packets of network traffic

at each endpoint of the tunnel. However, tunneling requires

higher bandwidth and can cause performance degradation,

such as longer delays. To overcome these issues, researchers

have worked on group mobility scenarios. In order to provide

group IP mobility management to users, IETF has worked to

standardize a mobile network mobility protocol referred to as

network mobility (NEMO) [4]. NEMO supports features for

mobility of an entire network via mobile router (MR).

Multihoming is a method of connecting a host or network to

more than one network. It has been used to increase stability

of a network and improve network performance [5]. In an

existing studies using multihoming, the authors performed

handover by comparing the layer 2 signal strength after each

care–of–address (CoA) was assigned to two interfaces [6].

Multihoming was required to make multiple connections that

enables effective control to connects to multiple networks.

Multihoming has been supported by using software defined

networks (SDN). SDN provides easier management of an

efficient and adaptable network architecture built supported by

open source API Open–Flow. Open–Flow has been introduced

as a standard communication interface defined between control

and forwarding layer. Open–Flow has been developed to

suit the high bandwidth and dynamic characteristics demands

of current applications. It separates control and forwarding

functions of the network to enable direct programming of

network control and abstracts the underlying infrastructure for

application and network services.

In conventional multihoming NEMO, two WiFi interfaces

were considered at the MR to connect to multiple ARs for

seamless handover. In general, the ARs for the handover are

selected by the MR considering the received–signal–strength

information (RSSI) of the available ARs. However, since the

RSSI–based selection method only considers signal strength,

it is difficult to provide a network environment suitable for a

service because the network state of the corresponding AR is

not considered. The corresponding AR may be overloaded and

the mobile nodes (MNs) connected to it may receive degraded

service after handover. To overcome this problem, we propose

a new AR selection method.978–1–6654–4067–7/21/$31.00 ©2021 IEEE
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In this paper, we propose a SDN–based network mobility

architecture, SDN–MNEMO. Our proposed scheme provides

seamless handover of MR by selecting the optimal AR con-

sidering the downlink bit rate information and throughput

of the backhaul links of the available ARs in the mobility

network. Rest of the paper is organized as follows. In Section

2 we briefly describe network mobility basic support protocol

(NEMO–BSP) and SDN–NEMO. In Section 3, we explain

our proposed scheme. In Section 4, we describe performance

evaluation and in Section 5 we conclude the paper.

II. BACKGROUND

A. NEMO–BSP

To support group mobility, MIPv6 was extended to NEMO–

BSP [4]. In this scheme, a mobile router (MR) was installed

in public or private transport vehicles. MR connects to an

access router (AR) of a network domain in order to sup-

port seamless internet connectivity for MNs. MR works as

an intermediary between the AR and active MNs of AR’s

network. MR provides continuous monitoring of attachment

and de–attachment of MNs that connect and disconnect from

the network. Multiple MNs can connect to a MR and a MR can

connect to different ARs simultaneously to support network

group mobility.

In a mobility scenario, users travelling in a vehicle and

receiving service, connect to the internet via a MR installed

in the vehicle. Consequently, in the case of a handover, only

the MR performs binding update instead of all these users

travelling in that group. This reduces the amount of commu-

nications between the MNs and the network. In such a case,

MNs are not involved to supporting mobility which reduce

processing at these devices. In addition to this, group mobility

for the MNs reduced the complexity of network providers

to implement the network. However, all network traffic was

transmitted using tunneling between home agent (HA) and

MNs. Therefore, network may experience congestion at the

HA. This may degrade the network performance due to single

point of ingress/egress for the network domain.

B. SDN–NEMO

SDN–based solution was introduced to support distributed

mobility management (DMM) for NEMO [7]. Several advan-

tages such as global network view, centralized network control,

flexible routing methods, dynamic data plane configuration and

management, of SDN were leveraged to support DMM. SDN–

based network mobility architecture overcame several existing

problems such as traffic transmisison without tunneling and

centralized mobility management. Also, the mobility manage-

ment features were no longer required at the AR.

In SDN–NEMO, the control plane is decoupled from the

data plane. It provides centralized network control similar

to efficient PMIPv6–based distributed network mobility man-

agement (EPD–NEMO). The data plane was constructed in

a distributed architecture. The main communicaton protocol

used between the control and data plane was the south–bound

API such as Open–Flow. The data plane consists of software

AR 1 AR 2
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Fig. 1. An example of SDN–MNEMO

switches such as OpenVswitch (OVS) installed on the ARs that

can be dynamically configured by the SDN controller at the

control plane. Furthermore, network mobility status of MNs

and MRs is tracked based on DMM. The solution provides

seamless IP connectivity for MNs connected to the network.

The mobility management features have been implemented at

the application plane. The applications on the application were

controlled by the SDN controller.

III. PROPOSED SCHEME

In this section, we describe the proposed system archi-

tecture, the attachment procedure of MR and MN, handover

procedure of MR, and handover procedure of MN.

A. System architecture

An example architecture of SDN–MNEMO is shown in Fig.

1. The architecture consists of the control plane, the data plane

and the application plane. The control plane consists of the

controller. The data plane consists of the OpenVSwitch (OvS),

access router (AR), mobile router (MR), mobile node (MN)

and corresponding node (CN). The application plane consists

of the mobility manager module, the AR selection module, and

the binding cache entry. The mobility manager is responsible

for providing mobility support for the MNs and MR. The

AR selection module selects the optimal AR from available

ARs in the mobility network. The binding cache entry is a

database that stores the IP address of ARs, MR, and MN. The

SDN controller allocates IP to MR and MN, and stores and

manages mobility session information and location of MN and

the gateway. Here, the gateway is referred to as the MR.

AR acts as an Open–Flow support switch that exchanges

and manages Open–Flow messages with the controller. MR

is used to transmit all traffic from MNs to/from the network.
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Fig. 2. Attachment procedure of MR and MN

Also, MR provides internet service to the MNs connected to it

that is communicating within its coverage area. It also handles

all signalling data and procedures for all MNs connected to

it. MR can be connected to AR1 and AR2 through two WiFi

interfaces. MN has a wireless interface to connect with the

MR. It can use WiFi communication link to communicate with

a CN. When the mobile vehicle moves from coverage region

of an AR, i.e., AR1 to the coverage region of another AR,

i.e., AR2, as indicated in the Fig. 1, handover is required for

communication link of the MN.

In the proposed architecture, we newly introduce an access

router (AR) selection method to select the optimal AR for

seamless handover in multihoming NEMO. The optimal AR

is selected considering the downlink bit rate information and

throughput of the backhaul links of the available ARs. We refer

to the available ARs as those in the coverage region of the MR.

The information of the selected AR is sent to the MR via the

AR. To handle the seamless handover for the MN, we consider

two WiFi interfaces at the MR such as IF1 and IF2. When IP

address allocation request is received at the controller from

MR via AR, the controller allocates two IP addresses: one to

the MR and other to the MN. The controller transmits Open–

Flow “PacketOut” message containing the RA message to the

AR. The RA message contains the IP addresses of the MR

and MN. AR receives this “PacketOut” message and extracts

the RA message and it then transmits RA message to the MR.

B. Attachment procedure of MR and MN

The attachement procedure of MR and MN is presented

in Fig. 2. When a MR (IF1) connects to AR1 for the first

time, it transmits a router solicitation (RS) to AR1 [8]. This

RS message contains its own MR–ID value and a flag ’N’.

This flag ‘N’ is sent to request a subnet prefix for the

MN. On receiving this message, AR1 transmits ‘PacketIn’

message including RS message to the controller. The controller

that received the ‘PacketIn’ message allocates HNP (Home

Network Prefix) and MNP (Mobile Network Prefix), which is

the subnet prefix of MR (IF1). It then transmits ‘Packetout’

message including router advertisement (RA) message to AR1.

At the same time, the controller updates the flow table by

sending the ‘Flow Mod’ message to AR1. AR1 receives this

‘PacketOut’ message and transmits the RA message to the MR.

MR AR1 ControllerMN CNAR2
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previous AR prefix 
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AR prefix info. 

Fig. 3. Handover procedure of MR

The MR that receives the RA message configures its own IP

using HNP (pref1). When the MN accesses the MR, the pre-

allocated IP address from the controller, i.e., MNP (pref2), is

notified to the MN via a RA message. Consequently, MN can

communicate with a CN by transmitting data from AR1 via

MR.

C. Handover procedure of MR

A handover is required when the mobile vehicle moves away

from AR1 and is in the coverage area of AR2. The handover

procedure of MR to a new AR is presented in Fig. 3. During

mobility, the MR approaches the area that overlaps AR1 and

AR2. The AR selection module receives the network status

information, such as bit rate for downlink and throughput of

backhaul link of available ARs via controller. It then processes

the received information to select the optimal AR with the

highest bit rate and throughput values.

Once the AR is selected, the information of the selected

AR, i.e., AR–ID, is transmitted in a AR Selection Response

message to the MR. The MR then transmits an RS message

containing MR–ID to the AR2. AR2 transmits a Open–

Flow “PacketIn” message to the controller containing the

RS message. This information is transmitted to the mobility

manager. The mobility manager extracts the binding cache

entry information of MR and MN from the binding cache

entry module.

The mobility manager compares current network status,

i.e., prefix information of MR and MN. If there is some

change in the network status, the mobility manager transmits

this information to the controller. The controller receives this

information and transmits the RA message to the MR through

AR2 using Open–Flow “PacketOut” message. When the MR

receives the RA message, the prefix in AR1 is set to depre-
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cated, and the new prefix for use in AR2 is provided within

the RA message. Consequently, the new prefix, i.e., pref4,

used for AR2 enables session continuity, i.e., the MN doesnot

experience session break for the existing communication. This

enables route optimization and seamless connectivity for the

communications for of MNs and MR during handover.

D. Handover procedure of MN

When the MN accessing the MR in a mobile vehicle

leaves, it needs handover to a new AR of the same network

provider. The procedure when the MN leaves the MR and

hands over to the new AR is shown in Fig. 4. Since the MN

is travelling in a group mobility scenario and MN is connected

to the MR, we assume when the MR handovers to AR2, MN

handovers along with. For mobility management, when the

MN leaves the MR area, the MR sends a ‘DeRegister message’

to AR2 of the disconnected MN’s ID and previous IP address.

Upon receiving this, AR2 sends a ‘PacketIn message’ to the

controller. Controller registers MN’s information in binding

caching entry. Following this, when MN is connected to AR2,

it transmits an RS message which contains its ID and previous

address. Upon receiving this, AR2 transmits the RS message

to the controller through the ‘PacketIn message’. Controller

compares MN’s prefix with existing prefix information, if it

is the same prefix as AR2’s MNP. In addition, the controller

provides the optimal path by updating the flow table of AR2

and OVS through the ‘Flow Mod messages’.

IV. PERFORMANCE EVALUATION

Performance of the proposed scheme has been evaluated

using an experimental testbed. Wireshark packet analyzer

version 2.6.10 and iPerf version 2.0.5 tools have been used

to obtain the results. The experiment was repeated 30 times.

A. Testbed environment

To evaluate the performance of SDN–MNEMO, we build

an experimental test bed with the ONOS controller and java–

based application layer modules, i.e., AR selection module,

mobility manager module, and the binding cache entry mod-

ule. We configure desktop computer having Ubuntu operating

system version 18.04 LTS 64 bits, as an SDN controller by

installing ONOS Drake version 1.3.0 [9] on it. Also, the

application layer modules are implemented on the desktop

computer.For the data plane three OVS, two ARs with WLAN

APs1, and MR as shown in Fig. 5. OF–SW refers to an OVS

switch and OF–AR refers to an AR. OF–SW and OF–AR

enable the functions of the Open–Flow protocol by installing

the OVS inside the WLAN AP. It is noted that the ONOS

controller has a fixed global IP address, so OVS can connect

with it via internet.

Ubuntu mate 18.04 version is installed on the open source

Raspberry pi 3 which serves as an AR [10]. The AR has a

OVS and WLAN AP installed on it . Open–Flow protocol

version 1.3 is used as the communication protocol in the test

bed [11]. We use Wireless8265 Intel dual chipset to create

wireless interfaces at the MR. We use iptime N600UA WLAN

USB adapters to create two WiFi interfaces at MR and AR.

Raspberry pi is used to create OF–ARs by installing hostapd

package in them [12]. We use laptops with Ubuntu 18.0.4 OS

to work as MN and CN.

B. Experimental results

CN operates as the server and MN as the client. An UDP

session is established between the client and the server. UDP

transmission speed between MN and CN is set as 1MBps, and

traffic is generated using the iPerf application. CN receives

data traffic from the MN. In this paper, throughput is defined

as number of successful bytes received at the client per unit

time and is given as:

Th =
Btn+Δ

−Btn

tn+Δ − tn
, (1)

where Btn+Δ
and Btn are the bytes received at time tn+Δ

and bytes received at tn. The throughput of CN for SDM–

MNEMO for a sample pass during handover between AR1

and AR2 is shown in Fig. 6. In the conventional scheme, it

is observed during handover that in the interval [25s,32s] of

experiment time, throughput goes to 0. The throughput for

the proposed seamless handover strategy reduces but does not

drop the connection.

Fig. 7 shows the delay experienced by a MN during han-

dover from AR1 to AR2 for a sample pass. Handover delay

Hd is measured using:

Hd = PAR2f − PAR1l , (2)

where PAR2f and PAR1l are the first packet received at AR2

after handover and last packet received from AR1 when the

handover started. MN connects with CN using a TCP connec-

tion at transmission rate of 1MBps using the iPerf application.

Data captured form CN using wireshark packet analyzer is

analyzed to measure the handover delay. It is noted that the

delay experienced by the MN from time 10s to 25s is nearly

similar. It is because the test environment is identical for the

proposed and conventional scheme and there is no interference

1Wireless APs operate on 802.11n
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from any other access point/router. Consequently, there is

insignificant difference in delay values from time 10s to 25s.

The handover occurs at time t=25s approximately. At time

t = 25.0125s, the CN receives the last packet with sequence

number 21472393 via AR1, and at t = 25.0845s the first packet

of sequence number 21473841 arrives at the CN via AR2.

Therefore, the handover delay for the proposed scheme is

72msec. In comparison, the conventional scheme experiences

handover delay of 7.15s. Also, the proposed scheme provides

seamless handover, whereas in case of conventional scheme,

the MN loses connectivity during the handover.

V. CONCLUSION

In this paper, we proposed a SDN–based MR multihoming

scheme for seamless handover of MR and AR in a mobility

scenario. We introduced an AR selection module at the control

plane that selects an AR from available ARs for handover

considering the downlink bit rate information and throughput

of the backhaul links of the available ARs in the mobility

network. An experimental testbed was implemented to mea-

sure the performance of the proposed scheme in terms of

the handover throughput and delay. The proposed scheme

outperformed the conventional scheme and the results showed

that the handover delays for conventional scheme and proposed

scheme were 7.15s and 72ms, respectively. For the conven-

tional scheme, the connection was dropped and throughput

went to zero during the handover. However, in the proposed

scheme, average throughput for the mobile node reached up

to 950Kbps and it remained constant during the handover.

In case of mobility, the new prefix information of access

router is transmitted to the mobile router, whereas the old

prefix information is set to be deprecated. This enables session

continuity and the throughput is maintained during handover.
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Abstract—Student attendance tracking is a vital process in
education. This process can be tiring and time-consuming. We
believe it is possible to automate it using technologies available
in the educational infrastructure and user smartphones. Today
smartphones can sense several types of signals over the air using
radio frequency technologies (e.g., Wi-Fi, Bluetooth, cellular sig-
nals, etc.). Furthermore, smartphones receive broadcast messages
from transmitting entities and can measure the received signal
strength. We believe that these signals can be utilized in the
context of classroom attendance tracking, primarily because they
can indicate the location of a user’s device. The proposed system
aims to have student smartphones in the classroom generate
“location proofs” based on the radio frequency fingerprints
scanned by their devices, which are later used to verify their
locations. In this paper, we propose the utilization of Wi-Fi
access points in buildings on school campuses in conjunction
with the instructor and student smartphones to build a zero-
effort and privacy-preserving attendance tracking system. Our
system is unique as it does not require any effort from users in
the system. Moreover, it is privacy-preserving, as the App server
has no information about user identities nor class locations.

Index Terms—Class attendance, tracking, Wi-Fi, Privacy, zero-
effort

I. INTRODUCTION

Attendance tracking is necessary for both students and
instructors. If students miss lessons they lose out on infor-
mation essential to their learning that may be the basis for
future classes. On the other hand, instructors also suffer. It
is difficult for instructors to determine whether the course
material is being taught adequately without student feedback.
Studies indicate a strong positive correlation between atten-
dance and grades, with mandatory attendance policies having
an additional positive effect [1]. One randomized experiment
conducted in a class of 114 students yielded an improvement
of 9.4 to 18.0 percent on exams, depending on the frequency
of attendance [2]. This observation makes streamlining atten-
dance tracking and incentivization paramount in enhancing
students’ overall academic performance. Traditional atten-
dance tracking methods often exhaust a substantial portion
of class time, preventing instructors from maximizing instruc-
tion time. Additionally, conventional strategies are particularly
susceptible to dishonesty from students regarding truthfulness
about attendance. The drawbacks of traditional methodology
call for a more modern and foolproof approach towards the

matter, especially with the technology available today in the
educational infrastructure (e.g., wireless networks) and user
devices (e.g., laptops, tablets, and smartphones).

Today, there has been increasing utilization of smartphones.
According to Pew research center [3], 81 percent of Americans
own smartphones. Smartphones can sense several types of sig-
nals over the air using divergent radio frequency technologies
(e.g., Wi-Fi, Bluetooth, cellular signals, etc.). Furthermore,
smartphones receive broadcast messages from transmitting
nodes (e.g., network access points, cellular phone towers,
etc.), in which it receives connectivity information about
the transmitting nodes. Also, smartphones can measure the
received signal strength of the broadcast messages transmitted
b these entities. With the availability of these technologies
in the classroom, we believe it is plausible to exploit them
for class attendance. In this paper, we explore the feasibility
of using existing technology in educational infrastructure to
build an automated, zero-effort, and privacy-preserving class
attendance system. The proposed system utilizes the Received
Signal Strength Indicators (RSSI) measured in dbm that in-
structor and student smartphones collect from nearby network
access points to determine room-level proximity between the
student devices and the instructor device. Then, this room-level
proximity determination is used to track student attendance.

II. BACKGROUND

This section surveys previous attempts at utilizing technol-
ogy to automate attendance tracking in educational settings.
Hoo and Ibrahim [4] discussed using biometric recognition
systems such as the iris, voice, fingerprint, and face to val-
idate user information through systems that do not suffer
from the same drawbacks as other techniques. However, their
system requires integrating potentially expensive and complex
hardware into an educational environment. Moreover, there
are also significant security and privacy concerns associated
with collecting biometric data from users. Another project
proposes using location and voiceprint [5]. However, their
system requires users to speak to verify their identity, which
might cause distractions in the classroom. Other systems
propose using QR codes [6], RFID [7], [8], and a secret code
[9]. However, these systems need extensive interaction from
students. Another technique utilizes an android application

U.S. Government work not protected by U.S. copyright
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in which the user stores the GPS location and radius of a
room [10]. Once the users enter the room they are clocked in
and clocked out when they leave using GPS on their android
devices. However, GPS suffers from performance limitation
indoors and it would be challenging to use GPS-based systems
in educational buildings as many of these buildings are multi-
story.

Other research projects propose using Bluetooth and Wi-Fi.
These technologies are a popular method for indoor local-
ization. There are many research projects that produce indoor
location for Wi-Fi using Wi-Fi fingerprint [11], [12], Bluetooth
fingerprint [13], Wi-Fi beacons [14], [15], [16], and Bluetooth
beacon [17]. Some of these systems were used in the context
of attendance tracking using Wi-Fi [18] and Bluetooth [19].
However, these systems did not take any actions to ensure user
privacy. Moreover, using Bluetooth beacons requires additional
hardware that may not be available in the infrastructure. The
related work demonstrates the difficulty of balancing user
privacy and retaining the ability to verify the authenticity of at-
tendance data without requiring extra effort from participants.
Our approach utilizes previously integrated technology, does
not send to the server any information that could lead to the
session location, and perform attendance tracking without any
effort from students nor instructors (we call it a zero-effort
system).

III. METHOD

In this section, we discuss the system design and operations.
As shown in Fig. 1., The proposed system consists of user
devices and the application server. Then, we have the Wi-
Fi access points in the infrastructure. The user devices scan
Wi-Fi access points in the area. Then, the MAC addresses
of the Wi-Fi access points are hashed and then uploaded
along with the measurements to the application server. The
application server compares the measurements and decides
whether student devices are within room level proximity to
the instructor device. Based on that, the attendance decisions
are made and sent to the instructor device. Each element of
the system is discussed in detail in the following subsections:

A. User device

In the proposed system, user devices are the student and the
instructor smartphones with the mobile application installed.
The mobile application has two types of users: the students and
the instructor. Each student user has a unique userID, gener-
ated by hashing the student name with the course number used
as a salt. During the class, the mobile application performs a
Wi-Fi scan which returns the MAC addresses of nearby access
points and their measured RSSIs. The devices then send the
location proof to the application server along with the userID
of the student. Location proof is shown in (1):

||ni=0Hash(MACApi).RSSIApi (1)

Where || denotes concatenation. MACApi is the MAC
address of access point i. RSSIApi is the RSSI measured
for access point (dbm)i.

Fig. 1. System architecture

After the application server receives the data an attendance
decision is made. The application server sends the decision
to the instructor device where the userID is matched with the
student name.

B. App server

As discussed in the previous section, the location proof is
sent to the application server. The application server calculates
the Euclidian distance [20] between every student datum and
the instructor data as shown in (2):

D =

n∑
i=0

(InstructorRSSIApi − StudentRSSIApi)
2(2)

Where D is the Euclidian distance. If D is below a certain
defined threshold, the attendance decision is present. If D
is above this threshold, the attendance decision is absent.
Finally, the application server relays userIDs and attendance
decisions to the instructor device where userIDs are matched
with student names.

The proposed system is zero-effort because no extra effort
is required from the student to record attendance. All that
it requires is the mobile app running in the background.
Moreover, the proposed system is privacy-preserving as not
the student names nor the MAC addresses of the access points
are known by the application server. Thus, the server has no
information about the identity of the students nor where the
class is taking place.

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 892



IV. EXPERIMENT AND RESULTS

To test the proposed system, an experiment was conducted.
The experiment took place inside a classroom in a campus
building. We collected data from a total of 15 different
locations in the building. Nine from inside the classroom and
six from other locations in the building as shown in Fig.
2. Data collection was conducted using an android device
with an application that scans for Wi-Fi access points and
uploads the result to a server. A data point was collected
every minute for one hour to provide sufficient data to analyze.
To determine whether the student device is in the attendance
range, the instructor device was set as a reference point. In
the experiment, the instructor podium was used to collect the
instructor data. The collected data was parsed in Python using
the Pandas library DataFrame class. RSSI values for each
access point MAC address were sorted for each data set. The
top ten MAC addresses by RSSI were taken from the reference
set. These MAC addresses were found in the other data sets
along with their top ten RSSI values.

Fig. 2. Collected test points locations

After data collection, the ten access points with the highest
average RSSIs were selected from the instructor podium as
the reference set. Corresponding averages for the access points
from the other datasets were aggregated into a single table to
train the classifier. Visualization of the recorded data is shown
in Fig. 3. Then, the Euclidean distance was calculated for each
data set and reference point as in (2). The Euclidian distance
between each test location and the reference set was calculated.
An RSSI threshold value of 56.5 was found to provide the
most accurate results. This threshold represents the maximum
Euclidean distance value a data set can return to be classified
as ”inside” the room. If a value over 56.5 is returned, the data
is classified as ”outside” of the room.

Fig. 3. Average RSSI for datapoints collected at different locations

To test our classifier, 198 test data points were collected. The
Euclidean distance was calculated between each of the data
points and the reference set. A threshold of 56.5 is considered
to classify if the data point is inside or outside the classroom.
The test results are shown in Fig. 4. Error reporting on the
classification demonstrates that predictions for locations truly
inside of the classroom were correct 100 percent of the time,
while predictions for locations truly outside of the classroom
were correct 98.75 percent of the time. The accounted for error
is a result of the measurements recorded from the location at
the door, which triggered a false positive in the classification
due to its proximity to the classroom itself and the instructor
podium.
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Fig. 4. Test results

V. CONCLUSION

Student attendance tracking is important in delivering qual-
ity education. To optimize the use of the class time we propose
a system to automate class attendance tracking utilizing tech-
nologies available in the educational infrastructure and user
smartphones. In the proposed system, student smartphones in
the classroom generate “location proofs” based on the Wi-Fi
RSSI fingerprints scanned by the user devices. The proofs are
later used to verify user locations. Verification is completed
by comparing the data from student devices with the data
measured by the instructor device. Our system is unique as
it does not require any effort from participating users, as scan
and upload of data can happen in the background without any
user involvement. Moreover, it is privacy-preserving, as the
App server has no information about user identities nor class
locations. Privacy is maintained by hashing the student names
and access point MAC addresses and salting the student names
before sending data to the App server.
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Abstract—A novel radiation-hardened 4-transistor (4T) com-
plementary metal-oxide-semiconductor (CMOS) image sensor
pixel is proposed, employing a through-silicon-via (TSV) based
metal-semiconductor-metal (MSM) photodetector as the pho-
tosensitive element. The presented pixel structure is designed
and simulated in 0.18 µm CMOS technology. It is shown that
deploying the TSV-based MSM photodetector decreases the pixel
sensitive area to 3 µm2 compared to conventional planar MSM
ones, and enhances both the lower and higher wavelengths of
the spectral response characteristic of the pixel as well. The
designed pixel has a 2.75 µm radius circular structure, the dark
current of 77 fA at 1 V reverse bias (at room temperature), a
conversion gain of 116 µV.e−1, a dynamic range of 58.62 dB,
and an approximately linear spectral response in the range
of 300 to 800 nm wavelengths of the incident light spectrum.
The proposed pixel structure, enabled with a p+ guard ring,
also demonstrates insignificant dark current degradation under
gamma ray radiation of up to 1 Mrad.

Index Terms—4T CMOS Image Sensor, CMOS IS, Wide
Spectral Response, Radiation Hardened, Radiation Tolerant,
Ionizing Radiation, Total Ionizing Dose, TID, p+ guard ring,
Enclosed Layout, TSV, MSM.

I. INTRODUCTION

A wide spectral response in parallel with high quantum
efficiency (QE) performance is one of the key specifications of
CMOS image sensor pixels required by a variety of applica-
tions such as astronomical, medical, as well as scientific imag-
ing [1]–[3]. Due to the long absorption depth of light in silicon,
which is near 10 µm for 800 nm wavelength of incident light
[4], conventional pn-junction and planar metal-semiconductor-
metal (MSM) silicon-based photodetectors (PDs) have the
limitation to achieve a high spectral response at the whole
visible spectrum simultaneously [5], [6]. In order to obtain a
wide spectral response with high QE pixel, several attempts
with different corresponding pixel structures have been made

[7]–[11]. Since concurrently achieving both latter objectives in
silicon-based PDs needs a relatively deep sensitive area, in [10]
a lateral p-i-n photodiode was proposed deploying trenches
to build a deep space-charge-region in the substrate depth,
which could demonstrate an extended depletion region far
below the photodetector’s surface. On the other side, there are
various individual attempts to enhance the spectral response of
MSM photodetector implemented on silicon substrate [5], [6],
[11]–[13]; however, these designs suffer from incompatibility
with standard CMOS technology. In [14], a different type of
MSM photodetector was proposed using modern TSV tech-
nology. This metal-trench-semiconductor photodetector (MTS-
PD) creates a deep space-charge-region, where a high QE in
UV to NIR range can be attained. It is noteworthy that this
trench-like structure has been used in many applications such
as metal-oxide-semiconductor capacitor [15].

Application of electronic devices under radiation environ-
ments could lead to displacement damage (DD) and total ion-
izing dose (TID) effects. These effect may potentially degrade
electronic devices’ performance [16]. The superiority of MSM
photodetectors compared to pn-junction based ones has been
demonstrated in terms of higher tolerance to TID effect under
radiation environments [17], [18]. Deploying proper radiation-
hardening design such as guard ring structures would help
minimizing TID effect [19], although a combination of an
MSM-based PD with the latter techniques could boost the
performance of the radiation-hardened design.

In this paper, a 4-transistor (4T) CMOS image sensor pixel
enabled by the MTS-PD as the sensitive area is proposed
to reach a wider spectral response. Employing metallic-filled
TSV-based PD to create a deep Schottky junction inside the
silicon substrate enlarges the space-charge-region, and affords
the absorption of low energy (i.e. high wavelength) photons
as well.Furthermore, a simple p+ guard ring which surrounds
the whole pixel design, along with the MTS-PD structure,978-1-6654-4067-7/21/$31.00 ©2021 IEEE

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 895



Fig. 1: Illustration of the proposed pixel structure. Top view
(right), and perspective cross-sectional schematic view (left)
along the AA’ cutline of the proposed pixel structure.

demonstrates a radiation tolerance of up to 1 Mrad of gamma
ray radiation.

II. PIXEL STRUCTURE

Fig 1 illustrates the top and perspective schematic view
of the proposed pixel including the photosensitive element -
which is the TSV-based Schottky junction, floating diffusion
(FD), transfer gate (TG), and the reset transistor (RST). The
pixel is designed based on 0.18 µm standard CMOS process
technology parameters, and simulations are performed using
SILVACO TCAD simulator [20]. In order to make a Schottky
junction inside the p-type silicon substrate according to the
standard CMOS technology, Copper (Cu) can be used as a
conductive metal to fill the TSV. The trench can be made, em-
ploying reactive ion etching (RIE) process, inside the substrate
to etch the silicon for 10 µm in depth and 0.5 µm in diameter
[21]. Creating deeper trenches are also possible using deep-
RIE (Bosch DRIE process). Prior to filling the trench with
Cu, the interior part of the trench wall should be covered with
50 nm of Titanium Nitride as a diffusive barrier to prevent Cu
diffusion into the silicon, through a chemical vapor deposition
(CVD) process [21]. For deeper trenches, this step can be done
through an atomic layer deposition (ALD) process to ensure a
complete step coverage of the trench interior parts. Following
the MTS-PD design [14], the pixel structure is designed and
simulated based on a cylindrical geometry which reduces the
edge electric field distortion, and consequently produces a
radial electric field around the Schottky contact (a radial deep
space-charge-region). TG and RST are created using poly-
silicon as a transparent metallic contact both with 1 µm width
and a 270 degrees of a circle sector shape. The FD and the
drain of the reset transistor (Drain) are defined sequentially
with 10+19 atoms.cm−3 of n+ doping and metal contact.
The p-type silicon substrate contact placement is designed
through a 30 degrees sector shape, as illustrated in Fig 1
and is named p+ contact. The main geometrical dimensions
of the proposed pixel are as WTSV =0.5 µm, HTSV =10 µm,
WTG=WRST =1 µm, and WFD=WDrain=0.25 µm.

(a)

(b)

Fig. 2: (a) Circuit schematic of the proposed pixel; the dashed-
line area which consists of sensitive area (MTS-PD), TG,
FD, and RST is the circuit diagram of proposed structure.
(b) Readout timing diagram illustration for one full cycle of
pixel operation, including reset, illumination, and readout. The
voltage of drain (VDrain), the RST gate (VRST ), the transfer
gate (VTG), and the potential of MTS-PD (ψMTS−PD) and
FG (ψFD) are illustrated in the timing diagram. The device
has been illuminated between t3 and t7.

III. RESULTS AND DISCUSSION

A. Readout Timing Diagram

Fig 2(a) illustrates the circuit schematic and Fig 2(b) is a
representation of the readout timing diagram in a full cycle
of the pixel operation. During the reset cycle between t1 and
t4, the RST and TG are both set to the high digital voltage
level of 3.3 V, so that the MTS-PD potential well could be
discharged from any charges stored during previous phases.
Then, as the pixel is illuminated, the photo-generated carriers
collection is triggered as soon as the TG sets to the low
digital voltage level – from t3 to t7. During the illumination
process and before it ends, a reset cycle will be conducted
again — between t5 and t6 — in order to make the FD empty
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(a)

(b)

(c)

Fig. 3: (a) Illustration of a complete cycle of one pixel
operation in six steps including: (1) a prepared pixel after
a reset cycle, (2) illumination and photo-generated charges
storage, (3) transformation of charges to FD-node, (4) reading
the FD-node, and (5, 6) a reset cycle; (b) Electron Quasi Fermi
level when TG is off and pixel is ready to collect photo-
generated charges; (c) Electron Quasi Fermi level when TG is
on and photo-generated charges are being transferred to FD

of any charges and to prepare this node for the next part of
the readout cycle. Following this step, between t7 and t8, the
stored photo-generated charges in the MTS-PD potential well
will be transferred to the FD by lowering the TG potential

Fig. 4: Dark current evolution for different TSV depths. A
linear increment of dark current versus the TSV depth is
observed.

barrier by setting the TG to a high-level value of VTG, equal
to 1.3 V. Albeit the high-level of TG is chosen to decrease
the TG potential barrier but not to affect the potential level
of the MTS-PD well, an approximately 0.15 V reduction in
the MTS-PD potential level occurs due to the TG electric field
effect. Simulation results of Fig 2 is based on 0.01 W-cm−2 of
incident light power during 100 µsec illumination – between
t3 and t7 [22]. The electrical potential drop in the MTS-PD
under this incident light power is around 0.25 V, which is in
correspondence with 0.76 V of electrical potential drop in the
FD after transferring the stored photo-generated charges to the
FD node. Fig 3(a) is an illustration of different steps during
one full cycle of pixel operation including reset, illumination,
and the FD-readout based on the readout timing diagram in
Fig 2. Fig 3(b) and (c) show the 3D simulation results of the
Electron Quasi Fermi level at two different scenarios, when TG
is off (b) and on (c). The 3D simulation results demonstrate
how lowering TG could facilitate the photo-generated charges
transfer into the FD node through surface areas.

B. Dark Current

Simulation and verification of dark current for the designed
MTS-PD has been previously investigated in [14]. Fig 4
illustrates the simulation and theoretical results of dark
current evolution for different TSV depths. By the increase
of the TSV depth from 10 µm to 100 µm, the dark current
rises from 77 fA to 780 fA at 1 V reverse bias and 300 K
temperature.

C. Capacitance of MTS-PD and Floating Diffusion

The dynamic range and the conversion gain calculation
requires the exact capacitance value of MTS-PD and FD-node.
Simulation results, showing the capacitance of the MTS-PD
and FD-node, are illustrated in Fig 5. A 10 µm deep TSV
shows a capacitance of 6.77 fF at 1 V reverse bias; the FD-
node demonstrates a capacitance of 1.31 fF at 3.3 V reverse
bias with 1 µm width and 270 degrees of a circle sector shape.
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Fig. 5: The MTS-PD capacitance value attained by both sim-
ulation and theoretical analysis [14] as well as the simulation
result of FD capacitance node under different bias voltage
conditions.

Theoretical derivations to verify the MTS-PD capacitance are
stated in (1) and (2):

CMTS−PD =
2πεSiL

Ln
(

W+RM

RM

) (F ) (1)

W =

√√√√2εSi

(
Vbi − Va −KT/q

)
qNA

(m) (2)

where CMTS−PD is MTS-PD capacitance; εSi is the silicon
permittivity (due to standard CMOS usage); W is the depletion
width around the TSV; Vbi is the built-in potential; Va is the
applied reverse bias; K is Boltzmann’s constant; T is the
temperature in Kelvin; q is the electron charge, NA is the
semiconductor acceptor concentration density; and L and RM

are the depth and radius of the TSV [4].
Enlarging the TSV depth increases its capacitance value and

provides a greater charge storage well, which consequently
leads to an enhancement in the spectral response at higher
wavelengths. On the other hand, larger FD-node capacitance
would result in a lower conversion gain value. Accordingly,
from the design perspective, the FD-node capacitance value is
determined based on the MTS-PD capacitance (small enough,
1.31 fF at 3.3V reverse bias, to obtain a considerable con-
version gain, 116 µV-e−); since higher conversion gain is
advantageous toward minimizing the signal to noise ratio [23].

D. Conversion Gain

Conversion gain which presents the image sensor sensitivity
is defined as the output generated signal voltage per photo-
generated charge, and can be formulated as (3):

CG =
q

CFD
(µV/e−) (3)

where CFD is the FD capacitance and q is the electron charge
[24]. Since the CFD as shown in Fig 5, at 3.3 V reverse bias is
calculated as 1.31 fF, the conversion gain will be 116 µV/e−.

(a)

(b)

Fig. 6: (a) Spectral response derivation of the proposed pixel
with 10 µm height of the TSV in comparison to [9] and [25].
(b) Simulation result of spectral response for different TSV
depths (HTSV ) over different wavelengths of incident light
(λ); as the TSV depth increases, the spectral response of higher
wavelengths would be enhanced.

E. Spectral Response

Spectral response, or responsivity, of the proposed pixel–
which is the ratio of photo-generated current to incident light
power [4]–is compared with [9] and [25], two of the high
spectral response image sensors implemented in CMOS stan-
dard technology. The result of this comparison is illustrated
in Fig 6(a). The proposed pixel with a 10 µm deep TSV
shows higher spectral response over the whole visible wave-
lengths; furthermore, TSV deepening causes an enhancement
at higher wavelengths of spectral response because of the
uniform depletion region extension within the silicon depth.
Simulation result of the spectral response for different TSV
depths (HTSV ) is also illustrated in Fig 6(b). In order to obtain
such a result, several simulations with different depths of the

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 898



Fig. 7: Illustration of the photo-generated charges as a function
of light intensity. The difference between minimum, dark
current, and maximum, saturated-well of photodetector, is
defined as the dynamic range.

TSV are performed while the photo-generated current is swept
for each simulation over a range of incident light wavelengths
between 300 to 1000 nm. The linearity behavior of the spectral
response over the range of 300 to 800 nm wavelength is due
to the radial deep space-charge-region, created by the MTS-
PD and extended from the surface to the HTSV ; hence any
photo-generated charges inside the space-charge-region can be
collected by the engineered Schottky contact (MTS-PD). The
proposed design demonstrates a responsivity of 0.27 A.W−1 at
300 nm wavelength which increases linearly to 0.68 A.W−1 at
800 nm wavelength for a 10 µm deep TSV. Making the TSV
deeper to 100 µm inside the substrate enhances the spectral
response of higher wavelengths, where the linearity behavior
extends to 900 nm wavelength – the spectral response at this
wavelength reaches 0.8 A.W−1.

F. Dynamic Range

Dynamic range in image sensors is defined as the ratio of
the maximum photo-generated current to the non-illuminated
current (i.e. dark current) [26]. Fig 7 shows the number
of photo-generated charges versus light intensity. From the
simulation perspective, dynamic range is attained by changing
light intensity from the dark to the state as which the MTS-PD
well is saturated with photo-generated charges. Eventually, the
difference between the minimum stored charge in the MTS-
PD—related to the dark current—and saturated-well charges
is translated as light intensity and a 58.62 dB dynamic range
is derived for the proposed pixel through the simulation.

G. Radiation-Hardening

According to [17], [18], an MSM-based design on its
own demonstrates radiation tolerance to a reasonable extent.
However, in order to isolate a pixel from its neighboring pixels
and to minimize the TID effect, a p+ guard ring is considered
in our design. This p+ guard ring design has been previously
investigated in details in [19]. This p+ guard ring not only

(a)

(b)

Fig. 8: (a) Illustration of p+ guard ring (GR) around the pixel,
(b) simulation results of radiation effect on the dark current
of a pixel before (fresh) and after exposure of 1 Mrad gamma
ray radiation.

acts as the substrate contact, but also protects the pixel from
any leakage current presents outside of the pixel–originating
mainly from oxide defects and shallow-trench isolation (STI)
defects due to the TID effect. Fig 8(a) illustrates the p+ guard
ring (GR) around the pixel design in a cross-sectional view
of one pixel. Simulation results in SILVACO demonstrates
a radiation tolerance with insignificant dark current increase
under gamma ray radiation of up to 1 Mrad (Fig 8(b)).

IV. CONCLUSION

A new type of 4T CMOS image sensor employing a TSV
based MSM photodetector as the photosensitive element is
designed and simulated in this work. To the best of the authors’
knowledge, this is the first time a TSV-based photodetector is
used to realize a complete pixel structure. Table I represents
the comparison of the proposed pixel simulation results with
two other structures. The dark current of the proposed pixel
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TABLE I: COMPARISON OF THE SPECIFICATION AND
PERFORMANCE OF THE PROPOSED PIXEL

Specification Ref [27] Ref [11] This Work
Technology 0.18 µm CMOS na 0.18 µm CMOS

Pixel Size (µm2) 41 na 28

Active Area
(µm2)

na 143000 3

Responsivity
(A/W)

na 0.24 @ 300 nm
0.66 @ 800 nm

0.27 @ 300 nm
0.68 @ 800 nm

Conversion Gain
(dB)

na na 58.62

Full Well Capac-
ity (e−)

40000 na 35000

Dark Current 50 e− In the range of
nano-ampere

77 fA @ 1 V
(41 e−)

(77 fA) is slightly higher than state-of-the-art designs, which is
because of using an MSM-junction based photodetector rather
than a pn-junction based one. A semi-linear behavior spectral
response of more than 0.27 A.W−1 at the wavelength spectrum
from 300 to 800 nm is achieved within 3 µm2 active area
using the TSV based photodetector. The proposed pixel shows
a conversion gain and dynamic range of 116 µV/e−1 and
58.62 dB, respectively. Furthermore, deploying a p+ guard ring
design, along with the metallic-filled TSV based photodetector,
demonstrates negligible dark current increase under simulated
gamma ray radiation of up to 1 Mrad. More importantly,
this pixel architecture is compatible with standard CMOS
technology. The output of this work could be a preliminary
result toward realization and fabrication of a 4T CMOS image
sensor pixel using TSV based MSM photodetectors for various
applications, such as astronomical or medical, where the image
sensor is supposed to work under radiation.
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Abstract— In the decommissioning of the Fukushima Dai-

ichi Nuclear Power Plant (FDNPP), the Japanese government 

has drawn mid- and long-term roadmap towards 1F 

decommissioning. However, the decommissioning work of the 

three reactors has faced difficulties due to the lack of realistic 

information about the damaged cores such as distribution of fuel 

debris. Since the radiation levels inside the reactor buildings 

have been too high for human access, remote detection, which 

combines robot and measurement technique, is required. In this 

study, we proposed a remote controlling method. The 

experiment has been conducted remotely controlling the 

ultrasonic measurement. Finally, the experiment data and 

results are successfully obtained through remote control.  

Keywords—decommissioning of Fukushima Daiichi nuclear 

power plant, remote control, UVP method, 

I. INTRODUCTION  

A severe accident at TEPCO’s Fukushima Dai-ichi 
Nuclear Power Plant (FDNPP) occurred due to a strong 
earthquake and massive tsunami that struck the eastern region 
of Japan on 11 March 2011. During this accident, the reactor 
core of Units 1, 2, and 3 of the 1F melted, and fuel debris 
formed in the reactor pressure vessel (RPV) and primary 
containment vessel (PCV). The Japanese government has 
drawn mid- and long-term roadmap towards 1F 
decommissioning [1]. In order to accelerate the 
decommissioning of 1F, information on fuel debris and 
contaminated water leakage becomes critical. Because the 
radioactivity inside the reactor is too high for human access, 
the detection and the location of fuel debris cannot be done by 
human beings. For this reason, researchers have proposed 
various methods and approaches to survey the interior of the 
reactor and to improve the understanding of the reactor 
conditions, such as accident sequence analysis [2], [3], 
detection of fuel debris [4] [5], internal inspection with mobile 
robots [6]. Meanwhile, ultrasound technique was applied to 
detect of fuel debris information and contaminated water 
leakage point [7] [8]. Ultrasound has advantages that other 
technologies cannot match in highly radioactive, turbid, and 
low luminosity environments. Among the ultrasound 
techniques, ultrasound velocity profiler (UVP) is noted for its 
ability to measure the velocity distribution of fluids in real-
time. Thus, remotely control the UVP measurement in the 
reactor is a promising method of detecting the leakage point 
in the RPV and PCV. 

The UVP method has already been combined with PIV [9]. 
In this study,  the UVP experiment to detect the flow velocity 
near the leakage point and thus to get information about the 
leakage point was conducted, and PIV measurement was 
conducted to compare with UVP . Then, the UVP sensors 
were attached to the robot. The UVP measurement was 
conducted remotely by controlling the robot. The results 
demonstrate that remote control is possible for UVP flow 
velocity measurement experiments and a concept that 
combines experiment with remote control. 

II. EXPERIMENT METHOD 

A. Ultrasonic Velocity Profiler 

The UVP method is based on pulsed ultrasound 
echography. Ultrasound pulse beam is emitted in-line by the 
element of the transducer and will be reflected from the 
surface of tracer particles. The reflected pulse is called echo 
signal, and it is Doppler-shifted because of the velocity of the 
tracer particles. Using the Doppler-shift frequency’s method, 
the velocity of the tracer particle can be obtained through 
analyzing sequence of tracer particles’ reflection. During the 
measurement, ultrasonic pulses are emitted at intervals, and 
each pulse is emitted multiple times to achieve the Doppler-
shift frequency. This is called pulse repetition frequency. 
Generally, the number of pulses at an interval is 128. Y. 
Takeda [10]  had explained the one-dimensional principle of 
UVP in his previous work. In this paper, it was expanded to 
the 2D environment. But the principle is same with the one-
dimensional case. 

In two-dimensional velocity profile, it required at least two 
measure lines interact and two velocity along the measure line 
can be synthesized into a velocity vector [11]. For instance, as 
shown in Fig. 1, the velocity components u1 and u2 are 
intersected at an intersection point, they are measured along 
the measure lines emitted by sectorial array transducers. In 
each measurement line, the calculation is based on the 
principle of one-dimensional UVP measurement method. 
Then, based on the incident angle of each transducer, the 
velocity components are synthesized into the velocity vector 
u of the intersection point. The velocity along the axis is 
expressed by (1) and (2): �� = �� sin 	 + �� cos 	 �1� �� = −�� sin 	 + �� cos 	 �2� 

Then, the velocity along the axis can be expressed as: 
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Fig. 1. Basic principle of vector reconstruction using two transducers. 

 

� = ������ = ��� − ��2��� 	�� + ��2��� 	 � �3� 

 

B. Robot System 

The robot is utilized in carrying UVP sensors and 

controlling the position of it. In this case, a four-wheel and 3 
degrees of freedom wheel-arm robot was applied. The 
applied robot is shown in Fig. 2. The robot arm tip can be 
operated from -180° to 180° around the vertical axis. The 

sensor unit is mounted via a horizontal compensation 
mechanism at the end of the hand. The ultrasonic sensor 
position was controlled by a motor driver (EPOS2 24/5, 
Maxon) using a DC motor (RE25 ϕ25 24V 20W, Maxon). 

The position of the sensor is calculated from the rotary 
encoder attached to the DC motor. The wheel body robot has 
EC motor (EC 25 φ 60 24 V 100 W, Maxon) mounted on each 
wheel, and independent control is possible by using each 

motor controller (EPOS2 24/5, Maxon). Using the robot can 
achieve high mobility and remote controllable of the UVP 
measurement. 

C. Remote Control Method 

The internet of thing (IoT) is a system that connects 
devices, mechanical machines and digital devices with unique 
identifiers (UIDs) [12] It can transfer data without any 
interaction from human-human or human-computer. Based on 
this technology, the remote control system can be built in any 
place [13] [14]. In this experiment, devices were controlled by 
the controller on the PC or cell phone through the set Wi-Fi 
signal with the internet services provider (ISP). The structure 
is shown in Fig. 4. ISP provides internet services that connect 
data sent through router devices (e.g. Dial, DSL, and wireless 
modems). The wireless modems was chosen in this study. 
Computers, tablets, and smartphones are responsible for 
remote control of the internet via 3G/4G or routers that 
communicate with the ISP. 

 

Fig. 2. Wheel and arm robot system. 

 

 

Fig. 3. Schematic diagram of communication between devices, Wi-Fi, and 
users. 

III. EXPERIMENTAL SETUP 

A. UVP and PIV Experiment Setup 

A simultaneous measurement was conducted by UVP and 
PIV. PIV measurement is aiming to compare with and validate 
the UVP data. UVP-DUO monitor with a multiplexer (from 
Met-Flow SA, Switzerland) were used in the UVP experiment. 
The Fluid container is a rectangular acrylic box with a size of 
1200 mm 450 mm 450 mm. it has good transparency for the 
PIV measurement. Tap water was the measured fluid in this 
experiment, and the height of it is 290 mm from the bottom. 
Two sectorial array transducers from Japan Probe (shown in 
Fig. 4) were placed into the water and with a height of 140 
mm, the distance between two transducers are 90 mm, and 
they are placed above the leakage point of the fluid container. 
The PIV experiment setup consists of a High-Speed Camera 
(HSC, FastCam mini AX50 type, 170K-M-8GB, Photron) and 
laser sheet (Raypower 450, Dantec), the laser sheet was placed 
above two sectorial transducers and in the middle of it, high 
speed camera was placed perpendicular to the fluid container 
to record the image sequence of the fluid. The experiment 
setup is shown in Fig. 5. The flow was controlled by the 
control value and the flow rate is displayed by the flowmeter, 
the flow rate was controlled in the 10L/min and the accuracy 
of it is !5%, flow condition is shown in Table I. 

The main parameters of UVP measurement are shown in 
Table II. the HSC camera provids a resolution of 896 512 
pixels 250 fps and 12000 frames. The PIV result was 
performed in MATLAB to calculate the average velocity 
vectors from all sequences. The parameters of PIV 
measurement are shown in Table III.  
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.  

Fig. 4. Schematic diagram of the ultrasonic sectorial sensor 

 

Fig. 5. Schematic diagram of experimental conditions. 

TABLE I. EXPERIMENT CONDITION 

Experiment conditions Value 

System pressure Atmospheric 

Water temperature (℃) 29!1 

Flow rate [L/min] 10!1 

Nylon particle size [#m] 80 

Distance between transducers [mm] 90 

Distance from the bottom wall to transducer 
surface [mm] 

 140 

 

TABLE II. PARAMETERS OF UVP MEASUREMENT 

Parameters value 

Number of channels 178 

Number of profiles 12000 

Maximum depth [mm] 129.96 

Channel width [mm] 0.72 

Channel distance [mm] 0.72 

Repetitions 96 

Cycles number 8 

Time of capture one sample [ms] 32 

 

TABLE III. PARAMETERS OF PIV MEASUREMENT 

Parameters value 

Frame per second (fps) 250 

Shooting Duration [s] 49.892 

Number of frames 12000 

Shutter speed 1/2000 

Spatial resolution [pixels] 896 512 

 

B. Remote Control Measurement Setup 

Fig. 6 illustrates the schematic diagram of the remote 
control experiment (the X, Y, and Z axis are shown in Fig. 6, 
Y-axis is perpendicular to the direction of the paper surface). 
The system contains three parts: UVP measurement part, 
robot part and remote controlling part. To keep the result’s 
consistency and to compare it, the UVP setup is kept same 
with first experiment. The remote control part is divided into 
two parts. Firstly, we set a computer in the room where is far 
away from the experiment site, we call this computer as 
operating computer. Secondly, another computer which we 
called experimental computer is placed in the experiment site, 
it is used to connect all the experimental equipment, receive 
commands from the operating computer, and will 
communicate the commands to each experimental device. The 
ISP between operating computer and experimental computer 
is the key point of this experiment. In this case, we use a 
commercial software Team viewer to build up the bridge 
between two computers. In order to remotely control the robot 
and UVP measurement. a Wi-Fi router is placed in the 
experiment site, experimental computer, UVP-DUO 
multiplexer and robot are connected by accessing the Wi-Fi. 
In this case, a control panel that integrate the UVP-DUO 
switch and robot switch had been designed and used to control 
the switch of the UVP-DUO multiplexer and robot remotely. 
Fig. 7 illustrates the control panel on the experimental 
computer. On the other hand, UVP-DUO and robot connected 
with experimental computer through USB, the operating 
software for both are integrated into the experimental 
computer to simultaneously control both UVP measurement 
and robot movement. The operating program of the robot is 
shown in Fig. 8. In addition to the experimental robot and 
UVP measurement apparatus, there are two USB cameras 
have been prepared in the experimental site, two cameras are 
directly connected to the experimental computer through USB, 
the experimental computer has already installed the software 
can simultaneously view the two cameras real-time shooting 
and video recording. 

 

Fig. 6. Schematic diagram of remote control UVP measurement. 
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Fig. 7. The remote control panel of UVP and robot. 

 

Fig. 8. Robot operating program. 

IV. RESULT AND DISCUSSION 

A. UVP and PIV Measurement results  

Unlike the one-dimensional velocity profile of UVP, the 
two-dimensional velocity profile measurement is based on the 
intersection point generated by two interacting ultrasonic 
pulses. Based on the calculation of the coordinates, a grid map 
of the UVP 2D velocity profile was drawn, and the generated 
intersection point locations are shown in Fig. 9. Flow maps 
measured by UVP and PIV were generated using TECPLOT 
software. The PIV images were preprocessed by PIVlab [15] 
in MATLAB. UVP results and PIV results were generated and 
compared, respectively. To calibrate the magnitude of the 
measurements, a calibrated PIV image was used to combine 
the UVP measurement locations with the PIV measurement 
locations, as shown in Fig. 10. 

At the same time, because the sectorial array transducers 
have 16 measurement lines in total at this experiment (shown 
in Fig. 9), the upper part of the measurement line didn’t show 
the enough information of the velocity profile. The reason is 
that those lines are too far away from the leakage point, 
(seeing the line emitted by E7, E8 and E15, E16 in Fig. 9). 
After comparing the profile between E1 to element E8, the 
result of E2, E3, E4 and E5 was decided to represent two-
dimensional velocity profile (also symmetrically, E10, E11, 
E12, E13 was chosen) . Thus, the result from element 2 to 
element 5 of each side are selected as a UVP measurement 
result. Meanwhile, because of the flow rate is 10L/min, the 
PIV result is also obvious only in the region where near the 
leakage point. Seeing that, the region near the leakage point 
had been chosen as the overlapped UVP and PIV profile. 

 

Fig. 9. Measurement grid map of sectorial array transducer. 

 

(a) UVP result in 4x4 measurement lines.. 
 

 

(b) PIV result in 4x4 measurement lines. 
Fig. 10. Result of UVP and PIV measurement without remote control. 
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By comparing (a) and (b) in Fig. 10, we can observe that 
the result of UVP and PIV are overlapped well when closing 
to the leakage point. But when in the region where is further 
from the leakage point, the data between PIV and UVP start 
to generate the difference. The reason for this phenomenon is 
that the number of measurement repetitions required for the 
high accuracy of UVP measurements is sacrificed in the 
experiment to maintain the consistency of PIV and UVP 
results. It lead to a certain amount of errors in the UVP data. 
However, the high degree of agreement between the two 
results at locations close to the leakage point illustrates the 
usability of UVP measurements in this environment. Also, 
provides a direction for future enhancement of UVP 
measurement. 

B. Remote Control UVP Measurement Results 

Fig. 11 shows a screenshot of the remote controlling 
process using Team Viewer. In this experiment, most of the 
parameters of UVP measurement were kept same with first 
experiment, only depth of UVP sectorial sensors changed 
from 140 mm from the bottom wall to 120 mm from the 
bottom wall. The Wi-Fi control panel is remotely switched on 
in the operating computer through Team Viewer to power on 
the robot and UVP.  

During the experiment, two cameras were set in different 
positions to observe different parameters in the experiment. 
Camera one was set behind the experiment site to capture the 
motion of the robot arm, and camera two was set at the front 

of the wheeled robot to capture the position of the simulated 
leak point in relation to the UVP sectorial transducer. On the 
other hand, the control panel of the robot and the software of 
UVP are integrated into one screen in order to achieve the 

simultaneous real-time remote control. The UVP sectorial 
transducers are attached on the tip of the robot arm and be 
carried to the 120 mm from the bottom wall. Then, multiple 
UVP measurements were performed at different (X, Y) 
values (move 50 mm on Y-axis) while keeping the Z-axis 
values constant to verify the validity of the remote UVP 
measurements and to observe the flow velocity distribution at 
different locations above the simulated leakage point (shown 
in Fig. 12). The result is shown in Fig. 13. 

 
Fig. 11. Screenshot of remote controlling system. 

 

Fig. 12. Schematic diagram of UVP measurement in different position. 

 

(a) UVP results when the transducers are located directly above the simulated 
leakage point. Measurement point-1. 

 

(b) UVP result when the transducers are located upper left (50 mm from the 
leakage point) of the simulated leakage point. Measurement point-2. 

Figure 13. Results of remote UVP measurement in different position. 

From the results, we can find that when UVP sectorial 
transducers are located at different positions above the 
simulated leak, the results are completely different. When 
transducers are located directly above the simulated leakage 
point, the velocity profile in the measurement results points to 
the leak directly below; When transducers are located at the 
top left of the simulated leakage point, the velocity profile 
points to the simulated leak at the bottom right, The results 
demonstrate that remote control can be successfully applied to 
the UVP measurement.  

However, as shown in the figure, there is still some errors 
that exist in the measurement results, which is related to two 
points: One is because the UVP measurement experiment was 
conducted in order to obtain the results quickly, the number of 
repetitions in the selection of measurement parameters 
sacrificed, thus reducing the accuracy of the data, and the 
second is because the UVP sectorial transducer connected 
with UVP-DUO through UVP transducer cable when the 
experiment was conducted. Compared with the vertical 
downward gravity of the transducers, the drag force from the 
gravity of the cable is relatively large, resulting the position of 

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 905



the transducer changed from perpendicular to the water 
surface to a certain angle with the water surface. These two 
problems also provide the direction for future improvement. 

V. CONCLUSION 

In this work, a telemetry system has been proposed to detect 
leakage point. A mock-up experiment was conducted in a 
laboratory scale tank. The experiment of UVP combined with 
PIV was first conducted and validated the UVP result. Then, 
the remote UVP measurement was conducted at a total 
telemetry environment. The results of the UVP flow map were 
obtained successfully through the remote control. At the same 
time, the experimental results showed some errors, which 
either occurred due to insufficient experimental conditions or 
improperly set experimental parameters, and in general, this 
provides a direction for future research. 
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Abstract—This paper examines how features affect student
persistence or dropout at South African higher education insti-
tutions, based on three previous studies. In the previous studies,
high school grades were used as a valid predictor of student
success. The quality of a high school’s learning environment has
an effect on almost every aspect of higher education success.
Students who are better prepared coming out of high school
are ideally suited to do well in higher education institutions,
who they are, how much money they have, and where they go
don’t matter. This review aims to identify effective features that
warrant student success from high school grades and choice
of academic courses during registration in higher education.
The following questions are used to guide this review: How
can we define student success? Which features should we focus
on? Which models work? Based on data mining techniques
such as machine learning models that the previous studies have
used to predict student success, it has been revealed that the
most important features that influence student success in a
Computer Science programme are Prior Computer experience,
Mathematics, English from High school and the choice of a
course.

Index Terms—Student success, Prediction, Higher Education,
Machine Learning

I. INTRODUCTION

Student success is significant in South African higher ed-
ucation because it is commonly used as a metric for the
institution’s performance. At-risk students would have a much
greater chance of thriving if they are detected early and
preventative measures are taken. High school grades have long
been a strong predictor of student success in postsecondary
institutions [10]. Students who complete four years of mathe-
matics, science, and English in high school have an 87 percent
chance of graduating from college, compared to a 62 percent
chance for those who do not complete the coursework [1],
[14]. Machine learning algorithms have been widely used for
prediction in recent years.

Admission to science programmes in South African uni-
versities, requires that students perform well in both pure

mathematics and English as confirmed by [12], [15]. However,
studies that applied machine learning techniques show that
pure mathematics and English cannot be the only predictors
of student success in higher educational institutions [11].
The effective and efficient application of machine learning
techniques entail many decisions, ranging from how to define
student success, through which student features to focus on,
up to which machine learning method is more appropriate to
the given problem.

II. HOW CAN WE DEFINE SUCCESS?

The authors in each paper have outlined what drives
student success, in simple words, they have defined what
student success is. [6] defined student success as dependent
on biographical and enrolment observations as features that
ensures efficient student performance at a South African higher
educational institution. This study argues that there exists
characteristics, attributes, and features in a student profile that
can accurately predict the student’s performance from the first
year of registration until qualifying, providing a contribution
that suggests a support and supplementary mechanism to the
current university Admission Point Score (APS) system, which
has evidently been struggling, generating between 25.7% and
32.2% minimum time (3-year) graduates in South Africa for
the academic years 2000 to 2017 [6].

[9] believes that student enrolment and biographical data
are rich sources of information that can help universities and
staff solve a number of problems, such as identifying at-
risk students, restricting student intake, and changing course
content to understand and assist disadvantaged students.

[11] predicted student success for first year computer
science students based on three features and believes that prior
computer experience is required for students to perform well
in a computer science course.

III. WHICH FEATURES SHOULD WE FOCUS ON?

The authors considered different features and looked closely
at the extent to which these features impact student success.978-1-6654-4067-7/21/$31.00 ©2021 IEEE
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[11] considered two groups when investigating the effect
that prior computer experience had on the final first year
computer science results. Students in group 1 had no prior
computer experience. Students in group 2 had prior computer
experience. The paper further outlined all three features that
were looked at when predicting success for first year computer
science students. The features include: Final grade 12 results
such as Pure Mathematics as a predictor (this is a known
predictor of performance for computer science as confirmed by
[15]), Past computer experience as a predictor and Language
performance as a predictor. The features are shown in TABLE
1.

On the other hand, paper [9] considered school quintile,
high school grades, Naional Banchmark Test scores as well
as the major a student chose when registering at university
as predictors when predicting the Success of First Year Uni-
versity Students. From the results it was concluded that a
student’s undergraduate major, school quintile, Life Sciences
and Mathematics marks in matric have a significant effect on
their chance of completing their studies. The features of this
paper are outlined in Fig. 1.

Some features used by [6] are the same as the ones used by
[9]. But some are different. TABLE I listed all the features
that [6] used to predict student performance at each year
of study until qualifying, for students at a South African
higher education institution. Fig. 2 represents features used
throughout in [6].

TABLE I: A table presenting the various features used for
prediction of student success in [11].

Features
Mathematics as a predictor

Past computer experience as a predictor
Language performance as a predictor

IV. WHICH MODELS WORK?
To achieve their objectives and answer research problem

statement and questions that are set out for their papers
to answer, the authors considered different models that are
suitable and best possible approaches for their given problems.

[11] used four models. Linear regression was used to
predict the true results of students, the outcome produced from
the model is a real number. The classification models such as
Logistic regression, Naive Bayes and Decision tree were used
to predict a student’s results as either a PASS or FAIL. The
four models are used to identify which features are important
in higher educational institution success to first year computer
science students.

The three classification models performed very well in
group 2 as they resulted in highest accuracy than in group 1.
Although the classification models performed better in group
2, the difference in accuracies between group 1 and group 2
was not much when using the logistic regression model and
Naive Bayes model. The differences for these two models
between group 1 and group 2 are 2.65 and 0.37 percents

Fig. 1: A figure presenting the various features used for
prediction in [9].

respectively. The difference in accuracies when using the
decision tree classifier model was greater between the two
groups as compared to using the logistic regression model and
Naive Bayes model. The difference was 8.51 percent when
using the gini index and 13.2 percent when using entropy in
decision tree model.

Results from the hypothesis test and confidence interval test
showed that the students in group 2 outperformed the students
in group 1. Based on these results, it is worth considering
past computer experience as an additional criterion to studying
computer science. However, we should not ignore students
without prior computer experience considering the fact that the
accuracies produced from both group 1 and group 2 differed
by a small percentage when using both the logistic regression
model (difference of 2.65 percent) and Naive Bayes model
(difference of 0.37 percent).

On the other hand, through six machine learning models like
Random Forest, Logistic Model Trees (LMT), Decision Trees
(J48), Sequential Minimal Optimization (SMO), Multinomial
Logistic Regression and Naive Bayes, the authors predicted
students’ first, second, and final year outcomes based on
synthetic dataset. In the 1st, 2nd and final years of student
enrollment, all of these models performed outstandingly in
predicting student success, however, amongst these models,
Random Forests performed better with accuracy of 94.40%,
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Fig. 2: A figure presenting the various features used for
classification in [6]. The table sorts the features according to
whether they were used for the prediction of the students’ 1st
Year Outcome, 2nd Year Outcome, or Final Year Outcome.

93.70% and 95.45% respectively [6].
Another study aimed at investigating which features of a

student best predict whether they will graduate so as to identify
vulnerable students and offer them crucial assistance applied
six machine models such as Bootstrap Aggregating (Bagging),
Bayesian Network, Logistic Regression, Multilayer Perceptron
(MLP), K-Nearest Neighbours (KNN) and Random Forests.
Bagging was found to be the most effective model for these
features, correctly classifying 75.97% of the data. Random
Forests followed closely, correctly classifying 75.57%, while
KNN came in last with 64.83% [9].

These models are briefly described below.
• Bayesian Network - A probabilistic graphical model

that represents a set of variables and their conditional
dependencies via a directed acyclic graph (DAG).

• Logistic Regression - used to model the probability of a
certain class or event existing such as pass/fail, win/lose.

• Multilayer Perceptron (MLP) - is a class of feedforward
artificial neural network. The Perceptron consists of an
input layer and an output layer which are fully connected.

• K-Nearest Neighbours (KNN) - K-Nearest Neighbour is
a non-parametric classification algorithm. This algorithm
works by finding the distances between a new data point
and all the labelled datasets in the data, it reads through
the whole dataset to find out the k nearest neighbours
closest to the new data point, then the votes for the most
frequent label in classification will be the class for the

new data point [8].
• Bootstrap Aggregating (Bagging) – a machine learning

ensemble meta-algorithm designed to improve the sta-
bility and accuracy of machine learning algorithms used
in statistical classification and regression. It also reduces
variance and helps to avoid overfitting.

• Random Forests - Random forest algorithm is a super-
vised classification model. This model creates the forest
with number of trees [3]. Random forest classifier works
well with missing values. It does not overfit the model
when there are more trees in the forest.

• Naı̈ve Bayes (NB) - has been widely used in text clas-
sification. Given a set of labelled data, NB often uses
a parameter learning method called Frequency Estimate
(FE), which estimates word probabilities by computing
appropriate frequencies from data [13].

• Linear Regression - models a relation between a depen-
dent variable and one or more independent variable.

Random Forest followed by Logistic model trees, Multi-
nomial Logistic Regression, Sequential Minimal Optimization
and Decesion tree are suitable and best possible approaches
for predicting student success.

Fig. 3: This figure shows the result of the linear regression
from [11].

TABLE II summarises and compares the accuracies of each
model that the authors obtained when conducting their studies.

V. DISCUSSION

All of these indicators of student success have been studied
in the literature to varying degrees, and there is widespread
consensus on their significance. How each model performed
for any given feature indicates whether the feature is very
important in influencing student success. While other studies
have concentrated on Mathematics and English as the best
predictors of student success in a Computer Science program,
the findings in [11] indicate that previous computer experience
is also important for student success in higher educational
institutions.

On the other hand, [9] demonstrate that school quintile,
NBT grades, a course or major a student registered for, life
sciences and mathematics from high school matters. [6] has
as well focused on high school and intra-university grades and
individual attributes such as home language, home province,
age, etc.

In other studies, a handful of additional elements of student
success have emerged, representing new dimensions, and
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TABLE II: The accuracy of each model.

Models Paper1 [11] Paper2 [6] Paper3 [9]
Group 1 Group 2 Year1 Year2 Year3 After

Logistic Regression 59.85% 62.5% - - - 75.48%
Decision Tree 60.24% 79.10% - - - -
Naive Bayes 60.95% 61.32% 83.95% 83.40% 84.40% -
Decision Tree (J48) - - 87.55% 86.20% 91.45% -
Random Forest - - 94.40% 93.70% 95.45% 75.57%
Sequential Minimal
Optimization (SMO)

- - 87.25% 84.5% 89.20% -

Multinomial Logistic
Regression

- - 87.80% 86.20% 90.70% -

Logistic Model Trees
(LMT)

- - 91.90% 91.75% 93.15% -

Bayesian Network - - - - - 74.12%
Multilayer Perceptron
(MLP)

- - - - - 75.09%

K-Nearest Neighbours
(KNN)

- - - - - 64.83%

Bootstrap Aggregating
(Bagging)

- - - - - 75.97%

variations on common indicators. Examples of such indicators
are theoretical perspectives (such as Sociological Perspectives,
Organizational Perspectives, Psychological Perspectives, Cul-
tural Perspectives and Economic Perspectives). The indicators
also includes student background characteristics, precollege
experiences, and enrolment patterns. Student engagement such
as Student behaviors, activities, and experiences in post sec-
ondary education [5].

The importance of student engagement can be divided into
two categories. The first is the amount of time and effort
students put into their studies and other educational pursuits.
”A person’s level of commitment to the learning process
has a huge effect on learning.” [2]. The second category of
student engagement is how the school allocates resources and
organizes the curriculum, other learning opportunities, and
support services to enable students to participate in behaviors
that contribute to positive interactions and results such as
persistence, satisfaction, learning, and graduation [4]. As [7]
concluded, individual effort and participation in academic,
interpersonal, and extracurricular offerings on a campus decide
the effect of higher eductaional institution.

VI. CONCLUSION

From this review, it’s concluded that there are more influen-
tial features on student success other than high school grades
and choice of course during registration. Everyone that tries
to predict student success has to closely at various features
that might just make a very huge difference in ensuring that
the results are correct and efficient to make decisions. The
best prediction models should be considered when predicting
student success. Different students perform differently based
on different features, that is why it is very vital that various
features be considered when predicting student success.
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Abstract—Agricultural environment monitoring has become
a crucial field of control and protection providing a real-time
system with the physical world. This paper is proposed the design
and implementation of a wireless agricultural monitoring system
platform based on the Mesh Wi-Fi Networking with low-cost
and resource-limited hardware-ESP8266 Platform. The system
includes a root, 3 stations-repeaters, and 6 nodes, each node
has three sensors to measure parameters: soil moisture and soil
temperature, the environmental temperature and environmental
humidity of the farm, and light intensity. The collected data are
transmitted from the nodes to the root and updated on the cloud
database and displayed on the dashboard. The website based on
the MEAN stack will be built for the owners to track real-time
information and save historical data.

Index Terms—Smart Agriculture, Internet of Things, Wi-Fi
Mesh, MQTT, MEAN Stack, Web Application.

I. INTRODUCTION

The Internet of Things (IoT) is one of the dynamic trends
in the technology world, besides Artificial Intelligence (AI).
IoT is becoming an explosion in the modern world and being a
backbone for future technologies. Ericsson predicts the number
of IoT devices reach 18 billion by 2022 [1]. Wireless Sensor
Networks (WSNs) are key components of the Internet of
Things (IoT). It is a network of small and inexpensive sensor
nodes, that monitor and communicates with each other through
radio signals, a controller, and a communication system. The
integration of WSNs with IoT has huge potential applications,
from smart homes to smart cities, remote healthcare, energy
and water control, precision agriculture... [2], [3].

Precision Agriculture (PA) is a new method of farming by
combining technology with traditional farming practices [4],
[5], [6], [7] to achieve the maximum profitability of farm.

So we propose a greenhouse with an IoT system that can
help farmers or growers monitor with required parameters
of their farm with the primary objective of this project is
to integrate and develop new applications so as to advance
precision agriculture.

This paper is organized as Section 2 describes the Materials
and Methodologies, Section 3 illustrates the Results with the
implementation, and Section 4 includes a Conclusion.

II. MATERIALS AND METHODS

Figure.1 shows the system architecture organization. There
are three main elements: (1) sensor nodes that measure the en-
vironmental information; (2) root-gateway, and (3) the server,
which receives, stores, and displays the data.

Fig. 1. System Architecture Overview

A. System Hardware

The following points describe the hardware used to imple-
ment the system.

1) Sensor Nodes:
• Soil Moisture Sensor: SHT-30 (manufactured by

Sensirion) sensor has been chosen for moisture and
temperature of the soil. It is encapsulated in a sintered
metal mesh encasing so as to protect electronics when
the sensor is submersible in the water in a short time-
below 1 hour. The SHT30 sensor has an excellent ±2
percentage relative humidity and ±0.5°C accuracy for
most uses. This sensor has an Inter-Integrated Circuit or
I2C interface protocol and the 1-meter long cable [8].

978-1-6654-4067-7/21/$31.00 ©2021 IEEE
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• Temperature and Air Humidity Sensor: The DHT22
is a low-cost temperature and humidity sensor with a
single wire digital interface. So, it interfaces with the
microcontroller using I/O pins. The sensor is calibrated
and does not require extra components so it can easily
get right to measuring relative humidity and temperature.
This sensor has ±2 percentage relative humidity (max
±5 percentage RH) and ±0.5°C in temperature accuracy
[9].

• Light Intensity Sensor: The BH1750 FVI Ambient
Light sensor is produced by Rohm Semiconductor,
supports 16 bits unsigned integer output over I2C bus
interface, includes a highly sensitive photodiode, a low
noise amplifier, and the output data is directly a digital
signal and no need to calculate complicatedly. The unit
of output data is Lux (Lx). When objects which are
lighted in homogeneous get the 1 Lx luminous flux
in one square meter, their light intensity is 1 Lx [10].
Sometimes to take good advantage of the illuminant, a
reflector is added to the illuminant. So that there will
be a more luminous flux in some directions and it can
increase the illumination of the target surface [11]. It is
possible to detect a wide range and high resolution from
1 to 65535 Lux. If an error occurs, the negative value
will be got.

• Processor and wireless communication module: The
Wemos D1 Mini ESP8266-12 board has been chosen
in this project for sensor node hardware because it is
programmed in a well-known environment (PlatformIO
[12] IDE and Arduino framework), which is used by a
wide community of developers that freely share libraries
and resources for programming. The WeMos D1 mini is a
mini Wi-Fi integrated board, supports IEEE 802.11n2009
or 802.11n standard and works as a 2.4 GHz ISM band.
It is based on the ESP8266EX microcontroller. Besides
the Wi-Fi functionalities, ESP8266EX also integrates an
enhanced version of Tensilica’s L106 Diamond series
32-bit processor and on-chip SRAM. The chip runs at
80MHz and reaches a maximum clock speed of 160
MHz. It can be interfaced with external sensors and
other devices through the GPIOs.

The D1 Mini has 4MB Flash memory, a PCB antenna.
It uses external SPI flash to store user programs and
supports up to 16 MB memory capacity theoretically
[13], small dimensions, and 11 digital IO pins, support
many communication protocols like I2C protocol
(Inter-Integrate Circuit), UART protocol (Universal
Asynchronous Transmitter Receiver), ADC, and quite
many peripherals [14]. The board has a typical current
consumption of about 56 mA when receiving and 170
mA when transmitting data. The module also is used
in connectivity applications, data collection, and control
via Wi-Fi protocol [15].

Fig. 2. PCB Connection Layout and 3D View

Fig. 3. a)High level block diagram of Sensor Node. b) Sensor Node

2) Gateway: In this system, we use ESP32-WROOM-32
development kit as a root node or gateway. It collects multi-
sensor data simultaneously from sensor nodes then transmits
it to the cloud in JavaScript Object Notation-JSON format.
The ESP32-WROOM-32 is advertised as a low-cost, low-
power System on Chip architecture with integrated CPU(s),
RAM, Wi-Fi, and Bluetooth 4.2 capabilities on a single chip
[16]. At the core, there is a dual-core Tensilica Xtensa LX6
microprocessor that runs up to 240MHz, 4MB of flash, and a
PCB antenna.
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Fig. 4. Gateway

3) The Server: In the server section, there are two main
elements: Message Queuing Telemetry Transport Protocol-
MQTT protocol and MEAN Stack.

*MQTT Protocol: is a machine to machine or “Inter-
net of Things” connectivity protocol on top of TCP/IP
meaning it supports the event-driven exchange of messages
through wireless networks. It allows extremely lightweight
publish/subscribe messaging transport. MQTT protocol has
clients-broker architecture and is used for the data transfer
between the electronic system and the cloud. MQTT protocol
has better performance than HTTP in IoT applications [17].

*Web developers have been used the LAMP open-source
tool stack [18] (consisting of Linux Operating System, the
Apache Web Server, MySQL as a database, and PHP as
the scripting language). However, new applications faster and
continually roll out enhancements and still ensuring that the
application is highly available and can be scaled appropriately
when needed by using the MEAN service Stack or just
MEAN. MEAN stands for MongoDB, ExpressJS, AngularJS,
and Node.JS [19].

MEAN also provide both client and server-side for interac-
tive web applications. All four tools of MEAN are heavily
based on JavaScript language. So each component in the
MEAN full stack speaks the language of JavaScript Object
Notation (JSON).

• Node.js: Node.js or just Node is an open-source,
Javascript runtime environment built around Google’s
V8 JavaScript engine and implemented in C++. Node
provides a high-performance, asynchronous event-based
server [20]. It uses an event-driven, non-blocking I/O
model which makes it lightweight, efficient, and excellent
for data-intensive real-time applications that run across
shared devices [21]. Node.js is the most crucial tool of
the MEAN stack.

• Express.js: is the framework built on the underlying
capability of Node.js. It provides a web application server
framework. This framework also provides a wrapper
around a lower-level Node interface: giving the Web de-
velopers, a convenient means to handle routing, URL, and
HTTP operations (such as GET and POST). Express.js
module facilitates a simplified as well as a lean solution
than implementing directly Node.

• MongoDB: MongoDB is an open-source, crossplatform

database that is written in C++. It stores data in the
keyvalue pair, using binary data type like JavaScript
Object Notation (JSON), MongoDB provides persistence
for application data and is designed with both scalability
and developer agility in mind. And it bridges the gap
between keyvalue stores, which are fast and scalable,
and relational databases, which have rich functionality.
Instead of storing data in rows and columns as one would
with a relational database, so being a document-oriented
NoSQL Database [22].

• Angular.js or Angular is a front-end web app framework,
maintained by Google. The framework runs JavaScript
code in the user’s browser and provide provides a client-
side framework for MVC (Model-View-Controller) [23].
This allows the application User Interface to be dynamic.

B. System Software

1) Sensor Nodes: The sensor node is programmed in
C++ language through PlatformIO IDE [12] and Arduino
framework. After the node is powered up, the serial UART
module starts, The if condition is used, if the node is a
defined node, all sensors are initialized, and then will read
physical data from the environment. If not, the node will
move to the next task-Mesh Network initialization. It means
that, in Mesh Wi-Fi Network, both sensor nodes and repeaters
can piggyback the data of others. The sensing period is equal
to 5 minutes.

Fig. 5. Software Flow Diagram of Sensor Node and Repeater

2) The Gateway: The selected hardware to operate as
a gateway has been the ESP32-WROOM-32 module, and
its mission is to bridge between the sensor nodes and the
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server application. The ESP32-WROOM-32 module gateway
is programmed in C++ language through PlatformIO IDE and
Arduino framework. We set up the gateway into Access Point
(AP) so as to the sensor nodes and repeaters can connect via
the Mesh Wi-Fi network. The gateway connects to the cloud
via an Internet connection, supplied by Tp-link M7350 4g LTE
Mobile WiFi Wireless Router/Hotspot [24].

The hub initiates its Mesh Wi-Fi interface, after powering
up, and seeks for available nodes at 2.4GHz, the radio
frequency spectrum toed. When the setup is completed, the
gateway requests commands through the TCP socket stored
in the server. On the contrary, if the node is available, it will
read and store the sensor’s information coming from the other
nodes through Mesh Wi-Fi. Afterward, the gateway will send
an answer to the node with user-defined information related
to the sensors and will send the information of nodes to the
server through the MQTT protocol. Finally, it will update the
server and database with the data of nodes.

Fig. 6. Software Flow Diagram of Gateway

3) The server: In this project, the server is implemented
in a Virtual private server (VPS) with a MEAN service stack
application, which has three layers: an MQTT Broker, the Web
Page, and the NoSQL database.

Because we use Mosquitto MQTT Broker [25], “Mosquitto”
is an MQTT Broker developed by Eclipse Organization,
so the VPS must be installed in Mosquitto MQTT Broker
library. The other library, as well as the frameworks, have
to be installed: mongoose, Socket.IO [26], Express.js, and
MongoDB. The installing process can be conducted via Plugin
Remote-SSH, which can search in Microsoft Visual Studio.
After done debugging and organizing, all of the coding files

and library is upload to the BKhost hosting service. The
Bkhost is a VPS hosting seller, our VPS Hosting address is
http://103.130.212.132:8000/

The web page (Application) can be divided into a Front-end
and Back-end. Angular.js with Bootstrap packet [27] provides
for the client-side framework. The server-side or back-end side
is used to query databases for information and processing any
logic that a web application requires. Node.js is a server-side
scripting language that is used to interact with the database as
well as allows a server to a high number of connections while
handling multiple requests.

III. RESULTS AND DISCUSSION

The sensor nodes have been tested inside the Vietnamese
German University campus - an ideal greenhouse, with three
floors, covered by the metallic structure as well as concrete
walls, which have over 5000-meter square surface. In our ideal
greenhouse, the study is not much affected by natural reasons
like wind, dust, rain. The nodes are installed at a height of 100
cm above the ground while the height of repeaters is 150cm.
The gateway is put on the first floor. The distance between the
sensor nodes and the other nodes or repeaters is 15m. And the
distance between the gateway and nearest node (light of sight)
is 100m.

Fig. 7. Sensor Nodes and Repeaters Installation inside Vietnamese German
University Campus

The results of the implementation of our system are shown:
1) Mesh Wi-Fi Network: The Fig.8. shows the Network

topology of the system.
2) Power Consumption: This section demonstrates some

data about battery tests. In this calculation, we performed
the current measurement through the sensor node. We also
calculated the total current consumption of the sensor node
and found out how long the battery could last. The gateway
is not included in this test because It is powered by the
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Fig. 8. The Topology of Mesh Network

wall outlet. The sensing device is powered by a small 3.7V
Lithium Polymer (LiPo) battery, at a full charge voltage is
4.2V. The average power of node, measured, is 281mW (It
is up to the distance of nodes). In our test, the line of sight
distance of the two nodes is 15m, the current consumption
is 74mA. Even when a node is not transmitting data, it has
current consumption is about 70 mA [28] just because the Wi-
Fi mode is always on so as to maintain the Mesh network.
It also means that the current consumption of repeater is
70mA. However, it is negligible because according to [15]
the current consumption of ESP8266 WEMOS D1 is 170mA
in data transmission mode.

The battery life is calculated by the equation. It is very
harmful to use an exhausted battery. In the battery, we
attached a TP4056-Micro USB 5V 1A Lithium Battery
Charger with Protection to protect it. The ideal time of the
battery is calculated by 5000mAh/74mA = 67hours. However,
in real testing, the time just lasts over 55 hours or within 2,5
days.

Fig. 9. Power Consumption of a Node

3) Functionality: The app’s main screen is the map as
shown in Fig.10. The monitoring platform server is available
at the following URL: http://103.130.212.132:8000/. The main
screen is the entry page the user sees when accessing the web-
site. In there, there is a device list of nodes, node addresses,
and the status activity as shown in Fig.10.

Fig. 10. The Homepage

When a node is clicked, the farmer can see more detailed
information about the real-time data of its node. The real-time
data is automatically updated without a refreshing web page.
As shown in Fig.11, there are parameters and meaning:

• TEMPERATURE (SHT30) - The Value of soil tempera-
ture

• HUMIDITY (SHT30) - The Value of soil humidity
• TEMPERATURE (DHT22) - The Value of environmental

temperature
• HUMIDITY (DHT22) - The Value of environmental

humidity
• LIGHT SENSOR - The Value of environmental light

intensity

Fig. 11. Real-time data and detailed information of a sensor node.

To see the historic data of the node in that day as well as
the data of previous days, the users click the select date and
click update. The activities can be described in Fig.12 and 13
respectively.
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Fig. 12. The Date Selection

Fig. 13. The Graphs with sensor node data from 24-hour period

IV. CONCLUSIONS

In this paper, a cost-effective and highly reliable system with
high communication speed is implemented by using a mesh
Wi-Fi wireless sensor network. Wi-Fi Mesh Network and the
MEAN stack web development framework play a significant
role in the monitoring system.

This work opens up new doors for future studies as well
as developed new tasks for the foreseeable future. The first
main goal of the system is to deploy in a near scenario
of an agriculture application. Next, the necessary tasks will
be carried in the near future, referred to as short-term (ST)
like Powering system, Irrigation system whereas long-term
(LT) tasks like Security and Privacy, Edge Analytic should
be researched more to enhance the productivity of the field.
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Abstract- There are many prostheses focused on people with an 

amputation below the elbow. There is also limited information for its 

development and construction, many studies provide information 

that helps the researcher, but these are scattered, each one proposing 

different characteristics and solutions. Based on this, the objective is 

to provide the researcher with a structured matrix that integrates 

different studies related to hand prosthesis, this will allow him to 

evaluate alternatives where he will be able to choose, analyze the 

study or characteristics that better contribute to his research topic. 

As methods, it used specialized search engines that helped to 

structure the matrix. Currently there is little information on 

prostheses based on encephalographic signals, so it was also 

incorporated into the matrix, likewise in the proposals it considers 

from 2 to 15 DoF (degrees of freedom), actuators used, and the 

classification of prostheses that are active, passive, electric, 

myoelectric and hybrid. In conclusion, the article will provide 

information to people who want to create a superficial extension 

below the elbow and make use of the control of electromyographic 

signals that are extracted from muscle contractions. 

 
Keywords: Electromyography - Encephalography – Upper-Limb 

- Prosthesis - Degrees of freedom 

I. INTRODUCTION 

Currently, the development and creation of prostheses for 
people with upper-limb amputations are progressive because 
they are required for the advantages they can provide to the 
patient. But, although it knows that some prostheses are 
developed with a direct approach to the clinical problem and 
others created from the patient’s specifications, then the 
problem arises to know if the artificial extension acquired meets 
the requirements that the patient wishes to obtain. 

   A very particular problem that affected people present are 
the injuries produced below the elbow, it is estimated that 
worldwide there are at least 10 million amputees, of which 30% 
(3 million) are amputations of the arm and hand, of which 2.4 
million are people living in developing countries. [1] Given the 
problem, hand prostheses should be analyzed with respective 

importance since a well-developed prosthesis substantially 
improves the affected person’s quality of life. On the other 
hand, it can see already models of feedback prosthesis as the 
myoelectric prosthesis (Otto Bock) and the most marketed 
which is the bionic prosthesis I-Limby. Each one is specifically 
differentiated by its characteristics, but despite the advances 
that hand prostheses show day by day, there are still limited 
functions that do not achieve the real performance of the hand 
in its totality. Any study can be achieved if it has a good base 
of relevant data. In general, most of the studies, literature 
reviews of hand prosthesis propose individual solutions 
considering separate characteristics of which it could be 
observed that independently each one contains very important 
information and these organized together can contribute a lot 
for the development of a hand prosthesis.  

3D printing was seen as a new trend due to its low cost. This is 
the case of  Ruiz et al.[2] who created a 3D prototype using 
electromyography, focused on the field of rehabilitation and 
with greater accessibility, Piazza et al. [3] showed the 
possibility of realizing prosthetic systems from a hybrid and 
electrical solution, using inputs from a shoulder harness to 
control 19 degrees of freedom (19 DoF), creating the SoftHand 
Pro-H, On the other hand, Castillo et al. [4] designed and 
fabricated a hand prosthesis with anthropometric and 
anthropomorphic characteristics extracted from radiographs, 
and Cognolato et al [5] created an efficient myoelectric control 
system based on the Myo bracelet and used a gesture classifier 
to control it.  

Finally, there is already a prosthesis focused on upper-limb 
amputees who work in offices and want to resume work at the 
computer can do so thanks to this design where Lopez et al. [6] 
proposed a 3D prosthesis controlled by EMG signals, which 
facilitates the use of keyboards for development. Likewise, if it 
analyzes and evaluates the characteristics, it will provide 
complete information for people who want to develop a hand 
prosthesis. Therefore, this research aims to provide a structured 
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matrix with information from different studies that contain 
relevant data and provide true data. For the development of the 
matrix, it considered studies that were carried out in a certain 
period and with this, it has current information, it details the 
control inputs used in each study, the degrees of freedom they 
develop, the type of loss of the affected people, type of 
prosthesis, the actuators they used and finally the state of 
development in which it is. 

II. DATA COLLECTION METHODOLOGY 

       The search was carried out in the specialized search 
engines “Google Schola”, “IEEE Explore”, “PubMed” and 
“ERIC” also open access articles from journals such as 
“Science”, “Redalyc” as well as collaboration and 
dissemination platforms such as “ResearchGate”, “Elsevier” 

and “Dialnet” were examined. The publication period of the 
selected articles spans from December 2016 to May 2020. Since 
the review aims to analyze publications that consider the design 
of upper-limb prostheses, either the control system or the 
physical implementation, the search terms used were: 
“prosthetic hand”, “design” and “DoF” (degrees of free). A 
total of 83 articles were collected, 28 in Spanish and 55 in 
English. The result of the reading, analysis, interpretation, and 
integration of the information from each source is shown in the 
text presented here. 

III. PUBLICATIONS REVIEW 

 The reviewed publications of the last 5 years on upper-limb 
prostheses are shown in Table 1 in detail, considering the most 
important aspects of the publication.

TABLE I.  ROBOTIC PROSTHESIS FOR UPPER-LIMB 

Name / Ref. Control input DOF Loss Type Prosthesis type Actuators TRL 

Martínez A.[7] EMG 5(fingers) ATR Myoelectrical S 7 

Gretsch KF.[8] IMU 10(fingers) ATR Hybrid S 7 

Zhao H [9] Light, Force 5 ADM Electrical AS 7 

Rodríguez ME [10] EMG 2 ADM Myoelectrical S 7 

Bennett [11] IMU, EMG 1(wrist) ATR Myoelectrical DC 7 

Daniel B [12] EMG 10 ADM Myoelectrical DC 7 

Rodríguez [13] EMG 2 ATR Myoelectrical S 7 

García C [14] Fuerza 15 N.E. Active S  7 

Yepez MA [15] N.E. 9 ATR Mechanical S 3 

Armas AE [16] EMG 15 ADM-ATR Myoelectrical S 4 

Xiangxin L. [17] sEMG-EEG N.E.  ATH Myoelectrical N.E. 3 

Ayats [18] N.E. 15 ADM Mechanical DC 4 

Alvial P. [19]  N.E. 2 APM Mechanical N.E. 4 

Geethanjali [20] sEMG 15 ATR Myoelectrical DC 3 

Piazza [3] sEMG 7 ATR Hybrid ML 9 

Bandara [21] N.E. 15 ATH Active DC 3 

Mustafa N [22] sEMG N.E. ATR Myoelectrical DC 3 

Castillo [4] EEG 19 ADM Hybrid MC 9 

Controzzi M. [23] 
EMG, Force, 

Position 
4 ATR Myoelectrical DC 7 

Proaño [24] N.E. 3 ATR Active MC 7 

Silva [25] sEMG N.E. ATR Myoelectrical S 7 

Lee K. [26] sEMG -Pressure N.E. ATR Myoelectrical N.E. 3 

Ortega [27] Force - Position 4 ADM Hybrid DC-S 7 

Abbasi SH [28] N.E. 5 ATR Active DC-S 3 

Fourie R [29] sEMG N.E. ADM Active MC 9 

PonPriya P [30] sEMG 3 ATR Myoelectrical DC 7 

Wattanasiri [31] N.E. 1 ADM Hybrid DC 7 
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Vignesh [32] EMG 5 ADM Hybrid DC-S 7 

Benatti [33] EMG N.E. ATR Myoelectrical DC 3 

Krasoulis [34] sEMG - IMU N.E. ATR Myoelectrical N.E. 3 

Rodríguez [35] N.E. 5(fingers) ADM Mechanical N.E. 7 

Rodríguez [36] N.E. 15 ADM Hybrid S 7 

Kai Xu [37] N.E. 8 (fingers) ATMC Active N.E. 7 

Yu Wu [38] EIT 1(wrist) N.E. Electrical N.E. 7 

Cognolato M. [5] sEMG - IMU 15(fingers) ADM - ATR Myoelectrical S 9 

Hurtado P [39] sEMG - IMU 14(fingers) ATR Myoelectrical S 7 

Gonzalez [40] EMG 
10(fingers), 

1(wrist) 
ADM Myoelectrical S 7 

Vujaklija I [41] EMG 19 ATC, ATR y ATH Hybrid DC 9 

Semasinghe CL [42] N.E. 15 ATR Hybrid S 7 

Zhang [43] EMG 10 ADM Hybrid DC 7 

Kanitz [44] EMG N.E. ADM - ATR Myoelectrical N.E. 3 

Lizarraga [45] EMG - IMU 19(fingers) N.E. Myoelectrical N.E. 4 

Atasoy [46] EMG - IMU 24 ADM Hybrid DC 3 

Harada [47] EMG 2 ADM - ATR Myoelectrical N.E. 7 

Hussain [48] EMG - IMU 15 ADM Myoelectrical S 7 

Ismail [49] sEMG 5 ATR Myoelectrical ML 7 

Teng [50] EEG 5 ADM - ATR Hybrid ML 7 

Marasco [51] EMG N.E. ATH  Myoelectrical N.E. 3 

Hahne [52] EMG 2 
ATR bilateral y 

DC 
Myoelectrical N.E. 7 

O’Brien [53] Force, Position 15 ADM Hybrid DC 4 

Galileo Hand , Fujiwara 
[54] 

Light 21 N.E. 
Virtual 

manipulator 
N.E. 3 

Bejarano [55] sEMG N.E. ATR Myoelectrical MS 9 

Javier R [56] EMG - IMU 2 ATR Myoelectrical S 7 

Vargas [57] EMG 5 ATR Myoelectrical S 7 

Vargas [58] EMG 5 ATR Myoelectrical ML 7 

Cuellar [59] N.E. 5 ATR Myoelectrical N.E. 7 

López [6] sEMG 15 ADM Myoelectrical S 9 

Beninati [60] EMG - IMU 5(fingers), 1(wrist) ATR Myoelectrical ML 7 

Williams [61] EMG 5(fingers), 1(wrist) ATR Myoelectrical N.E. 3 

Alvarado [62] sEMG N.E. ATR Myoelectrical MS 7 

Valadez [63] EMG 5(fingers) ATR Myoelectrical S 4 

Nesrine A [64] EMG 5(fingers) ATR Myoelectrical N.E. 3 

Prakash [65] EMG 5(fingers),1(wrist) ATR Myoelectrical S 7 

Iwatsukia [66] EMG N.E. ATR Myoelectrical S 3 

Ku [67] EMG 16 (fingers) ATR Myoelectrical N.E. 9 

Pérez [68] EMG-IMU N.E. N.E. Myoelectrical N.E. 9 
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Areiza [69] Pulse 14 (fingers) ADM Electrical N.E. 7 

Li [70] EMG N.E. ADH - ATH Myoelectrical N.E. 7 

Ruiz [2] EMG-gestures N.E. ADM Myoelectrical MS 7 

Parajuli [71] EMG N.E. N.E. Myoelectrical N.E. 3 

Linares [72] EMG 
10(fingers),3(wrist

) 
ATR Myoelectrical S 7 

Salazar [73] N.E. N.E. DPM Mechanical S 7 

Alkhatib [74] N.E. N.E. ADM Passive N.E. 7 

Cruz [75] sEEG N.E. ATR Myoelectrical S 7 

Cruz A[76] N.E. N.E. ATR Myoelectrical S 7 

Gonzalez [77] sEMG N.E. ATR Myoelectrical S 7 

Shibanoki [78] EMG - IMU N.E. ATR Myoelectrical N.E. 7 

Mohammadi [79] EMG N.E. ATR Myoelectrical DC 7 

Higa [80] EMG -Force N.E. N.E. Myoelectrical S 4 

Sherif [81] EMG 9 ATR Myoelectrical ML 7 

Ojeda [82] EMG 5(fingers) ATC Myoelectrical S 6 

Alturkistani [83] N.E. 6(fingers) ATMC Passive N.E. 7 

Note: Abbreviation: EMG: Electromyography, EEG: Electroencephalography, sEMG: Surface electromyography, EIT: Electrical impedance tomography, IMU: Internal Measurement 
Unit, ATR: Transradial amputation, ADM: Wrist disarticulation amputation, APM: Partial hand amputation, ATH: Transhumeral amputation, DC: Congenital deficiency, ADH: 
Amputation of the disarticulated shoulder, DPM: Partial deformation of the hand, ATC: Transcarpal amputation, ATMC: Transmetacarpal amputation, ML: linear actuator, DC: DC 
motor, MC: micromotor, MS: micro-servo. , AS soft actuator, TRL 1: Basic research, TRL 2: Technology formulation, TRL 3: Applied research, TRL 4: Small scale development, 
TRL 5: Full-scale development, TRL 6: Validated system in a simulated environment, TRL 7: Validated system in a real environment, N. E.: Not specified 

 

A. Control inputs                                                 

  It is possible to use different signals as device control 
inputs, depending on the type of control strategy to be used. 

In Table II. Among the most used signals are electromyography 
(EMG) signals with a 47.6% share. These signals are used for 
the control of upper-limb prostheses. It is called (EMG) because 
the signals are captured from muscle contractions. The graph 
also shows that 13.4% of the EMG signals are complemented 
by inertial sensors (IMU). For example, commercial devices 
such as the Myo armband bracelets use sensors on their control 
card that read EMG and inertial signals (IMU). These devices 
have been used for the control of prostheses in various 
investigations. 84] On the other hand, other prostheses use other 
types of sensors complementary to EMG, such as those that 
measure force, EIT, pulse, EMG-EEG, EMG-pressure, EMG-
gestures occupying 1.2% and those of light, force-position with 
2.4%, but to date, they register an infrequent use and finally 
there are unspecified control inputs with 20.7%. 

TABLE II. DISTRIBUTION PER CONTROL INPUT 

Control input types 
Quantity 

Frequency of use Percentage % 

EMG 39 47.6% 
Not specified 17 20.7% 
EMG - IMU 11 13.4% 

EEG 3 3.7% 
Force – Position 2 2.4% 

Light 2 2.4% 
EMG–Force-Position 1 1.2% 

EMG-Gestures 1 1.2% 
EMG-Force 1 1.2% 

EMG-Pressure 1 1.2% 

EMG-EEG 1 1.2% 
Pulse 1 1.2% 
Force 1 1.2% 
EIT 1 1.2% 

 

B. Degrees of freedom (DOF) 

According to the model proposed by Quiang Zhan [85] the 
human hand has 21 degrees of freedom [DoF]. The index, 
middle, ring, and little finger consist of 3 phalanges and 4 DoF, 
the thumb of 2 phalanges and 51 DoF, and the wrist of 3 DoF. 
See Fig1. 

Fig. 1. Qiang Zhan 21 DoF model of the human hand. a) structural model and 
b) kinematic model Source: Zhan Q, Zhang C, and Xu Q. Measurement 
and Description of Human Hand Movement [2017]. 

It is considered ideal that a hand prosthesis manages to 
represent the total DoF that make up the hand and wrist, but 
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generally, among the prototypes and designs proposed by 
various authors referenced in the research, they are mainly 
focused on representing between 2 to 15 DoF of the hand to 
perform the opening and closing movements of the fingers, 
among other movements. Likewise, the degrees of freedom of 
the wrist given to the prosthesis is necessary; most of the 
proposed prototypes consider between 1 to 2 DoF of the wrist. 
In the market, there are more advanced prostheses whose 
mechanism deploys the 3 DoF of the wrist, giving greater 
versatility of the prosthesis to perform more precise tasks, but 
they have a less accessible cost. 

C. Loss type 

There are different types of upper-limb prostheses in the 
biomedical market for users with congenital malformations or 
who have suffered a loss of the entire limb or specific segments. 

In Table III. In the studies reviewed in this research, it was 
found that most researchers developed their prosthesis 
proposals oriented at 47.6% for users with trans-radial 
amputation (ATR) and 24.4% for users with amputation with 
wrist disarticulation (ADM). It was also found for users with 
other types of loss such as ADH (amputation with shoulder 
disarticulation) and ATH (transhumeral) with the participation 
of 6.1% as well as only ATR and ATMC (transmetacarpal) with 
2.4%. Prostheses adaptable to their condition were also 
developed, but in smaller numbers, such as APM, ATC, DPM, 
ADH-ATH, ATR-DC, ATC-ATR-ATH, and 1.2%, and finally, 
there is a percentage of unspecified type of loss with 9.8%. 

TABLE III. DISTRIBUTION BY LOSS TYPE 

Loss Type 
Quantity 

Frequency Percentage % 

ATR 39 47.6% 
ADM 20 24.4% 

Not specified 8 9.8% 
ADM-ATR 5 6.1% 

ATMC 2 2.4% 
ATH 2 2.4% 
APM 1 1.2% 
ATC 1 1.2% 
DPM 1 1.2% 

ADH-ATH 1 1.2% 
ATR-DC 1 1.2% 

ATC-ATR-ATH 1 1.2% 

 

D. Movement type 

 From a physiological point of view, the hand represents the 
upper-limb’s effector that forms its logistic support and enables 
it to adopt the most appropriate position for a specific action. 
[86] It should be noted that the hand is a complex limb; 
therefore, it is essential that the design of a prosthesis takes into 
consideration the movements and articular functions of the 
limb. According to the articular physiology of the wrist, Fig. 2 
a) shows the terminology of the movements that the joint 
executes; similarly, Fig. 2 b) shows the terminology of the 
movements of the hand and fingers. 

 

Fig. 2.  a) Terminology of wrist and finger movements, b) Terminology 
of hand and finger movements. Sources: "The Hand: Examination and 
Diagnosis"(p. 11) by American Society for Surgery of the Hand. 

Concerning the articles reviewed in this research in the last 
5 years, the researchers considered some of the hand’s 
movements and versatility in the development of the design and 
construction of the upper-limb prosthesis proposals. Table IV 
shows the most performed movements and functions that were 
granted to the prostheses. 

TABLE IV. MOST PERFORMED MOVEMENTS AND FUNCTIONS  

Upper-limb segment Movement type 

Hand 

Opening and closing 
Clamp 
Hook grip 
Cylindrical grip 
Thumb abduction and adduction 

Wrist  

Pronation 
Supination 
Ulnar deviation 
Radial deviation 
Flexion 
Extension 

 

In the upper-limb prostheses proposed in the research, the 
researchers represented up to 2DoF of the 3DoF that make up 
the wrist joint. This shows a limitation in their proposals. 
Among the most represented movements in the design and 
construction of the prostheses were the pronation-supination 
and flexion-extension movements. 

E. Prosthesis type 

 In this area, 7 types of prostheses were found: myoelectric, 
mechanical, active, hybrid, electric, passive, and virtual. 

Table V. Myoelectric prostheses with a percentage of 62.2% are 
the most applied since they currently have aesthetics, strength, 
and speed of grip, for myoelectric control, is based on the 
muscles’ electrical signals (EMG). [87] The mechanical 
prostheses with a percentage of 7.3%, unlike the myoelectric 
ones, do not use any type of sensor for their activation. The 
control applied is using movements of the elbow, shoulders, or 
chest.  

The active prostheses have a percentage of 7.3%, this type of 
prosthesis is defined because they have movement, unlike the 
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passive prostheses with a 2.4% that do not generate any kind of 
movement its application is aesthetic and hide the injury that 
has in the upper-limbs, also shown with 15.9% to hybrid 
prostheses this type of prosthesis is practically the combination 
of myoelectric and mechanical prosthesis making it more 
versatile. [88]  

Finally, it is observed that the types of electrical and virtual 
prosthesis occupying 3.7% and 1.2% values are minimal 
because its application, unlike myoelectric, hybrid, and 
mechanical prostheses, does not have the requirements to 
replace the operation of a human upper-limb. 

 
TABLE V. DISTRIBUTION BY TYPE OF PROSTHESIS 

Prosthesis Type 
Quantity 

Frecuencia Percentage % 

Myoelectrical 51 62.2% 
Hybrid 13 15.9% 

Mechanical 16 7.3% 
Active  8 7.3% 

Electrical 4 3.7% 
Passive 2 2.4% 
Virtual 1 1.2% 

 

F. Actuators 

In this area, a review of the types of actuators used for the 
development of prostheses, which are important to be able to 
mimic the movements of each joint that make up a human arm, 
5 types of actuators were identified: linear actuator (ML), 
motors (DC), servomotor (S), micromotor (MC), micro servo 
(MS) and the conjugation of the DC-S motor. 

In Table VI. The servomotors have a percentage of 32.9% 
and are the most used because of the ease of controlling these 
actuators since they have delimited rotations and are designed 
to move several degrees and remain stable in that position. DC 
motors have a percentage of 17.1%; these actuators have 
magnets inside generating a magnetic field to be powered by 
electricity-generating rotary movements. It is also observed that 
linear actuators have a percentage of 7.3%, placing them as the 
third most used actuator for the development of these robotic 
devices, the most relevant characteristic of these actuators is the 
movement in a straight line. Finally, the MS, DC-S actuators 
are found with 3.7%, which are not so widely used for the 
development of these robotic devices. And among others that 
could not be specified in the studies. 

 
TABLE VI. DISTRIBUTION BY ACTUATOR TYPE 

Prosthesis Type 
Quantity 

Frequency Percentage % 

S 27 31.7% 
Not specified 26 32.9% 

DC 14 17.1% 
ML  6 7.3% 
MC 3 3.7% 
MS 3 3.7% 

DC-S 3 3.7% 

G. Prosthesis development status 

In this area, a review of the status of prostheses such as 
prototype, design, study, simulation, comparison, and 
commercial prostheses was carried out. 

 Table VII. It shows the more significant number of studies 
that are reached with prototyping obtaining a percentage of 
60.2% and 14.5% of the research remains in studies 
contributing new methods of prosthesis development. The 9.6% 
of the research has a validation of the functioning of its 
prototypes, and they are exposed in the market for its 
commercialization. It was also found research that reached to 
make the design of its prototypes with 9.6% of the total of the 
reviewed research. Furthermore, it found research that made 
comparisons of new control methods occupying 2.4% and 
simulations with 3.6% contributing to improving future 
research related to the creation of these robotic devices. 

 
TABLE VII. PROPORTION BY STAGE OF DEVELOPMENT 

Types of Advance 
Quantity 

Frequency Percentage % 

Prototype 50 60.2% 
Studies 12 14.5% 

Commercial Prosthesis 8 9.6% 
Design 8 9.6% 

Simulation 3 3.6% 
Comparison 2 2.4% 

 

IV. CONCLUSION 

Since the number of users requesting the use of an upper-
limb prosthesis due to traumatic amputation or malformation 
has been increasing in the last 5 years, numerous research 
groups have made proposals for upper-limb prostheses usually 
controlled with myoelectric signals and position signals from 
inertial sensors (IMU), with remarkable results. Similarly, 
proposals have developed from 2 to 15 DoF for finger 
movement in addition to wrist movement, but are still in the 
development stage. 

The proposals are oriented to users with an amputation 
below the elbow since their control is based on acquiring 
muscle signals from the forearm. It should be noted that with 
these devices the user will be able to perform multiple grips, 
perhaps not all the movements made by the hand, but the 
necessary ones. The article reviewed various investigations 
regarding designs and prototypes of upper-limb prostheses, 
several aspects need to be improved such as the cost of 
development, ergonomics to achieve better adaptability with 
the upper-limb in question. 

A lot of research has been done on material types. However, 
most of the devices did not focus on a special material that will 
have contact with the patient's residual limb as this is important 
in order not to generate injuries when using these robotic 
devices. There is still room for improvement and further 
development of more prostheses that come closer to the actual 
functioning of a human upper-limb. 
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Abstract— Studies on the development of lower-limb 

exoskeletons began in the 1960s. However, these robotic devices’ 
technological progress has been plodding, despite being studied 
for a long time. Therefore, the purpose of this article is to 
document a systematic review of the trends in the application of 
components that are part of the development of exoskeletons 
applied to the rehabilitation of lower-limbs. The objective is to 
provide the researcher with a structured matrix that integrates 
these components related to lower-limb exoskeletons development. 
As methods, it used different databases and specialized search 
engines that helped collect research from 2016 to 2020. The 
process of filtering and selecting the reviewed research was carried 
out, leaving 90 selected. Finally, it is concluded that there is still 
room for improvement and continue development of lower-limb 
exoskeletons that contribute to the rehabilitation process and are 
closer to the human lower-limb's real functioning. 
 

Keywords— exoskeleton, lower-limbs, rehabilitation, TRL 

I. INTRODUCTION 

Robotics is in development and growth; in recent years 
robotic structures such as exoskeletons are being created and 
manufactured to contribute and help human limbs in different 
tasks. Exoskeletons are mechanical structures attached to the 
human limbs to amplify or increase the user’s strength. The 
main applications are in industries, military technology, and 
medicine. The exoskeleton can be applied to perform 
rehabilitation therapies for the upper and lower-limbs due to 
some type of disease or accident that produces a temporary loss 
of muscle activity [1]. 

The history of the development of exoskeletons began in the 
60s with the name of Man Amplifier created by Neil Mizen; in 
1965 the Hardiman Suit project led by General Electric in the 
United States was carried out; this Motorized exoskeleton was 
used to manipulate materials [2]. In 1980 Jeffrey Moore stated 
that the exoskeleton can help increase human performance for 
military purposes [3].  

The lower-limb exoskeletons began to develop in the 1960s; 
the reasons for their development were muscle weakness. This 
robotic mechanism helped patients with spinal cord injury to 
regain their gait. Rehabilitation technologies for people with 

locomotion disabilities have been developed over the years in 
several institutions and universities around the world. 
Nowadays, there are different robotic devices that provide 
autonomy to people with walking difficulties, among which is 
the exoskeleton for lower-limbs.  

People with some type of disability face common problems 
that are reflected in the deterioration of their quality of life, 
since in most cases they must depend economically and socially 
on someone for their integration into society.  According to the 
World report on disability, in the year 2019, it is estimated that 
more than one billion people live with some type of disability, 
or about 15% of the world's population. 

 The main reasons for the disabilities can be divided into two 
groups: muscular diseases and diseases that affect the nervous 
system; in both cases, a treatment that favors the recovery of 
the affected parts must be chosen. It is crucial to perform 
rehabilitation therapy when you suffer from a temporary loss of 
the upper and lower-limbs. Research trends show that failure to 
perform good rehabilitation therapy results in the ultimate loss 
of limbs. Based on the literature, exoskeletons are being 
developed primarily for military, industrial, and medical 
purposes.  

This article’s objective is to systematically review the 
development and creation trends of lower-limb exoskeletons 
applied for rehabilitation where analysis of the characteristics 
that compose them such as type of loss, supported movements, 
degrees of freedom, material, actuators, and developmental 
stage of the exoskeleton. Finally, conclusions will be made 
based on recent trends shown by exoskeletons. 

II. METHODOLOGY 

     For the development of this research, a search query was 
made in the database of “Scopus”, “IEEE Explore”, “Springer 
link”, “PubMed”, “Google Scholar”, also access articles from 
journals such as “Redalyc”, “Science” as well as collaboration 
and dissemination platforms such as “ResearchGate” and 
“Dialnet”. Keywords were used such as an exoskeleton, lower-
limbs, and control. Eight hundred eighty results were obtained 
and publications on lower-limb exoskeleton, movement 
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control, dynamic and kinematic analysis were excluded. This 
process resulted in an average of 90 publications that covered 
from 2016 to 2020. 

III. REVIEW OF PUBLICATIONS 

To simplify and structure the information. The lower-limb 
exoskeletons were classified according to the sensors 
implemented, degrees of freedom (DoF), type of loss of the 

lower-limbs, supported limbs of the exoskeleton, material used 
for manufacturing, actuators, and state of development of the 
exoskeleton [prototype or study]. 

The review describes the different designs of the 
mechanical and control parts of the lower-limb exoskeletons. 
Also, interface connection components connect the actuators 
with the human body. 

 

TABLE I.  EXOSKELETONS FOR REHABILITATION OF LOWER-LIMB 

Reference Kind of 
loss 

Supported movements Degrees of freedom 
(DoF) 

Material Actuators TRL 

Pais, C [4] PMI CRT NE Aluminum AL 7 
Lei, Z [5] PMI CR 4 Aluminum AL 5 

Ann, K [6] PMI R 1 Carbon fiber NE 4 

Tang, C [7] PMI CR 4 Aluminum AL 5 

Hernández, J [8] LME CR 4 Aluminum AL 5 
Zhou, L [9] PMI CR 2 Aluminum Al 4 

Tibaduiza, D [10] AC CR 2 Aluminum AL 5 

Peralta, V [11] H CRT 6 Aluminum APP 4 

Gudiño J [12] PMI CRT 6 Aluminum APP 5 
Maldonado, I [13] PMI CRT 6 Nylon APP 5 

Blanco, A [14] AC CRT 6 Aluminum NE 5 

Luna, L [15] PMI CRT 6 Aluminum S 2 

Mohammad, S [16] PMI CR 4 NE NE 3 
Wang, H [17] PMI CR 4 NE NE 6 
Wang, Y [18] PMI CR 4 NE AL 1 

Baquero, K [19] AC CRT 6 Aluminum AL 5 

Dunai, L [20] PMI CRT 6 Aluminum-PLA AL 5 
Alburqueque, C [21] PMI C 1 Aluminum-PLA S 5 

Zhang, X [22] PMI T 1 NE SH 4 

Kazemi, J [23] PMI CRT 4 Aluminum AL 5 

Elias, A [24] PMI R 3 Aluminum AL 5 
García, I [25] PMI CRT 3 Aluminum S 5 
Chen C [26] PMI CRT 14 NE AL 7 

Siddique, N [27] DM R 2 Aluminum-Carbon Fiber AL 5 

Dos Santos, W [28] PMI CRT 6 NE AL 1 
Elias, D [29] PMI CRT 3 NE AL 1 

Villena, G [30] PMI CRT 4 Aluminum AN 4 

Chicoma, C [31] PMI CRT 8 NE AL-SH 2 

Mineev, S [32] PMI CRT 4 NE AL 2 
Zheng, T [33] P CR 4 Aluminum AL 7 
Leal, A [34] PMI R NE NE AL 1 

Yue, C [35] PMI CRT 6 Aluminum AL 5 

Ruiming, L [36] PMI NE 6 NE NE 2 
Long, Y [37] PMI CRT 14 Aluminum Ah-S-AL 7 

Kawale, S [38] PMI CRT 12 NE AH 5 

Tanyildizi, A [39] PMI R 2 NE NE 2 

Menga, G [40] PMI CRT 6 Aluminum AL 4 
Villa, A [41] PMI CR 4 Aluminum AL 5 

Rajasekaran, V [42] PMI CRT 6 Aluminum Al 5 
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Ling, F [43] PMI T 1 Aluminum S 5 
Mayorca, D [44] PMI R 1 NE AL 4 

Nunes, P [45] AC CRT 6 Aluminum NE 1 

Munadi, M [46] AP CRT 6 Aluminum AL 6 

Riesco, P [47] PMI CR 4 Aluminum S 5 
Villarejo, J [48] PMI CR 4 NE NE 6 
Torres, M [49] AP CR 4 Aluminum S 6 

Arnago, G [50] PMI CRT 6 Aluminum APP 5 

Lliguay, J [51] PMI CRT 6 Steel-Nylon NE 5 
Davila, D [52] PMI CRT 6 Steel S 5 

Alcivar, M [53] PMI CRT 6 PLA-Aluminum AL 5 

Sánches, C [54] P CRT 6 Aluminum-Acer AL 6 

Aya, P [55] AC CR 2 Aluminum-Steel AL 5 
Garcés, A [56] P CRT 6 NE APP 6 

Dos Santos, W [57] AC CRT 6 Aluminum AL 5 

López, R [58] PMI RT 4 Polypropylene-Aluminum AE 4 

Aguirre, E [59] PMI CRT 6 Aluminum S 6 
Begue, J [60] PMI CRT 6 Aluminum-PLA AL 5 

Tamburrino, B [61] ¨PMI CR 2 Aluminum-Steel AL 5 

Mendoza, E [62] PMI CR 4 Aluminum S 5 

Chamnikar, A [63] PMI CRT 3 NE NE 2 
Romero, M [64] PMI CRT 6 Aluminum S 4 

Long, Y [65] PMI CRT 10 Aluminum AH 5 

Peñafiel, A [66] PMI CR 2 PLA Al 5 

Marquez, H [67] PMI CRT 4 Aluminum AL 5 
Mendoza, D [68] E CRT 3 NE NE 4 

Ávila, E [69] P CR 2 Steel Al 5 

Jim, D [70] PMI CRT 6 Aluminum AL 5 

Majeeda, A [71] PMI CRT 3 NE NE 5 
Núñez, K [72] H CRT 2 Aluminum S 5 

Velandia, C [73] PMI RT 2 NE AL 4 

Stopforth, R [74] PMI CRT 6 Aluminum AL 5 

Hongchul, K [75] PMI CRT 6 Aluminum SH 5 
Yi, L [76] PMI CRT 3 Aluminum Al 5 

Byunghun, C [77] PMI CRT 6 NE AH-AL-AN 5 

Belkadi, A [78] PMI R 2 NE AL 2 

Pagre, A [79] PMI R 3 NE NE 2 
Ajayi, M [80] PMI CR 7 NE AL 2 
Yang, P [81] DM C 1 NE NE 1 

Durandau, G [82] PMI CRT 6 NE AL 1 

Trincado, F [83] PMI CRT 6 NE AL 2 
Zakaria, A [84] PMI CRT 3 NE AL 1 
Nasiri, N [85] PMI CRT 4 NE AL 2 

Long, Y [86] PMI CR 2 Aluminum-Carbon Fiber AL 5 

Aguilar, H [87] PMI CR 4 Aluminum AL 5 
Velandia, C [88] PMI CRT 6 Aluminum AL 5 
Rincon, K [89] PMI CRT 6 MDF S 4 

Tovar, M [90] PMI CRT 14 PLA AL 6 

Zhu, A [91] PMI CRT 6 Aluminum NE 5 
Durandau, G [92] PMI CRT 6 NE Al 2 

Wu, J [93] AC CRT 3 Aluminum AL 5 
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Note: Abbreviation:  AC: Strokes, H: Hypertrophy, PMI: Loss of lower-limb movement, P: Paraplegia, LME: Spinal cord injury, E: Sclerosis, DM: Muscle deficiency, AP: Leg amputation, CR: hip and knee, CT: 
Hip and ankle, RT: Knee and ankle, CRT: Hip, knee and ankle, R: Knee, C: Hip, T: Ankle, AL: Linear actuator, APP: Stepper Actuator, AN: Pneumatic Actuator, S: Servomotor, SH: Hydraulic Servo, AH: Hydraulic 
Actuator, AE: Elastic Actuator, TRL 1: Basic Research, TRL 2: Technology Formulation, TRL 3: Applied research, TRL 4: Small-scale development, TRL 5: Real-scale development, TRL 6: Valid system in 
simulated environment, TRL 7: Real-environment validated system, N.E.: Unspecified 

A. Type of loss 

 Several types of loss were found in this group: loss of lower-
limbs (PMI), muscular deficiency (DM), paraplegia (P), 
hypotrophy (H), cerebrovascular accidents (AC). Table II 
describes the characteristics of the types of losses mentioned. 

TABLE II.  TYPES OF LOSSES 

DM (Muscle 
Deficiency) 

Loss of strength in the muscles 

P (Paraplegia) 

Paraplegia reacts to the loss of control 
of the trunk and generates a paralysis of 

the muscles generating difficulty in 
mobilizing and walking [94]. 

H (Hypotrophy) 
It is the decrease in muscle mass and 

this implies the loss of strength, 
generating the inability to stand. 

AC (Cerebrovascular 
accident) 

It is a neurological pathology more 
common in adults that generates severe 
disabilities such as muscle weakness, 
loss of volumetric movements, and 
causes difficulty in wandering [95]. 

 

 It is crucial to consider the type of loss that the patient 
suffered and to be able to develop an appropriate exoskeleton to 
achieve rehabilitation since by not doing a good rehabilitation 
session it is very likely that the patient will lose the total mobility 
of their lower-limbs. As can be seen in Table III, most of the 
studies were focused on PMI with 78.9% [27,28,72], followed 
by AC with 7.8% [1,5,14] and the rest below 5%. 

TABLE III.  PERCENTAGE OF STUDIES IN FACIÓN TO THE TYPE OF LOSS 

Muscle 
Deficiency 

Amount 

Frequency Percentage 

PMI 71 78,90% 

AC 7 7,80% 

Q 4 4,40% 

H 2 2,20% 

DM 2 2,20% 

AP 1 1,10% 

LME 1 1,10% 
Note: AC: Strokes, H: Hypertrophy, PMI: Loss of lower-limb 
movement, P: Paraplegia, LME: Spinal cord injury, DM: Muscle 
deficiency, AP: Leg amputation 

B. Supported movements 

 In this area, a review is carried out on the parts where 
rehabilitation is applied through the lower-limbs’ exoskeletons. 
The lower-limbs count various movements are shown in Fig. 1; 
according to the reviewed research, applications were identified 
in the hip (C), ankle (T), knee-ankle (RT), hip-knee (CR), hip-
knee-ankle (CRT), and knee-ankle (RT). In Table IV the 
application that stands out the most in the studies are the 
movements in CRT with 62.2% [33,37,45]. This reflects that the 
prototypes focus on performing a complete rehabilitation 
applying to the hip, knee, and ankle, which are the components 

of a human lower-limb. Furthermore, 23.3% focused on 
developing prototypes of movements in RC [54,83], and a 
percentage of 7.8% indicates that exoskeletons are applied to 
rehabilitate RT.  

 
Fig. 1 Flexion / Extension, Abduction / Adduction and Internal / External 
Rotation movements. Source: K. L. Moore, A. F. Dalley, and A. M. Agur, 
Clinically Oriented Anatomy, Spain: Lippincott Williams & Wilkins, [2010] 

 

The rest of the applications do not exceed 2.3% in Table IV, it 
is also observed that the most important supported movement is 
the knee since the mobility of the lower-limbs depends on that 
part of the body. 

TABLE IV.  PERCENTAGES OF STUDIES BASED ON SUPPORTED 
MOVEMENTS 

Supported 
movements 

Amount 
Frequency Percentage 

CRT 56 62,20% 

CR 21 23,30% 

RT 9 10,00% 

C 2 2,20% 

T 2 2,20% 
Note: CR: hip and knee, CT: Hip and ankle, RT: Knee and ankle, CRT: 
Hip, knee and ankle, R: Knee, C: Hip, T: Ankle 

 

C. Degrees of Freedom (DoF) 

 In this area, a review is carried out on the degrees of freedom 
that exoskeleton prototypes have. The lower-limbs have a total 
of 8 DoF at the hip has 3 DoF as shown in Fig. 2, at the knee 2 
DoF, and ankle 3 DoF as visualized in fig. 3 for each leg. It is 
considered ideal that a lower-limb exoskeleton has the total DoF 
that the lower-limbs makeup, Table V shows that the highest 
number of exoskeletons with a percentage of 38.2% have 6 DoF 
according to the reviewed research, with a percentage of 21.3% 
have 4 DOF followed by 13.5% with 2 DoF. The exoskeletons 
that have 3 DoF, according to the research reviewed with a 
percentage of 11.2%, are devices applied to a lower-limb. The 
image also shows exoskeletons with 1 DoF with a percentage of 
6.7%; according to the research reviewed, these robotic devices 
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consist of rehabilitating only a part of the lower-limb, be it ankle, 
knee, or hips. You can also find research on exoskeletons with 
14 DoF occupying a 3.4% percentage, closer to the DoF that 
human limbs count. 

Finally, with a percentage of 1.1%, investigations with 7 and 8 
DoF were found according to the review carried out. 

 
Fig. 2 Hip flexion increases by relaxing the hamstring muscles by flexing the 
knee. Passively the bending is greater. Source:  R.C. Miralles Marrero, Clinical 
biomechanics of the locomotive system, Spain: MASSON, [2000] 

 

 
Fig. 3 (a) Representation and nomenclature of the six degrees of freedom of 
movement of the knee: anterior and posterior translation, medial/side translation 
and proximal/distal translation, flexion-extension rotation, internal-external 
rotation and b) Representation and nomenclature of the six degrees of knee 
freedom of movement: anterior and posterior translation, medial/side translation 
and proximal/distal translation, bend-extension rotation, internal-external 
rotation of varo-valgo.  Source:  M. Nordin and V. Frankel, BASIC 
BIOMECHANICS OF THE MUSCULOSKELETAL SYSTEM, Spain: 
McGRAW-HILL / INTERAMERICANA DE SPAIN, [2004]]. 

TABLE V.  PERCENTAGE OF DOF OF LOWER-LIMB EXOSKELETONS 

Degrees of 
freedom 

Amount 
Frequency Percentage 

1 6 6,70% 

2 12 13,50% 

3 10 11,20% 

4 19 21,30% 

6 34 38,20% 

7 1 1,10% 

8 1 1,10% 

12 1 1,10% 

14 3 3,40% 

N.E. 2 2,20% 

D. Type of material 

In this area, a review is made of the type of material they 
tend to use to develop the exoskeleton. Table VI shows the 
various materials that are used for the construction of these 
robotic devices. 48.9% of the researches reviewed uses 
aluminum material, taking advantage of the properties it offers, 
unlike other materials, aluminum has a specific weight of one-
third of the weight of the metal, and aluminum has a layer that 
protects it from rust; that is why most of the researches 
reviewed use aluminum for the creation of their prototypes [4]. 
As can be seen in the image for the development of the 
mechanical structures of exoskeletons, they combine other 
materials with PLA and aluminum with a percentage of 4.4%, 
aluminum, and steel with a percentage of 3.3%, carbon fiber 
and aluminum with a percentage of 2.2%, polypropylene, and 
aluminum with a percentage of 1.1%, steel and nylon with a 
percentage of 1.1% according to the research reviewed 
providing more versatility to your prototypes. The figure also 
shows the use of PLA in a percentage of 2.2%, it is a rarely used 
material, because the exoskeleton structure usually supports 
loads greater than what the PLA material can support, the use 
of steel is in the percentage 2.2% because this material is very 
heavy compared to aluminum and this generates muscle fatigue 
in patients when they undergo their rehabilitation treatment. 
Finally, materials such as MDF and nylon are rarely used for 
the development of exoskeletons due to their mechanical 
composition that does not provide the necessary support to 
support loads such as the weight of the patient. 

TABLE VI.  PERCENTAGE OF THE TYPE OF MATERIAL USED FOR THE 
DEVELOPMENT OF THE EXOSKELETAL STRUCTURE OF THE REVISED RESEARCH 

Material 
Amount 

Frequency Percentage 

Aluminum 44 48,90% 

PLA-Aluminium 4 4,40% 

Aluminium-Steel 3 3,30% 

PLA 2 2,20% 

Steel 2 2,20% 

Carbon-Aluminium Fiber 2 2,20% 

MDF 1 1,10% 

Nylon 1 1,10% 

Polypropylene-Aluminum 1 1,10% 

Carbon Fiber 1 1,10% 

Steel-Nylon 1 1,10% 

N.E. 28 31,10% 

 

E. Actuators 

The investigations developed solutions to imitating the 
movements with various actuators that do not affect the joints 
with sudden movements. Within these actuators, it was possible 
to identify linear actuators (AL), step by step (APP), hydraulic 
(AH), servomotors (S), and hydraulic servomotors (SH). In 
Table 7 it can be observed that the linear actuator stands out 
with a percentage of 54.4%, these actuators provide a greater 
force to perform the movements [30-32]. It is also possible to 
highlight the servomotors by restricting movements to 
delimited positions as the programming indicates and the 
patient requires [22, 25, 34]. In Table VII the stepper actuators 
are also shown with a percentage of 5.6%. And finally, the other 

a) b) 
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actuators that do not exceed 2.2% are not as widely used for the 
development of these robotic devices. 

TABLE VII.  PERCENTAGES OF STUDIES BASED ON THE ACTUATOR 
EMPLOYED 

Actuator 
Amount 

Frequency Percentage 

AL 49 54,40% 

S 12 13,30% 

APP 5 5,60% 

SH 2 2,20% 

OH 2 2,20% 

AE 1 1,10% 

AH-S-AL 1 1,10% 

AH-AL-AN 1 1,10% 

AL-SH 1 1,10% 

AN 1 1,10% 

N.E. 15 16,70% 
Note: AL: Linear actuator, APP: Stepper actuator, AN: Pneumatic 
actuator, S: Servomotor, SH: Hydraulic servo, AH: Hydraulic actuator, 
AE: Elastic actuator. 

F. State of exoskeleton development 

Each investigation managed to determine different 
objectives to collaborate in developing an exoskeleton for the 
different types of rehabilitation reaching different states such as 
functional, prototypes, designs, and studies. Table VIII shows 
that the most significant number of studies managed to reach a 
prototyping state, managing to implement programming, 
mathematical analysis, and mechanical design in exoskeletons, 
which included 62.2% [34-60]. On the other hand, there were 
also investigations in charge of the analysis of the exoskeletons 
for the improvement of the functioning, being 24.4% [63, 66, 
68] and with a percentage of 8.9% according to the reviewed 
investigations, the development of the exoskeletons remained 
in design by opening the possibility for other researchers to 
improve and prototype these proposed designs. 

TABLE VIII.  PERCENTAGES OF STUDIES BASED ON THE ACTUATOR 
EMPLOYED 

State of development 
Amount 

Frequency Percentage 

Prototype 56 62,20% 

Studies 22 24,40% 

Design 8 8,90% 

Functional 4 4,40% 

 

IV. CONCLUSION 

With population growth and a shortage of specialists, many 
researchers have come up with robotic devices to help with the 
rehabilitation process. The article reviewed various 
investigations regarding designs and prototypes of 
exoskeletons for lower-limbs applied to rehabilitation; several 
aspects must be improved, such as the cost of development, the 
ergonomics of the exoskeletal structure that is very important 
to consider so as not to generate injuries to the patients from 
prolonged use of these devices. There is still room to improve 
and continue developing more lower-limb exoskeletons that 

contribute to the rehabilitation process and are closer to the real 
function of a human lower-limb. These robotic devices are 
forecast to get closer and closer to ideal performance in the 
future. It is hoped that this review will help future projects and 
research to select the appropriate components for the 
development of new prototypes. 

REFERENCES 
[1] R. López, H. Aguilar, S. Salazar, R. Lozano, and J. A. Torres, “Modelado y control de un 

exoesqueleto para la rehabilitación de extremidad inferior con dos grados de libertad,” 
Revista  iberoamericana  de  automática  e informática industrial, vol. 11, no. 3, pp. 304–
314, 2014. 

[2] Anónimo. Inter empresas. [Online]. Exoesqueletos: la edad del 'hombre de hierro'.2015 
[citado el 20 de agosto del 2020]. Disponible en: 
https://www.interempresas.net/Proteccion-laboral/Articulos/211884-Exoesqueletos-la-
edad-del-hombre-de-hierro.html. 

[3] Cisneros C. Maquinas específica EXOESQUELETOS. [Online]. Sites.google.com.2016. 
[citado el 20 de agosto del 2020]. Disponible en: 
https://sites.google.com/site/fgtce04equipo03tgigestion/funcionamiento-de-los 
exoesqueletos. 

[4] C.  Pais-Vieira,  M.  Allahdad,  J.  Neves-Amado,  A.  Perrotta,  E.  Morya,R.  Moioli,  E.  
Shapkova,  and  M.  Pais-Vieira,  “Method  for  positioning and  rehabilitation  training  
with  the  exoatlet®  powered  exoskeleton,”MethodsX, vol. 7, p. 100849, 2020. 

[5] Zhang,  W.  Chen,  Y.  Chai,  J.  Wang,  and  J.  Zhang,  “Gait  graph optimization:  
Generate  variable  gaits  from  one  base  gait  for  lower-limb rehabilitation exoskeleton 
robots,”arXiv preprint arXiv:2001.00728,2020. 

[6] K.  A.  Witte  and  S.  H.  Collins,  “Design  of  lower-limb  exoskeletons  and emulator 
systems,” in Wearable Robotics.    Elsevier, 2020, pp. 251–274. 

[7] T.  Pan,  C.-C.  Chang,  Y.-S.  Yang,  C.-K.  Yen,  Y.-H.  Kao,  and  Y.-L.Shiue,  
“Development  of  MMG  sensors  using  PVDF  piezoelectric  electro-spinning  for  lower  
limb  rehabilitation  exoskeleton,” Sensors  and  Actuators A: Physical, vol. 301, p. 
111708, 2020. 

[8] J. H. Hernandez, S. S. Cruz, R. Lopez-Gutierrez, A. Gonzalez-Mendoza, and  R.  Lozano,  
“Robust  nonsingular  fast  terminal  sliding-mode  control for  sit-to-stand  task  using  a  
mobile  lower  limb  exoskeleton,” Control Engineering Practice, vol. 101, p. 104496, 
2020. 

[9] L.  Zhou,  W.  Chen,  W.  Chen,  S.  Bai,  J.  Zhang,  and  J.  Wang,  “Design of a passive 
lower limb exoskeleton for walking assistance with gravity compensation,” Mechanism  
and  Machine  Theory,  vol.  150,  p.  103840,2020. 

[10] D. A. Tibaduiza Burgos, P.-A. Aya-Parra, and M. Anaya, “Exoesqueleto para  rehabilitaci 
ón  de  miembro  inferior  con  dos  grados  de  libertad orientado  a  pacientes  con  
accidentes  cerebrovasculares,” INGE  CUC,2019. 

[11] V.  G.  P.  Lugo,  A.  G.  Betancourt,  I.  M.  Panecatl,  and  R.  E.  L.  Torres, “Exoesqueleto  
para  hipotrofia  en  miembro  inferior  con  asistencia  de electroestimulación,”Dra.  Lucia  
Marquez  Perez  Ing.  Wendolın  Jacinto Dıaz, p. 193. 

[12] J. Gudiño-Lau, I. Rosales, S. Charre, J. Alcal ́a, M. Duran, D. Velez-Dıazet  al.,  “Diseño  
y  construcción  de  un  exoesqueleto  para  rehabilitación,” XIKUA Boletín Científico de 
la Escuela Superior de Tlahuelilpan, vol. 7,no. 13, pp. 1–10, 2019. 

[13] G.   E.   Maldonado   Ibarra,   “Desarrollo   de   un   prototipo   de   andador-exoesqueleto  
de  6  grados  de  libertad  para  la  rehabilitación  física  de miembros  inferiores  en  
infantes  dentro  del  grupo  de  investigación  en bioingeniería giebi.” 2019 

[14] A.    BLANCO-ORTEGA,    D.    PEREZ-VIGUERAS,    E.    ANTUNEZ-LEYVA,   and   
J.   COLIN-OCAMPO,   “Controlador   robusto   para   el seguimiento de trayectorias para 
un exoesqueleto de extremidades inferiores robust trajectory tracking controller for lower 
extremity exoskeleton,”Mecánica, vol. 3, no. 11, pp. 1–8, 2019. 

[15] L.   Luna,   I.   Garcia,   M.   Mendoza,   G.   Dorantes-Mendez,   A.   Mejia-Rodriguez,  
and  I.  Bonilla,  “Emg-based  kinematic  impedance  control  ofa lower-limb exoskeleton,” 
inLatin American Conference on Biomedical Engineering.    Springer, 2019, pp. 1494–
1501 

[16] M.  S.  Amiri,  R.  Ramli,  and  M.  F.  Ibrahim,  “Hybrid  design  of  pid controller  for  
four  dof  lower  limb  exoskeleton,” Applied  Mathematical Modelling, vol. 72, pp. 17–
27, 2019. 

[17] H.  Wang,  Y.  Feng,  X.  Wang,  L.  Ren,  J.  Niu,  and  L.  Vladareanu,  “Re-tracted: 
Design and analysis of a spatial four-dof lower limb rehabilitation robot,”Journal  of  
Fundamental  and  Applied  Sciences,  vol.  10,  no.  4S,pp. 175–180, 2018. 

[18] W.  Yingxu,  Z.  Aibin,  W.  Hongling,  Z.  Pengcheng,  X.  Zhang,  and C. Guangzhong, 
“Control of lower limb rehabilitation exoskeleton robotbased on cpg neural network,” 
in2019 16th International Conference on Ubiquitous Robots (UR).    IEEE, 2019, pp. 678–
682. 

[19] K.  C.  Baquero  Duarteet  al.,  “Diseño  de  un  estudio  experimental  para re habilitación  
de  rodilla  con  exoesqueleto  activo,”  Ph.D.  dissertation, Universidad del Rosario, 2019. 

[20] L.  Dunai,  I.  Lengua,  G.  Peris  Fajarnes,  and  B.  Defez  Garcia,  “Diseño de  un  
exoesqueleto  de  extremidades  inferiores,” DYNA  Ingeniería  e Industria, vol. 94, no. 3, 
pp. 297–303, 2019. 

[21] C.  A.  Alburqueque  Reyes  and  L.  A.  Rondón  Gomez,  “Diseño  e  implementación de 
un exoesqueleto para fisioterapia en pacientes con artrosis de rodilla en la clínica geriátrica 
militar de chorrillos,” 2019. 

[22] X. Zhang, W. Jiang, Z. Li, and S. Song, “A hierarchical Lyapunov-based cascade adaptive 
control scheme for lower-limb exoskeleton,” European Journal of Control, vol. 50, pp. 
198–208, 2019. 

[23] J.  Kazemi  and  S.  Ozgoli,  “Real-time  walking  pattern  generation  for  a lower limb 
exoskeleton, implemented on the exposed robot,” Robotics and Autonomous Systems, vol. 
116, pp. 1–23, 2019. 

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 931



[24] A. Elias-Neto,   A.   C.   Villa-Parra, T.   Botelho, A.   Frizera-Neto,   and T.  Bastos-Filho,  
“A  robotic  lower-limb  exoskeleton  for  rehabilitation,” in Latin  American  Conference  
on  Biomedical  Engineering.Springer,2019, pp. 1130–1136. 

[25] L.  García,  L.  Luna,  M.  Mendoza,  A.  Mejía-Rodríguez,  I.  Bonilla,  and G.  Dorantes-
Mendez,  “Development  of  a  lower-limb  exoskeleton  for assistance  of  movements  in  
the  sagittal  plane,”  in Latin  American  Conference on Biomedical Engineering.    
Springer, 2019, pp. 1023–1030. 

[26] C.-F. Chen, Z.-J. Du, L. He, Y.-J. Shi, J.-Q. Wang, G.-Q. Xu, Y. Zhang,D.-M.  Wu,  and  
W.  Dong,  “Development  and  hybrid  control  of  an electrically actuated lower limb 
exoskeleton for motion assistance,” IEEE Access, vol. 7, pp. 169 107–169 122, 2019. 

[27] N.  Siddique,  A.  Saif,  F.  Imran,  A.  Kamran,  U.  S.  Virk,  I.  Mahmood, A.  Ali,  N.  
Ahmad,  and  H.  F.  Maqbool,  “Prototype  development  of  an assistive  lower  limb  
exoskeleton,”  in2019  International  Conference  on Robotics and Automation in Industry 
(ICRAI).    IEEE, 2019, pp. 1–6. 

[28] W.  M.  dos  Santos  and  A.  A.  Siqueira,  “Design  and  control  of  a  trans-parent lower 
limb exoskeleton,” in International Symposium on Wearable Robotics.    Springer, 2018, 
pp. 175–179. 

[29] D.  A.  Elias,  D.  Cerna,  C.  Chicoma,  and  R.  Mio,  “Characteristics  of a  lower  limb  
exoskeleton  for  gait  and  stair  climbing  therapies,”  in Interdisciplinary Applications of 
Kinematics.   Springer, 2019, pp. 81–92. 

[30] G. V. Prado, R. Yli-Peltola, and M. B. C. Sanchez, “Design and analysis of   a   lower   
limb   exoskeleton   for   rehabilitation,”   in Interdisciplinary Applications of Kinematics.    
Springer, 2019, pp. 103–114. 

[31] C.  Chicoma, O.  Cieza, E.  Pujada, and D. A. Elias, “Modeling for the design of a lower 
limb exoskeleton for people with gait impairments,” in Interdisciplinary Applications of 
Kinematics. Springer, 2019, pp. 129–139. 

[32] S. Mineev, “Multimodal control system of active lower limb exoskeleton with  feedback,”  
in Proceedings  of  the  Scientific-Practical  Conference” Research and Development-
2016”.    Springer, Cham, 2018, pp. 3–10. 

[33] T. Zheng, Y. Zhu, Z. Zhang, S. Zhao, J. Chen, and J. Zhao, “Parametric gait  online  
generation  of  a  lower-limb  exoskeleton  for  individuals  with paraplegia,” Journal of 
Bionic Engineering, vol. 15, no. 6, pp. 941–949,2018. 

[34] A.  G.  Leal-Junior,  A.  Frizera,  C.  Marques,  and  M.  J.  Pontes,  “Development  of  
polymer  optical  fiber  sensors  for  lower  limb  exoskeletons instrumentation,”  in 
International  Symposium  on  Wearable  Robotics. Springer, 2018, pp. 155–159. 

[35] C. Yue, X. Lin, X. Zhang, J. Qiu, and H. Cheng, “Design and performance evaluation  of  
a  wearable  sensing  system  for  lower-limb  exoskeleton,” Applied bionics and 
biomechanics, vol. 2018, 2018. 

[36] R.  Luo,  S.  Sun,  X.  Zhao,  Y.  Zhang,  and  Y.  Tang,  “Adaptive  CPG-based impedance  
control  for  assistive  lower  limb  exoskeleton,”  in2018  IEEE International Conference 
on Robotics and Biomimetics (ROBIO).   IEEE,2018, pp. 685–690. 

[37] Y.  Long,  Z.-j.  Du,  W.-d.  Wang,  L.  He,  X.-w.  Mao,  and  W.  Dong,“ Physical  human-
robot  interaction  estimation  based  control  scheme  fora  hydraulically  actuated  
exoskeleton  designed  for  power  amplification,” Frontiers  of  Information  Technology  
&  Electronic  Engineering,  vol.  19,no. 9, pp. 1076–1085, 2018. 

[38] S.  S.  Kawale  and  M.  Sreekumar,  “Design  of  a  wearable  lower  body exoskeleton  
mechanism  for  shipbuilding  industry,” Procedia  computer science, vol. 133, pp. 1021–
1028, 2018. 

[39] A.  K.  Tanyildizi,  O.  Yakut,  and  B.  Tasar,  “Mathematical  modeling  and control of 
lower extremity exoskeleton,” 2018. 

[40] G.  Menga  and  M.  Ghirardi,  “Lower  limb  exoskeleton  for  rehabilitation with improved 
postural equilibrium,”Robotics, vol. 7, no. 2, p. 28, 20 

[41] A.  C.  Villa-Parra,  D.  Delisle-Rodriguez,  T.  Botelho,  J.  J.  V.  Mayor,A.  L.  Delis,  R.  
Carelli,  A.  Frizera  Neto,  and  T.  F.  Bastos,  “Control of  a  robotic  knee  exoskeleton  
for  assistance  and  rehabilitation  based on  motion  intention  from  semg,”Research  on  
Biomedical  Engineering, vol. 34, no. 3, pp. 198–210, 201 

[42] V. Rajasekaran, E. López-Larraz, F. Trincado-Alonso, J. Aranda, L. Montesano, A. J. Del-
Ama, and J. L. Pons, “Volition-adaptive control for gait training  using  wearable  
exoskeleton:  preliminary  tests  with  incomplete spinal cord injury individuals,” Journal 
of neuro engineering and rehabilitation, vol. 15, no. 1, pp. 1–15, 2018. 

[43] L.-F.  Yeung  and  R.  K.-Y.  Tong,  “Lower  limb  exoskeleton  robot  to facilitate  the  
gait  of  stroke  patients,” Wearable  Technology  in  Medicine and Health Care, vol. 91, 
2018. 

[44] H. H. G. Ch, D. Mayorca, and F. C. Gomez, “Control predictivo sujeto a restricciones de 
un motor dc presente en un exoesqueleto de miembro inferior,”  in Memorias  del  I  
Congreso  Internacional  de  Bioingenierıa  y Sistemas Inteligentes de Rehabilitación 

[45] P.  F.  Nunes,  W.  M.  dos  Santos,  and  A.  A.  Siqueira,  “Control  strategy based  on  
kinetic  motor  primitives  for  lower  limbs  exoskeletons,” IFAC-Papers Online, vol. 51, 
no. 27, pp. 402–406, 2018. 

[46] Munadi,  M.  Nasir,  M.  Ariyanto,  N.  Iskandar,  and  J.  Setiawan,  “Design and simulation 
of pid controller for lower limb exoskeleton robot,” in AIP Conference Proceedings, vol. 
1983, no. 1.AIP Publishing LLC, 2018,p. 060008. 

[47] P. Riesco Gilet al., “Desarrollo del sistema para el estudio de exoesquele-tos de 
extremidades inferiores controlados mediante sensores,” 2018. 

[48] J.  J.  V.  Mayor,  N.  J.  Valencia-Jiménez,  G.  P.  Arango-Hoyos,  and  E.  F. Caicedo-
Bravo,  “Sistema  de  biofeedback  para  rehabilitación  de  marcha asistida  por  un  
exoesqueleto,” Revista  Ingeniería  Biomédica,  vol.  12, no. 24, pp. 47–57, 20 

[49] M.  Plaza  Torres,  A.  Cifuentes,  and  F.  Bernal  Castillo,  “Diseño  de exoesqueletos 
para miembro inferior,” Revista Cubana de Investigaciones Biomédicas, vol. 37, no. 2, pp. 
95–104, 2018. 

[50] L.  A.  A.  Gomez,  E.  L.  Gonzalez,  M.  A.  Montiel,  R.  T.  Herrera,  and F.  J.  E.  
García, “Diseño  de  un  prototipo  de  exoesqueleto  para  miembro inferior de infantes 
(design of a prototype exoskeleton for lower limbs of infants),”Pistas Educativas, vol. 42, 
no. 137, 2020. 

[51] L. Calderon and J. Enrique, “Manufactura y pruebas de un prototipo de exoesqueleto  para  
la  rehabilitación  física  de  miembros  inferiores  para el  grupo  de  investigación  y  
estudios  de  bioingeniería  de  la  facultad  de mecánica espoch.” B.S. thesis, Escuela 
Superior Politécnica de Chimborazo, 2018. 

[52] D. Davila Portals, “Rediseño del sistema mecánico del exoesqueleto pucp para 
rehabilitación de miembros inferiores.” 

[53] E. G. Alcivar Molinaet al., “Desarrollo de algoritmos de control para un exoesqueleto rob 
ótico de 6 gdl,” B.S. thesis, Espol, 2018. 

[54] C.  A.  Sanchez  Tapia,  “Diseño  y  simulación  de  un  prototipo  de  exoesqueleto  de  
miembro  inferior  en  la  asistencia  de  la  marcha  para pacientes con paraplejia,” 2018. 

[55] P. A. Aya Parraet al., “Estudio anatómico y determinación de parámetros funcionales de 
un prototipo de exoesqueleto de miembro inferior con dos grados de libertad.” 

[56] A.  E.  Garces  Beltran,  “Diseño  de  un  mecanismo  del  tipo  exoesqueleto de miembros 
inferiores que permita reproducir patrones de movimiento,”2017. 

[57] W.  M.  Dos  Santos,  S.  L.  Nogueira,  G.  C.  de  Oliveira,  G.  G.  Pe ña, and  A.  A.  
Siqueira,  “Design  and  evaluation  of  a  modular  lower  limb exoskeleton  for  
rehabilitation,”  in2017  International  Conference  on Rehabilitation Robotics (ICORR).    
IEEE, 2017, pp. 447–451. 

[58] R. Lopez-Gutierrez, H. Aguilar-Sierra, S. Salazar, and R. Lozano, “Control adaptable en 
rutinas de rehabilitación pasiva utilizando elltio,”Revista mexicana de ingeniería 
biomédica, vol. 38, no. 2, pp. 458–478, 2017. 

[59] E.  E.  Aguirre  León  and  D.  F.  Cevallos  Rodríguez,  “Diseño  mecánico estructural de 
un exoesqueleto orientado a la rehabilitación para extremidades inferiores de pacientes 
masculinos de edad productiva en la ciudad de Riobamba.” B.S. thesis, Escuela Superior 
Politécnica de Chimborazo,2017. 

[60] J. A. Begue Salcedo, W. I. Cobeña Minaya et al., “Diseño y construcción de un prototipo 
de la estructura mecánica de un exoesqueleto para rehabilitación de ni ̃nos con 
discapacidad motora en extremidades inferiores,” B.S. thesis, Espol, 2017. 

[61] B.  N.  Tamburrino  Cabrera,  “Diseño  y  construcción  de  una  pierna  exoesquelética 
para la asistencia de la marcha,” 2017. 

[62] Mendoza Merchán E. Análisis y diseño de un prototipo de exoesqueleto para la 
rehabilitación pediátrica de los miembros inferiores, utilizando sistemas embebidos para 
el control del sistema y la interfaz de usuario. [Tesis pregrado]. Guayaquil: Universidad 
Católica de Santiago de Guayaquil; 2017. Disponible en: 
http://repositorio.ucsg.edu.ec/handle/3317/7729 

[63] A.  S.  Chamnikar,  G.  Patil,  M.  Radmanesh,  and  M.  Kumar,  “Trajectory generation  
for  a  lower  limb  exoskeleton  for  sit-to-stand  transition  using a  genetic  algorithm,”  
in Dynamic  Systems  and  Control  Conference, vol.  58271.American  Society  of  
Mechanical  Engineers,  2017,  p.V001T36A004. 

[64] Romero M luisa. Desarrollo de un exoesqueleto de extremidades inferiores para 
rehabilitación [Licenciatura]. Universidad Michoacana de San Nicolás de Hidalgo; 2017. 

[65] Y.  Long,  Z.-j.  Du,  W.  Dong,  and  W.-d.  Wang,  “Human  gait  trajectory learning 
using online gaussian process for assistive lower limb exoskeleton,” in Wearable Sensors 
and Robots.    Springer, 2017, pp. 165–179. 

[66] A. M. Peñafiel Tenorio, A. D. Santos Castañeda et al., “Implementación del  sistema  de  
control  de  movimiento  de  extremidades  inferiores  de exoesqueleto robótico usando un 
sistema embebido en fpg,” B.S. thesis, Espol, 2019. 

[67] H. Franco Marquez, “Diseño y construcción de un exoesqueleto para la asistencia en la 
marcha a pacientes con paraplejia flácida,” 2017 

[68] D. A. Mendoza Fuentes, “Modelamiento y control de un exoesqueleto de extremidades  
inferiores  para  pacientes  con  esclerosis  lateral  amiotrofica(ela) y esclerosis múltiple 
(em),” 2017. 

[69] E.  J. ́Avila  Palacios,  “Diseño  cad  y  análisis  cae  de  una  estructura  de exoesqueleto 
para persona adulta con paraplejía,” 2017. 

[70] D. J. Hyun, H. Park, T. Ha, S. Park, and K. Jung, “Biomechanical design of an agile, 
electricity-powered lower-limb exoskeleton for weight-bearing assistance,” Robotics  and  
Autonomous  Systems,  vol.  95,  pp.  181–195,2017. 

[71] A. Majeed, Z. Taha, A. Abidin, M. Zakaria, I. Khairuddina, M. Razman, and  Z.  
Mohamed,  “The  control  of  a  lower  limb  exoskeleton  for  gaiter habilitation: a hybrid 
active force control approach,” Procedia Computer Science, vol. 105, pp. 183–190, 2017. 

[72] Núñes K. Análisis y diseño de un prototipo de exoesqueleto para la rehabilitación 
pediátrica de los miembros inferiores, utilizando sistemas embebidos para el control del 
sistema y la interfaz de usuario. [Ingeniero]. Universidad Católica de Santiago de 
Guayaquil; 2017. 

[73] C.  C.  Velandia,  D.  A.  Tibaduiza, and  M.  A.  Vejar,  “Proposal  of  novel model  for  a  
2  dof  exoskeleton  for  lower-limb  rehabilitation,” Robotics, vol. 6, no. 3, p. 20, 2017 

[74] R.  Stopforth,  “Customizable  rehabilitation  lower  limb  exoskeleton  system,” 
International Journal of Advanced Robotic Systems, vol. 9, no. 4,p. 152, 2012. 

[75] H.  Kim,  Y.  J.  Shin,  and  J.  Kim,  “Design  and  locomotion  control  of a  hydraulic  
lower  extremity  exoskeleton  for  mobility  augmentation,” Mechatronics, vol. 46, pp. 
32–45, 2017. 

[76] Y. Long, Z. Du, C. Chen, W. Wang, L. He, X. Mao, G. Xu, G. Zhao, X. Li, and W. Dong, 
“Development and analysis of an electrically actuated lower extremity assistive 
exoskeleton,” Journal of Bionic Engineering, vol. 14,no. 2, pp. 272–283, 2017. 

[77] B. Choi, C. Seo, S. Lee, B. Kim, and D. Kim, “Swing control of a lower extremity  
exoskeleton  using  echo  state  networks,” IFAC-Papers OnLine, vol. 50, no. 1, pp. 1328–
1333, 2017. 

[78] A.  Belkadi,  H.  Oulhadj,  Y.  Touati,  S.  A.  Khan,  and  B.  Daachi,  “On the  robust  pid  
adaptive  controller  for  exoskeletons:  A  particle  swarm optimization based approach,” 
Applied Soft Computing, vol. 60, pp. 87–100, 2017. 

[79] A.  Page,  N.  Fahrat,  V.  Mata,  A.  Valera,  M.  Díaz,  and  M.  Valles, “Biomechanical  
model  of  the  lower  limb  for  dynamic  control  of  knee rehabilitation parallel robot,” 
Gait & Posture, vol. 57, pp. 260–261, 2017. 

[80] M. O. Ajayi, K. Djouani, and Y. Hamam, “Bounded control of an actuated lower-limb 
exoskeleton,” Journal of Robotics, vol. 2017, 2017. 

[81] P. Yang, G. Zhang, J. Wang, X. Wang, L. Zhang, and L. Chen, “Command filter  
backstepping  sliding  model  control  for  lower-limb  exoskeleton,” Mathematical 
Problems in Engineering, vol. 2017, 2017. 

[82] G.  Durandau,  M.  Sartori,  M.  Bortole,  J.  C.  Moreno,  J.  L.  Pons,  and D. Farina, 
“Real-time modeling for lower limb exoskeletons,” in Wearable Robotics: Challenges and 
Trends.    Springer, 2017, pp. 127–131. 

[83] F. Trincado-Alonso, A. J. del Ama-Espinosa, G. Asín-Prieto, E. Piñuela-Martín, S. Perez-
Nombela, A. Gil-Agudo, J. L. Pons, and J. C. Moreno, “Detection of subject’s intention 

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 932



to trigger transitions between sit, stand and walk with a lower limb exoskeleton,”  in 
Wearable  Robotics:  Challenges and Trends.    Springer, 2017, pp. 249–253. 

[84]   A. Zakaria, A. A. Majeed, I. M. Khairuddin, and Z. Taha, “Kinematics analysis of  a  3dof  
lower  limb  exoskeleton  for  gait  rehabilitation:  A preliminary  investigation,”  in 
International  Conference  on  Movement ,Health and Exercise.    Springer, 2016, pp. 168–
172.  

[85] N.  Mir-Nasiri, “Efficient  lower  limb  exoskeleton  for  human  motion assistance,”  in 
Wearable  Robotics:  Challenges  and  Trends.Springer,2017, pp. 293–297. 

[86] Y. Long, Z. Du, L. Cong, W. Wang, Z. Zhang, and W. Dong, “Active disturbance rejection 
control based human gait tracking for lower extremity rehabilitation exoskeleton,” ISA 
transactions, vol. 67, pp. 389–397, 2017. 

[87] H. A. Sierra, “Control de un exoesqueleto para asistir en la bipedestación y  la  marcha  de  
una  persona,” Tesis  para  obtener  el  grado  de  Doctoren  Ciencias.  Departamento  de  
Control  Automático  de  la  Universidad Zacatenco, 2016 

[88] C. C. V. Cárdenas, “Modelado, control y monitoreo de un exoesqueleto para  asistir  
procesos  de  rehabilitación  en  miembro  inferior,”  Ph.D.  dissertation, Universidad Santo 
Tom ́as, 2016. 

[89] K.  Rincón-Martínez,  P.  Vera-Tizatl, A.  Luviano-Juárez, and I.  Chairez, “Prototipo  de  
movilizador  robótico  de  miembros  inferiores  basado  en el   concepto   de   cuidado   en   

el   hogar,   parte   1:   Diseño   mecánico   e instrumentación,”  in Memorias  del  Congreso  
Nacional  de  Ingeniería Biomédica, vol. 3, no. 1, 2017, pp. 204–208. 

[90] M. ́A. Tovar Estrada, “Diseño de un exoesqueleto de miembros inferiores de  14  grados  
de  libertad  y  su  aplicación  para  emular  la  locomoción humana.”  Ph.D.  dissertation,  
Universidad  Autonoma  de  Nuevo  León,2016. 

[91] A.  Zhu,  S.  He,  D.  He,  and  Y.  Liu,  “Conceptual  design  of  customized lower limb 
exoskeleton rehabilitation robot based on axiomatic design,” Procedia CIRP, vol. 53, pp. 
219–224, 2016. 

[92] G.  Durandau,  M.  Sartori,  M.  Bortole,  J.  C.  Moreno,  J.  L.  Pons,  and D. Farina, 
“Emg-driven models of human-machine interaction in individuals wearing the h2 
exoskeleton,” IFAC-papers online, vol. 49, no. 32, pp.200–203, 2016. 

[93] J.  Wu,  J.  Gao,  R.  Song,  R.  Li,  Y.  Li,  and  L.  Jiang,  “The  design  and control of a 
3dof lower limb rehabilitation robot,” Mechatronics, vol. 33,pp. 13–22, 2016. 

[94] M. E. Moreno-Fergusson and M. C. d. P. A. Rey, “Cuerpo y corporalidad en  la  paraplejia:  
significado  de  los  cambios,” Avances  en  Enfermería, vol. 30, no. 1, pp. 82–94, 2012 

[95] G.  Gual Bonet, “¿Mejora la terapia de espejo la función motora de la extremidad inferior 
afectada tras sufrir un accidente cerebrovascular? 

 

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 933



978-1-6654-4067-7/21/$31.00 ©2021 IEEE 

Assessment of Risk Estimates and Fatalities Involved 
with Covid-19 

 
Narayana Darapaneni 

Director – AIML 

Great Learning/Northwestern 

University Illinois, USA 

darapaneni@gmail.com 

 

Jayasurya M  

Student – AIML 

Great Learning 

Hyderabad, India 

mjayasurya20@gmail.com 

 

Krishna Chaitanya  

Student – AIML 

Great Learning 

Hyderabad, India 

krishna.kc69@gmail.com 

Abhay Singh 

Student – AIML 

Great Learning 

Hyderabad, India 

abhayps@gmail.com 

 

Mukesh Kumar  

Student – AIML 

Great Learning 

Hyderabad, India 

muksjb@gmail.com 
 

Sumanth S  

Student – AIML 

Great Learning 

Hyderabad, India 

suramsumanth@gmail.com 
 

Anwesh  Reddy Paduri 
Data Scientist - AIML 

Great Learning 

Hyderabad, India 

anwesh@greatlearning.in 

 
 
 
 
 
 
 
 
 
 
 
 

 

 

        Abstract-- The objective of this work is to understand 

COVID-19 spread and lethality across the world along with the 

factors affecting them. For this, we first studied the impact of 

COVID-19 spread across the world and then did a time series 

analysis to figure out the trend in cases and deaths across the world 

using FBPROPHET and ARIMA algorithms. We used the 

publicly available data until 21 January 2021(365 days) for 

building this model. The second part of this work involves 

predicting the case fatality rate through country specific indicators 

such as Socio-Economic, Health, Diet and Weather. To assess these 

factors, we would use Statistical Analysis and Feature Selection 

techniques to eliminate insignificant features and provide the most 

significant features that the healthcare professionals may focus on. 

In wake of delay in the advent of vaccines and eventual roll-out, 

this study aims to provide a tool that will assist the already 

overloaded healthcare system with its recommendations.  

 

      Keywords -- COVID-19; Global; Pandemic; Time Series; 

Forecast; FBProphet; ARIMA; CFR.  

I. INTRODUCTION 

The year 2020 is riddled with a global pandemic named Covid-
19 which has impacted every living form on this planet. Novel 
Coronavirus is part of the SARS family which was first 
identified in December 2019 in Wuhan city in the Hubei 
Province in China. This disease caused respiratory tract 
infection and, in some cases, also resulted in severe pneumonia. 
The disease is found to be extremely contagious by means of 
droplets and fomites resulting in worldwide pandemic. [1] 
WHO has announced it as a pandemic on March 11, 2020. [2] 
Since then this pandemic is spreading exponentially worldwide. 
As on Dec 06th 2020, current active cases are 6.6million, and 

1.5million deaths are reported around the world. One of the 
most important ways to measure the burden of COVID-19 is 
mortality. [3] In the current outbreak of novel COVID-19, 
machine learning techniques have played a vital role in finding 
the patterns among various countries and thus helping 
epidemiologists and scientists alike in their research to 

overcome the disease.  

The forecasting of the spread of the pandemic helps to inform 
governments and healthcare professionals what to expect and 
which measures to impose, and secondly, to motivate the wider 
public to adhere to the measures that were imposed to decelerate 
the spreading lest a regrettable scenario will unfold [4]. Case 
Fatality Rate is a metric to evaluate the mortality associated 
with a disease, which can be defined as the portion of confirmed 
cases leading to fatality. In the modified formula by WHO, the 
number of closed cases is replaced by number of deaths and 
number of recovered cases. 

��� (%)  =  (	
. 
� ���ℎ�/ 	
. 
� ��
�� �����)  ∗ 100.      (1) 

Current data indicate that, worldwide, case fatality rate (CFR, 
the ratio between number of deaths and number of confirmed 
cases) might be around 4%. However, at the country level, CFR 
ranges from 0 to more than 20%. There are many possible 
reasons for such a variation. With this study we attempt to 
model the spread of the pandemic[22] and help recommend the 
governments and health departments on the management and 
availability of health infrastructure for their subjects. In absence 
and or delay of the vaccine this effort will help contain the 
disease by means of providing targeted healthcare based on 
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individual’s needs, mitigate the risks and substantiate the efforts 
to manage the health infrastructure. 

II. LITERATURE REVIEW 

Forecasting can predict the cases/deaths through the patterns 
associated with the time series data, this prediction provides a 
good understanding of the Spread of virus. This was studied 
using Prophet and Seasonal Auto-Regressive Integrated 
Moving Average (SARIMA) model forecasting model. [5] 
These models were able to generate forecast for confirmed 
cases for Canada, France, India, South Korea and UK. Even 
though Prophet being the procedure that is widely used for 
forecasting time series problems. It was not able to address the 
complex and varying patterns in COVID-19 Time series data, a 
SARIMA forecasting model is used which generates more 
accurate forecasts. These predictions will act as early warnings 
for government policy makers and help health care authorities 
effectively allocate resources. [5] 
 
To take necessary actions, areas that are likely to be vulnerable 
should be known. Forecasting can identify the zones which 
have potential risk and is demonstrated in COVID-19 risk 
assessment in Counties of the USA [6]. Mann-Kendall and 
Sen's slope estimator trend analysis and homogeneity analysis 
(Pettitt’s test) classified counties into 0-5 ranks, with 5 being 
‘very risky’.A Random Forest classifier was trained to classify 
the counties into risk zones. Socio-Economic status, household 
composition & disability, housing type & transportation, 
epidemiological factors and healthcare system factors of the 
counties were used for building the model and validated using 
Receiver Operating Characteristic (ROC)-Area Under the ROC 
Curve. The model achieved 90% accuracy (AUC = 0.90) during 
the training phase and 84% accuracy (AUC = 0.84) during the 
testing phase. This resulted to a Map of the USA with colors 
denoting the risk associated, thus enabling the officials to focus 
on region and factors which had led to high risk using the 
feature importance of the RF classifier.[6] 

Forecasting[21] associated with case fatality and mortality rate 
can provide us valuable insights on not only with the spread of 
the pandemic but also handling the exposed population 
effectively. Forecasting deaths for different countries can 
capture the variable rates of fatality. To understand the 
irregularities pertaining to Case Fatalities for various countries, 
a research was conducted on Socio-Economic Factors and 
Health Indicators for a country’s impact on the fatalities [7]. 
The authors have analyzed 16 potential factors which included 
GDP, Population, GNI, along with Health Indicators like 
Current Health Expenditure (CHE), Hospital beds per 10000 
population, median age. Countries with at least 50 confirmed 
cases were selected for study at the time of research 
(14/03/2020). Pearson Correlation Coefficient was calculated 
for all factors in which 7 were observed to have very little 
impact on CFR. The Linear regression model built on the other 
9 factors using the Ordinary Least Squares method, could 
capture 30.6% variability in CFR (Adjusted R-Square), GDP 

per capita, and the number of confirmed cases had the most 
impact. The best result was obtained by using the forward 
feature selection technique. Since only 47 countries had 50+ 
cases the data was insufficient, which had been the major 
challenge. [7] 

Another interesting indicator that proved to have a significant 
effect on CFR was the Diet. The association between the global 
mortality rate of COVID-19 cases across different countries and 
dietary intake of different food groups was studied using an 
ecological study design [11]. The mortality rate is expressed in 
terms of CFR (Case-fatality rate). A total of ten food groups 
have been considered across 144 countries, data for which have 
been from Food and Agriculture Organization of the United 
Nations. The food intakes data was expressed in terms of 
kilocalories per person per day. The mathematical model is 
built using Bayesian regression model using Random-
walk Metropolis-Hastings sampling. Results derived from the 
mathematical model’s reports that COVID-19 case fatality rates 
were associated with food intake. The study suggests that 
nutritional factors available at country level could have a role 
in the mortality of COVID 19 pandemic.[11] 

III. MATERIALS AND METHODS 

 
The study is divided into 2 major steps, firstly understanding 
the spread and impact of this pandemic and then evaluating 
various factors such as the socio-economic features in the 
lethality of this global spread. 

A. Predicting the global cases trend(time series) 

Time Series is a series of observations taken at specified 
(mostly equal) time intervals. Analysis of time series helps us 
to predict future trends based on previously recorded values. In 
the Time series, we have only 2 variables, time & the variable 
we want to forecast, in this scenario the number of cases and 
number of deaths. To see how Covid-19 has impacted our world 
we first need to collect the past worldwide data through open-
source channels such as the dataset made available by John 
Hopkins University. The dataset is updated on a daily basis web 
scraped from reliable worldwide web sources, for this research 
we are using the dataset until yesterday (21Jan2021). We have 
created 2 data frames based on countries and dates (for cases as 
well as deaths). We have bucketed all the cases into labels of 
different ranges and plot it for the entire world (As shown in 
below picture). Each color represents the impact of Covid-19 
on each country based on cases reported.  
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Fig 1. The map interprets the number of confirmed cases in each country (As 
per legend). 

 
Fig 2. Histogram representation of top 10 countries based on deaths reported 
due to COVID_19. 

For time series forecasting we have primarily used one of the 2 
most popular algorithms. 
 

1. Algorithm1- FBPROPHET: 

FB Prophet is an open-source algorithm developed by 
Facebook for forecasting time series data based on an additive 
model where non-linear trends are fit with yearly, weekly, and 
daily seasonality, plus holiday effects. It works best with time 
series that have strong seasonal effects and several seasons of 
historical data. Prophet is robust to missing data and shifts in 
the trend, and typically handles outliers well. Just as any time 
series model we first validate our data with respect to the rolling 
mean. 

 
Fig 3. Comparison between actual and rolling mean in number of confirmed 
cases globally on daily basis. 

 
Fig 4. Comparison between actual and rolling mean in number of deaths due to 
covid-19 globally. 

Before we look at the rolling mean one observation can be made 
with above graph on cases that during late December 2020 there 
was a sharp spike in cases observed mostly likely due to 
Christmas and US elections that saw mass gatherings leading to 
a surge in cases. 
 
The rolling mean comparison is with the actual data that we 
train our model with and the moving average of that data (both 
confirmed cases and deaths), based on above graphs we can 
conclude that the rolling mean is neither overfitting nor 
deviating too much hence giving us the option for doing time 
series analysis. 
 
2.  Algorithm2 -: ARIMA: 

After getting our predictions in one method we are following 
another algorithm named Auto Regressive Integrated Moving 
Average (ARIMA). ARIMA is a combination of 2 models AR 
(Auto Regressive) & MA (Moving Average). It has 3 
hyperparameters – p (auto regressive lags), d (order of 
differentiation) and q (moving avg.) which respectively comes 
from the AR, I & MA components. The AR part is correlation 
between previous & current time periods. To smooth out the 
noise, the Moving Average part is used. The I part binds 
together the AR & MA parts. For the last model, ARIMA 
(1,1,1), a model with one AR term and one MA term is being 
applied to the variable  

Zt=Xt−Xt−1                                        (2) 

A first difference might be used to account for a linear 
trend in the data. The classical approach for fitting an ARIMA 
model is to follow the Box-Jenkins Methodology. Below is the 
summary of the ARIMA model developed for our modelling. 

 

ARIMA basically involves 3 steps: 

1. Model Identification: Use plots and summary statistics to 
identify trends, seasonality, and autoregression elements to get 
an idea of the amount of differencing and the size of the lag that 
will be required. 

2. Parameter Estimation: Use a fitting procedure to find the 
coefficients of the regression model. 
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3. Model Checking: Use plots and statistical tests of the 
residual errors to determine the amount and type of temporal 
structure not captured by the model. 

The process is repeated until either a desirable level of fit is 
achieved on the in-sample or out-of-sample observations (e.g., 
training or test datasets). The best fit is achieved using the 
lowest AIC value with respect to the best combination of p,d,q 
values. 

To cross validate our predictions we will first split the data 
midway and then try to plot the predictions for the number of 
cases as well as deaths to see the accuracy we can achieve. 
Below mentioned graphs show the predicted value in red 
compared to the actual values in blue, showing us that our 
accuracy is pretty good in terms of predictions. We have split 
our daily data midway until June 2020. 

 

Fig 5. Cross validation between the actual data and predicted data in terms of 
deaths split midway over time. 

 

Fig 6. Cross validation between the actual data and predicted data in terms of 
cases split midway over time 

 
B. Analysis of factors impacting CFR 

The John Hopkins coronavirus dataset has been used to get the 
attributes ‘confirmed cases’, ‘recovered cases’ and ‘deaths’ 
until 15th Jan 2020 for every country. ‘WHO’ has recommended 
to calculate the CFR as ratio of deaths to sum of deaths and 
recovered cases, as active cases will not cause any bias in the 
study. Upon exploration of data, it has been observed that not 
all countries have followed the same standard to classify a case 
as recovered. For instance, in Belgium when the patient after 
treatment havingthe slightest of symptoms like headache were 
still considered as an active case. Therefore, having very low 
recovered cases leading to high CFRs. Hence the CFR for this 

study was calculated by ratio of deaths to sum of deaths and 
confirmed cases. 

GDP, Population, Life Expectancy, GNI per capita, GDP per 
capita and Human capital Index (HCI) formed the socio-
economic factors taken from the World Bank website. Current 
Health Expenditure (CHE) per capita, CHE as % of GDP, 
Hospital beds and number of doctors were extracted from WHO 
(World Health Organization). After the preprocessing and 
dropping countries with null values, the count came down to 
136. Null values were not imputed as it will add a bias to the 
data. 

As seen in research conducted previously in the Literature 
Review, CFR is treated as a regression problem. The model is 
expected to capture the maximum variability of the CFR for 
countries and in the process analyze the features which are able 
to explain this variability. R square is used as the metric to 
validate the model. Each attribute’s correlation with the CFR is 
studied as the univariate analysis. Feature Importance was 
evaluated with Recursive Feature Extraction (RFE) and 
Forward & Backward Feature Selection methods. Linear 
Regression and Random Forest regressor were built on the most 
important features. 

In the next approach, the CFR was bucketed into two classes 0 
and 1, where ‘0’ class indicates CFR less than 0.02 that is 2% 
of the confirmed cases lead to mortality. This approach gives 
the model to study the CFR by not precisely predicting the CFR. 
The aim is to study the features and not the precise prediction 
of CFR. Feature importance was evaluated the same way as the 
Regression, Logistic Regression and Random Forest Classifier 
were built to classify and CFR classes.  

IV. RESULTS 

 
The FBProphet algorithms give us an estimated prediction in 
terms of both cases as well as deaths on a day-to-day basis that 
only suggest that the number of cases as well as deaths will rise 
going ahead with time. 

However, the weekly trend shows a sharp drop during the 
weekends suggesting that increased number of gatherings and 
decreased number of testing during the weekends that lead to 
more cases being reported during weekdays. 
 

 

Fig 7. Getting the predictions of deaths (in thousands) for next 200 days (with 
black spots being the available data that was trained into model)  
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Fig 8. Getting the predictions of cases (in million) for next 200 days (with black 
spots being the available data that was trained into model)  

 

Fig 9. The monthly and weekly predictions of confirmed cases. 

 

Fig 10. The monthly and weekly prediction of deaths globally. 

In the case of ARIMA we can infer that even though the total 
number of cases in the next 200 days would increase but the 
number of deaths will probably see a gradual decrease mostly 
attributed to herd immunity 

 

 
Fig 11. ARIMA prediction of total confirmed cases globally for next 200 days 
(Shown in red). 

 
Fig 12. ARIMA prediction of total deaths globally for next 200 days (Shown in 
red). 

 
The topmost impacting factors and their correlation to CFR can 
be seen in the below table 
 
TABLE 1: TOP FEATURES HAVING GOOD CORRELATION WITH CFR 

Attributes Correlation Sign 

Stimulants 0.205982 - 

Urban Population  0.200971 + 

Miscellaneous 0.179596 - 

Cereals - Excluding Beer 0.177802 + 

Total Population 0.151331 + 

Hospital Beds 0.146754 - 

GNI/CAPITA  0.146533 - 

Starchy Roots  0.140317 - 

Fruits - Excluding Wine  0.116855 - 

Spices 0.116002 - 

HCI 0.114813 - 

GDP 0.113702 + 

Fish, Seafood  0.113460 - 

CHE/CAPITA  0.111517 - 

Milk - Excluding Butter 0.110685 - 

Doctors 0.109849 - 

 
The ‘+’ correlation of CHE with confirmed, recovered and 
deaths shows that the countries with higher medical expenditure 
have covered more tests thus, the higher numbers. The countries 
with higher urban population reemphasize the above fact. 

The regression analysis was conducted along with sequential 
feature selection with backward and forward selection. The 
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Linear Regression model has yielded a 0.277 R2 score which 
indicates the variability of the data around its mean. Random 
Forest Regressor was able to achieve -0.8489 R2. The table 1 
and 2 represents the attributes and their influence on the Target 
which is the CFR. Of which It is observed that Doctors, HCI, 
Life Expectancy, CHE/GDP, CHE/CAPITA, Alcoholic 
Beverages are significant factors. 
 

TABLE 2: FEATURES SELECTED BY BACKWARD SELECTION FOR 
LINEAR REGRESSION MODEL AND THEIR RESPECTIVE 

COEFFICIENTS. 

Attributes Coefficients Sign 

Cereals - Excluding Beer 0.012295 + 

Animal Products 0.010490 + 

HCI 0.008315 - 

Obesity 0.008146 + 

Life Expectancy 0.005329 + 

DOCTORS 0.004749 - 

Vegetable Oils 0.003736 + 

CHE/GDP 0.003354 + 

Alcoholic Beverages 0.002875 + 

URBAN Population 0.002606 + 

 
TABLE 3: FEATURES SELECTED BY BACKWARD SELECTION FOR 

RANDOM FOREST REGRESSOR AND THEIR FEATURE 
IMPORTANCE. 

Attributes Feature Importance 

DOCTORS                 0.140603 

Spices                    0.135485 

Alcoholic Beverages       0.134923 

CHE/GDP      0.100956 

Milk - Excluding Butter   0.087006 

CHE/CAPITA                0.079828 

Vegetable Oils            0.078902 

GNI/CAPITA                0.059623 

Undernourished            0.057868 

Vegetal Products          0.052789 

Sugar Crops               0.040464 

Animal Products           0.031553 

 
Doctors, HCI CHE/GDP, CHE/CAPITA have Inverse effect on 
CFR, which implies higher values of these factors results in 
lower CFR and vice-versa. Life Expectancy and Alcoholic 
Beverages have a direct effect on CFR. The early trends of 
COVID19 outbreak in Italy, established that the aged 
population was worst affected when it comes to the 
infection/mortality. 
To Understand the Data more and to identify underlying 
patterns, the classification analysis was conducted and the data 
was grouped by CFR <0.02. 
 

TABLE 4: FEATURES SELECTED BY BACKWARD SELECTION FOR 
LOGISTIC REGRESSION AND THEIR COEFFICIENTS. 

Attributes Coefficients Sign 

DOCTORS                    0.968987 - 

CHE/CAPITA                 0.687164 - 

Starchy Roots              0.681179 - 

CHE/GDP                    0.552446 + 

Miscellaneous              0.492156 - 

Hospital Beds              0.393863 - 

Meat                       0.301703 + 

Cereals - Excluding Beer   0.254172 - 

Obesity                    0.226581 + 

Pulses                     0.212649 - 

Alcoholic Beverages        0.176067 + 

Spices                     0.174774 - 

Undernourished             0.080433 - 

GDP                        0.055724 + 

Animal Products            0.003265 - 

 
The features that were selected for regression models along 
with hospital beds had significant effect on the classification of 
CFR classes. Logistic Regression was able to classify countries 
into low and high CFR classes with Cross validate mean 
accuracy of 65% and variance of 0.7%. Whereas the Random 
Forest Classifier had mean accuracy of 58% and variance of 
3.5%.  
 

TABLE 5: FEATURES SELECTED BY BACKWARD SELECTION FOR 
RANDOM FOREST CLASSIFIER AND THEIR FEATURE 

IMPORTANCE. 

Attributes Importance 

URBAN Population           0.096616 

Rural Population           0.090795 

DOCTORS                    0.085755 

Spices                     0.085121 

Obesity                   0.083540 

Vegetal Products           0.073592 

Starchy Roots              0.070095 

Hospital Beds              0.069928 

Cereals - Excluding Beer   0.064682 

Animal fats                0.063623 

Offal                     0.057456 

Eggs                       0.055637 

Vegetables                 0.053458 

Undernourished             0.038416 

Sugar Crops                0.011286 

V. DISCUSSION AND CONCLUSION 

 
Almost a year ago, not everyone in this world was aware of the 
severity related to Novel Coronavirus, which has now 

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 939



 
 

transpired into a global pandemic and the world is still trying 
solutions to deal with it. This study certainly hopes to help and 
clarify the impact of this pandemic. There were questions 
related to data that has been recorded as the data only reflects 
based on the number of tests carried out by respective 
governments. This issue of low number of tests being carried 
out can be attributed to the lack of medical professionals and 
infrastructure in some countries, while other countries 
intentionally carried out low miscellaneous political reasons. 
This does to an extent hinder research in drawing out a clear 
picture in dealing with such pandemic. 
Our research involves validating the data available to perform 
modelling and predictions, we have done Exploratory Data 
Analysis (EDA) to make sure that there are no null/NAN values 
in the data used, also ensuring that such values are treated 
appropriately(imputation), The various data types of available 
columns have been changed accordingly so that the predictive 
modelling is done without any bias or misappropriation.  
With both the algorithms one thing that can certainly be 
predicted that there will be a gradual increase in the total 
number of cases globally even though the number of deaths 
won’t see a huge spike. During the regression and classification 
study, it was found that there are common diet and socio-
economic features that affect CFR. Countries that are predicted 
to have higher CFR could contain the increasing mortality by 
investing in healthcare infrastructure. The use of certain 
ingredients in the diet such as spices can contribute to reducing 
mortality. The diet factors can explain the low CFR for India 
and countries that use such ingredients in their cuisines. The 
timing of this study has not taken the exception of Covid-19 
vaccine now available from 5 vaccine makers and vaccination 
drives set to begin across 150 countries, we can expect to see a 
sharp drop in the number of cases and deaths reported given the 
effectiveness of the vaccine. However, there are various 
mutations of this virus that have developed into regional strands 
showing divergent characteristics moving ahead, we have to 
wait and see how mankind would learn and respond to the 
pandemic that has already affected lives in a big way. 
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Abstract—With the development of artificial intelligence and 
driverless technology, the steer-by-wire system has become the 
mainstream direction of future development. Its structure is 
simple, lightweight, and real-time optimized steering gear ratio 
according to road conditions, steering road feel, and improved 
vehicle handling stability and active safety. Therefore, the 
research on the wire-controlled steering control system has 
great practical value. It is applied to platforms such as electric 
vehicles and intelligent networked vehicles to realize unmanned 
driving and optimize intelligent transportation, which has good 
application prospects. Based on the analysis of the structure of 
each component of the steer-by-wire system, this paper 
established the dynamic models of the steering execution part, 
the rack and pinion part and the steering wheel part, and 
completed the simulation model of each part and the three 
closed-loop control of the motor through Simulink. This paper, 
finally built a Carsim/Simulink co-simulation platform, 
integrated the motor control strategy into the vehicle model in 
Carsim, and verified the following characteristics and fast 
response characteristics of the steer-by-wire model. 

Keywords—Control, Steer-by-wire, Three closed loop, Carsim, 
Simulink 

I. INTRODUCTION 

Realizing the real-time control of the steer-by-wire system 
is crucial to the development and popularization of intelligent  
vehicles in the future. For this purpose, many scholars have 
conducted a lot of research on the control methods and 
strategies of the steer-by-wire system. 

Zhao, Huiyong et al. proposed an energy-saving strategy 

for SBW vehicle steering motors by analyzing the relationship 
between steering wheel angle and road curvature, and proved 
the feasibility and effectiveness of the energy-saving strategy 
through closed-loop simulation[1]; Dankert, Jens etc. through 
an overview of the system prototype, focusing on the technical 
and electrical settings, the main hardware and software 
components, including a brief introduction to the safety 
concept[2]; Lee, Jaepoong and others have developed a haptic 
control of the steer-by-wire system. After experimental 
verification, the haptic controller proposed successfully tracks 
the steering feedback torque of the steer-by-wire system[3]; 
Scicluna, Kris et al. proposed a sensorless position control of 
a permanent magnet synchronous motor on the steering wheel 
side of a steer-by-wire system of an automobile, and tested the 
performance of the sensorless drive under forward and reverse 
load torque conditions[4]; Wang, Zezheng proposed a 
compound control scheme including proportional integral 
derivative controller and fuzzy logic system, and proved the 
rationality and superiority of the method through numerical 
simulation and hardware-in-the-loop experiment [5]; Scicluna, 
Kris et al. proposed a sensorless current control for the 
permanent magnet synchronous motor on the hand wheel side 
of the “steering-by-wire” system in automobiles, and 
compared the performance of vehicles with traditional 
steering devices through experiments[6]; Hua, Min et al. 
proposed the dual-motor synchronous control using 
differential negative feedback method for the non-
synchronization of the double-steering actuator motor to 
reduce the adverse effects of the "servo fight" non-
synchronization problem. The simulation results and 
hardware-in-the-loop experiments proved that the proposed 
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control strategy was effective and feasible[7]; Luo, Yutao and 
others proposed an adaptive neural network sliding mode 
control  method that considers system disturbances. Research 
showed that RBFSMC has better robustness and stability than 
SMC[8]; Wu, Xiaodong and others designed the variable 
steering ratio of the steer-by-wire system. Experimental 
results showed that the system can not only improve the 
steering agility at low speeds and the steering stability at high 
speeds, but also reduce driving workload under critical driving 
conditions[9]; Ye, Mao et al. proposed a new type of robust 
adaptive overall terminal sliding mode  control strategy based 
on extreme learning machine, and proved the excellent control 
performance of the proposed control through simulation [10]; 
Ma, Bingxin et al. proposed an event-triggered adaptive 
sliding mode control method for SBW systems, and the 
effectiveness of the method was demonstrated through 
numerical simulation and experimental results[11]; Huang, 
Chao et al. proposed a fault-tolerant model predictive control  
with fault compensation for an SBW system with actuator 
failure based on an incremental operator. The simulation 
results showed that the proposed fault-tolerant control strategy 
can cope with various types of actuator failures[12]; Zou, 
Songchun et al. proposed a dual-motor steer-by-wire system 
to improve the fault tolerance and reliability of the system, and 
verified the effectiveness of the control strategy proposed in 
this paper through simulation and experimental results[13]; 
Huang, Chao et al. proposed a fault-tolerant control method 
for actuators based on fault detection and isolation based on 
model predictive control. Simulation and experimental results 
showed that compared with traditional model predictive 
controllers, this method has no fault detection and isolation. It 
can achieve better steering performance and stabilize the 
entire SBW system in the event of actuator failure[14]; Deng, 
Bin et al. proposed a recursive sliding mode structure, which 
can effectively reduce shake without reducing the control 
accuracy, and experimentally proved the fast convergence 
speed and smaller shake of the proposed controller[15]; Jin, 
Zhilin and others proposed the multi-gain ratio of the steer-by-
wire system, and studied the anti-rollover control strategy of 
the vehicle with the steer-by-wire system. The experimental 
results showed that the proposed anti-rollover strategy can 
effectively prevent the vehicle from tripping. A rollover 
occurred both in the case of a rollover without tripping, and 
the intervention of the driver's steering intention is 
reduced[16]; Zhang, Jie et al. proposed a robust adaptive 
sliding mode  controller to improve the maneuverability and 
lateral stability of steer-by-wire vehicles. The results of 
hardware-in-the-loop simulations prove the proposed control 
excellent stability control performance of the system under 
different steering maneuvers[17]; Yu, Shu-You et al. 
proposed a tube model predictive control scheme for a four-
wheel steer-by-wire vehicles. The scheme adopts an event 
trigger strategy to prevent potential adversary attacks and 
ensure information security[18]. 

The control of the steer-by-wire system based on the 
permanent magnet synchronous motor adopts the closed-loop 
control technology of position loop, speed loop, current loop 
and SVPWM. In order to study the steering control strategy of 
the SBW system, it is necessary to establish SBW vehicle 
dynamics based on Matlab/Simulink Models, including 
steering execution model, rack and pinion model, and steering 
wheel model. The SBW system is a complex mechanical 
structure. It is difficult to establish an accurate mathematical 
model. This paper made some necessary simplifications and 

assumptions when establishing the SBW system dynamics 
model, and adopted a reduced-order modeling method to 
establish the SBW system module and the front wheel steering 
module, and finally combined the vehicle model in the Carsim 
software to form the SBW vehicle dynamics simulation 
platform, and verified the accuracy of the co-simulation model 
established based on the Carsim-Simulink software. In order 
to verify the SBW vehicle simulation model and the traditional 
vehicle model with the same vehicle parameters in the Carsim 
software, chose the double line change test conditions for 
simulation. The process is shown as Figure 1. 

 
Figure 1    The process of steer-by-wire system 

II. MODELS AND DATA  

A. Dynamic model of steer-by-wire system 

Since the driverless vehicle cancels the steering wheel 
module, the SBW system can be divided into steering actuator 
components, rack and pinion components, and left and right 
steering wheel components. As shown in Figure 2, the steering 
actuator components consists of the steering motor and its 
reducer. The rack and pinion assembly refers to the rack and 
pinion steering gear. And left and right steering wheels 
components refer to the left and right steering knuckles and 
their steering wheels. In this modeling process, the 
transmission gap between the steering motor and the steering 
wheels is ignored.                                  

Figure 2    The front wheel steering model structure diagram 

The steering actuator components is composed of a 
steering motor and a reducer. The steering motor is generally 
a permanent magnet synchronous motor. This motor can be 
well used in the steer-by-wire system to accurately adjust the 
steering angle of the vehicle, and then adjust the steering of 
the vehicle; most of the matched reducers are worm gear 
reducers, which can change the direction of the steering 
execution motor while ensuring reduce speed and increase 
torque, so that the axis of the steering motor and the rack axis 
are vertically distributed, which can greatly reduce the layout 
space of the steer-by-wire system along the longitudinal 
direction of the vehicle, and eliminate the interference of the 
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steer-by-wire system and the suspension, which is called a 
cross steering gear. The dynamic equation of the steer-by-wire 
actuator components composed of a permanent magnet 
synchronous motor and a worm gear reducer can be expressed 
as formula (1). 

                               𝑇𝑠 = 𝐽𝑠�̈�𝑠+𝐵𝑠�̇�𝑠+𝑇𝑟                               (1) 

Where 𝑇𝑠  is the electromagnetic torque of the steering  
motor, 𝐽𝑠 is the rotor moment of inertia of the steering motor, 
𝐵𝑠 is the viscous damping coefficient of the steering  motor, 𝜃𝑠 
is the rotor angle of the steering motor, 𝑇𝑟 is the torque acting 
on the rack by the steering motor, and shown as formula (2). 
𝐾𝑠  is the torsional stiffness of the steering motor, 𝑋𝑟  is the 
rack displacement, 𝑔𝑠  is transmission ratio of the rotation 
angle of the motor and the displacement of the rack is executed 
for the steering, and 𝑟𝑝 is the radius of the steering pinion. 

𝑇𝑟 = 𝐾𝑠(𝜃𝑠-𝑋𝑟𝑔𝑠/𝑟𝑝  )                                (2) 

The rack and pinion assembly consists of a steering pinion 
and a rack, as shown in Figure 3. And the dynamic equation 
can be expressed as formula (3). 

 
Figure 3    The structure diagram of rack and pinion 

𝑚𝑟�̈�𝑟+𝐵𝑟�̇�𝑟+𝑘𝑟𝑥𝑟=
𝑇𝑟

𝑟𝑝
𝜂𝑝-

𝑇𝑘𝑝1

𝑁𝑘𝑝1
𝜂𝑛-

𝑇𝑘𝑝2

𝑁𝑘𝑝2
𝜂𝑛              (3) 

Among them, 𝑚𝑟 is the rack mass. 𝐵𝑟  is the rack viscous 
damping coefficient. The 𝑘𝑟 is the rack stiffness. The 𝑥𝑟  is the 
rack displacement. 𝑁𝑘𝑝1and 𝑁𝑘𝑝2 are the rack to left and right 
steering knuckle arm transmission ratios. The 𝜂𝑝and 𝜂𝑛  are 
the steering forward  transmission efficiency and reverse 
transmission efficiency respectively. 𝐾𝑘𝑝1  and 𝐾𝑘𝑝2  are the 
torsional stiffness of the left and right steering wheels around 
the kingpin respectively. 𝜃𝐹𝑊1  and 𝜃𝐹𝑊2  are the rotation 
angles of the left and right steering wheels. 𝑇𝑘𝑝1 and 𝑇𝑘𝑝2 are 
the moments of the left and right steering wheels acting on the 
kingpin, shown as formula (4) and (5). 

𝑇𝑘𝑝1=𝐾𝑘𝑝1(
𝑥𝑟

𝑁𝑘𝑝1
− 𝜃𝐹𝑊1)                          (4)            

𝑇𝑘𝑝2=𝐾𝑘𝑝2(
𝑥𝑟

𝑁𝑘𝑝2
− 𝜃𝐹𝑊2)                          (5) 

The left and right steering front wheel components are 
composed of left and right steering knuckles and steering 
wheels, as shown in Figure 4. The dynamic equation can be 
expressed as formula (6) and (7). 

𝐽𝐹𝑊1�̈�𝐹𝑊1 + 𝐵𝑘𝑝1�̇�𝐹𝑊1 = 𝑇𝑘𝑝1 − 𝑇1                    (6) 

𝐽𝐹𝑊2�̈�𝐹𝑊2 + 𝐵𝑘𝑝2�̇�𝐹𝑊2 = 𝑇𝑘𝑝2 − 𝑇2                    (7) 

Among them, 𝐽𝐹𝑊1 and  𝐽𝐹𝑊2 are the moment of inertia of  

Figure 4    The steering wheel structure diagram 

the left and right steering wheels around the kingpin 
respectively; 𝐵𝑘𝑝1 and 𝐵𝑘𝑝2  are the viscous damping 
coefficients of the left and right steering wheels around the 
kingpin respectively; 𝑇1 and 𝑇2 are resistance moment, which 
are respectively acted on the left and right steering wheels by 
the ground. 

B. Simulink model of steer-by-wire system  

According to the dynamic equation of the rack and pinion 
assembly, the basic module provided by Simulink is used to 
establish the simulation model of the rack and pinion assembly 
as shown in Figure 5. 

 
Figure 5    Simulation model of rack and pinion  

According to the left and right steering front wheel 
assembly dynamics equation, the basic module provided by 
Simulink is used to establish the left and right steering wheel 
assembly simulation model as shown in Figure 6 and 7. 

 
Figure 6    Left steering wheel simulation model 

 
Figure 7    Right steering wheel simulation model 
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The parameters required for the rack and pinion simulation 
model and the steering wheel simulation model found above 
are shown in Table Ⅰ below.  

TABLE I  THE STEERING MECHANISM PARAMETER TABLE   

 

According to the dynamic model of the steering motor, 
the machine module that has been packaged by 
Matlab/Simulink is used to establish the steering motor 
simulation model. The relevant parameter settings are shown 
in Table Ⅱ below. 

TABLE II  THE STEERING MOTOR PARAMETER TABLE 

 

C. Control model of steer-by-wire system   

The motor adopts a three-closed-loop PID control strategy, 
and the inner loop is current loop tracking control, the middle 
is speed loop tracking control, and the outer loop is angle 
tracking control. The motor three-closed-loop control system 
is actually based on the basic double-closed-loop control, 
adding a position loop. The double-closed loop can be 
regarded as a speed control module, and the position regulator 
will determine the difference between the given position 
signal and the actual position detection signal. The setting is 
the speed setting of this control module, so that the motor 
accurately follows the position setting. The greater position 
deviation, the greater corresponding speed setting. 

Because the PID regulators of the position loop, speed 
loop and current loop are involved in the paper, in order to 
reduce the system response overshoot and system response 
time, the parameters of the three PID regulators are adjusted. 
This paper sets the input signal to two steps signal, first set the 
regulator to pure P adjustment. Since most position control 
does not allow overshoot, adjust the initial parameters of the 
position P regulator from 500. When 𝐾𝑝=500 is set, a certain 
amount of overshoot appears in the system response, 
indicating that the value of  𝐾𝑝 is too large, and then the value 
of  𝐾𝑝 is reduced to make the system response result meet the 
requirements. The value of the position I regulator is the same. 
The final adjustment result is shown in Figure 8, and the stator 
three-phase output current is shown in Figure 9. The position 
loop  𝐾𝑝=250, 𝐾𝑖=0. 

 
Figure 8   Location tracking result diagram 

 
Figure 9   Stator three-phase current output diagram 

III. SIMULATION AND RESULTS  

The Matlab/Simulink simulation model of the front wheel 
steering module is embedded into the vehicle model of the 
Carsim software, instead of the traditional steering system, to 
obtain the SBW vehicle co-simulation model, as shown in 
Figure 10. The input of Carsim software are the steering angle 
of the left and right steering wheels, and the output are the 
steering resistance torque of the steering wheels and the 
vehicle state parameters. The vehicle model in Carsim 
software selects its own B-class vehicle, and some vehicle 
parameters are shown in Table Ⅲ. 

 
Figure 10   Matlab/Simulink simulation model 

In order to verify the accuracy of the co-simulation model 
based on the Carsim-Simulink software, the double-line 
change condition that best reflects the vehicle path tracking 

Parameter value Parameter value 

Steering pinion radius 

 𝑟𝑝 (𝑚) 
0.0088 

Rack quality  

𝑚𝑟 (𝑘𝑔) 
5 

Steering shaft stiffness 

𝐾𝑐 (𝑁 ∙ 𝑚/𝑟𝑎𝑑) 
98 

Reverse efficiency  

𝜂𝑛 (%) 
65 

Forward efficiency  

𝜂𝑝 (%) 
75 

Rack viscous damping 

coefficient 𝐵𝑟 (𝑁 ∙ 𝑠 ∙ 𝑚−1) 
312 

Steering kingpin torsion 

stiffness 𝐾𝑘𝑝1(𝑁 ∙ 𝑚/

𝑟𝑎𝑑) 

39951 
Rack stiffness  

𝐾𝑟 (𝑁/𝑚) 

2.588

×108 

 

 

Parameter value Parameter value 

Rotor moment of inertia 

𝐽𝑠(𝑘𝑔 ∙ 𝑚2) 
0.006 

Armature inductance 

𝐿𝑠(𝑚𝐻) 
0.00029 

Rotor damping  

𝐵𝑠(𝑁 ∙ 𝑠/𝑚) 
0.0017 

Back electromotive force 

constant  𝐾𝑠𝑒(𝑉 ∙ 𝑠/𝑟𝑎𝑑) 
0.06 

Torsional stiffness of 

motor shaft 𝐾𝑠(𝑁 ∙ 𝑚/

𝑟𝑎𝑑) 

121 
Torque coefficient  

𝐾𝑠𝑇(𝑁 ∙ 𝑚/𝐴) 
0.086 

Armature resistance 

 𝑅𝑠(𝛺) 
0.068 

Coefficient of viscous 

friction of motor 𝐵𝑚 (𝑁 ∙

𝑠/𝑟𝑎𝑑) 

0.01 
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TABLE Ⅲ  THE VEHICLE PARAMETERS TABLE  

 

characteristics is chose for the simulation test to verify the 
SBW car simulation model and the traditional car with the 
same vehicle parameters in the Carsim software model. The 
angular transmission ratio of the SBW system adopts the 
transmission ratio of the traditional car model in the Carsim 
software and is set to a fixed value of 20. The simulation 
results are shown in Figures 11 and 12. 

 
Figure 11   The vehicle trajectory of steering diagram 

 
Figure 12   The yaw rate diagram 

IV. CONCLUSION  

By establishing the dynamic model, simulation model and 
three closed-loop control strategies of the motor for the steer-
by-wire system, the Carsim and Simulink co-simulation 
platform is finally built. It can be seen from Figure 12 that the 
yaw rate response of the SBW car model under the double-

line-change test conditions lags behind the front wheel angle 
of the Carsim car model by about 0.15s, but the peak values 
of the two are not much different, and the curve change trend 
is the same. The angle tracking error is no more than 8%, 
which shows that the SBW vehicle model and the three-
closed-loop motor control strategy established in this paper 
also have good angle following characteristics under the two-
line change test conditions, and can accurately reflect the 
dynamic characteristics of the vehicle. 
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Parameter value Parameter value 

Vehicle length(mm) 4323 
Moment of inertia around Z 

axis 𝐼𝑧 (𝑘𝑔 ∙ 𝑚2) 
1523 

Vehicle width (mm) 1765 Front wheel track 𝐵𝑓 (mm) 1480 

Vehicle height (mm) 1660 Rear wheel track 𝐵𝑟 (mm) 1475 

Vehicle quality m(kg) 1274 Front axle load 𝐹𝑍𝑓 (𝑁) 7600 

Distance from center of 

mass to front axle 𝑙𝑓(mm) 
1010 

Distance from center of 

mass to rear axle 𝑙𝑟 (mm) 
1550 

Rear axle load 𝐹𝑍𝑟 (𝑁) 4950 The height of the center of 

mass of the vehicle h(mm) 
650 

Wheelbase L(mm) 2560 
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      Abstract -- COVID-19 is spreading at an unprecedented pace 

around the world. It has now spread to over 200 countries 

around the world. CoVID-19 mathematical modelling is often 

useful for strategic decision making in highly populated 

countries like India to gain some understanding of the 

epidemic's future. The prediction of an outbreak has become 

more difficult as the pandemic scenario of COVID-19 cases has 

grown. We hope to forecast the effects of COVID-19 in India by 

gaining a better understanding of its lifecycle in various Indian 

states. From historical data of verified COVID-19 cases, we are 

attempting to forecast potential COVID-19 cases and active 

cases.. For the prediction of COVID-19 we are implementing 

Susceptible-Infected-Recovered (SIR) model and FB-Prophet 

model for time series analysis. SIR modelling is more intuitive 

and explainable, but requires a lot of trial and error and 

assumptions. The FB-Prophet prediction process is simple and 

accuracy is also better compared to SIR modelling. In this model 

we are trying to understand the spread of COVID-19 in the ten 

most affected states of India (as on 9th December 2020) using 

publicly available state-wise time series data of COVID-19 

patients. In this paper, we discuss how such continuous and 

unparalleled factors lead us to design intricate models, as It's 

time to use data-driven, mathematically proven models with the 

ability to tune parameters dynamically and automatically over 

time. 

 

Keywords— COVID-19, prediction, SIR model, Facebook 

Prophet. 

I. INTRODUCTION  

The CoVID-19 coronavirus outbreak started in Wuhan, 

China, and has quickly spread around the world. The 

outbreak of this virus has been deemed so dangerous by the 

World Health Organization (WHO) that it was declared a 

pandemic disease on March 11, 2020 [1, 2]. Because of its 

rapid spread, this pandemic disease is posing a serious threat 

to people's health and safety all over the world. Regardless of 

how advanced the healthcare system is, every nation has 

limited medical services. The most commonly used method 

for containing the spread of the novel corona virus has been 

social distancing. The first COVID-19 positive case in India 

was discovered on January 30, 2020, in Kerala. The Indian 

government also imposed a full nationwide lockdown on the 

25th of March 2020, which lasted for 21 days and was 

extended until the 31st of May 2020, in order to minimize the 

number of people infected and slow the virus's spread. Fever 

and cough are the most common infection symptoms. Other 

signs and symptoms include chest pain, sputum production, 

and a sore throat. There were 10,689,527 reported cases of 

COVID-19 in India from January 3 to 4:35 p.m. CET on 

January 27, 2021, with 153,724 deaths. [3] Lockdown 2.0 

was implemented from April 15th to May 3rd, 2020. During 

Lockdown 3.0 and 4.0, which lasted until May 30, 2020, the 

government divided all districts into three zones based on 

virus spread - green, red, and orange - with applied 

relaxations [4]. The number of people visiting hospitals 

declined over time as a result of the national lockout, which 

included quarantine, social distancing, hand washing, school 

closures, curfews, mask wearing, and other measures.The 

government declared that the lockdown would be lifted on 

May 30, 2020, with the exception of the containment areas, 

where the lockdown would be extended until June 30, 2020. 

Every month from June 1, 2020, to January 31, 2021, there 

were eight unlock steps imposed, each focusing on how 

restrictions could be relaxed in a staggered manner while 

keeping an eye on the pace of progress in reported cases. This 

model calculates the parameter values for India, and then 

extracts the trend and uncertainty from the available data to 

make a forecast. Predictive models can help to do this by 

predicting the number of COVID-19 cases in the future. 

II. MATERIALS 

As listed in our References column, we gathered data from 

regular bulletins that are published online in various websites. 

The details we gathered included the number of regular 

positive cases, total cumulative cases, recovered cases, 

deaths, and active cases, among other things. We used the 

Kaggle [5] dataset for our research and review, which 

contains data derived from various official sources. 

III. ANALYSIS AND FORECASTING 

A. Covid Cases: 

 

1. State wise Confirmed Cases: 

Fig.1 shows the confirmed cases between 30th January, 2020 

to 9th December, 2020 (a total of 315 days). Here we can see 
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that maximum confirmed cases are noted in Maharashtra 

followed by Karnataka, Andhra Pradesh, Tamilnadu then 

Kerala. 

. 

Fig. 1. State wise Confirmed cases of COVID-19 

 

2. State wise Recovered cases: 

Fig.2 shows the State wise Recovered cases. Here we can see 

that maximum Recovered cases are noted in Maharashtra 

followed by Andhra Pradesh, Karnataka, Tamilnadu then 

Kerala. 

Fig.2. State wise Recovered cases of COVID-19 

 

3. State wise Deceased cases: 

Fig.3 shows the State wise Death cases. Here we can see 

that maximum Recovered cases are noted in Maharashtra 

followed by Karnataka, Tamilnadu then Delhi. 

 
Fig. 3. State wise Deceased cases of COVID-19 

 

4. Reported Cases in India over time 

Fig.4 shows the details of cases related to COVID-19 in India. 

We can observe that the percentage of deceased cases are 

very less, compared to the total Confirmed cases were around 

9.7 million and total recovered cases were around 9.2 million 

on the 9th of December 2020.  

There were a total 141.3k deaths during the same time. The 

total active cases reached around 383.86k during first week 

of December 2020 and was maximum on 18th of September 

2020 were around 1.01 million. 

                                      Fig. 4. Reported cases in India 
 

5. State of Patients in India 

Fig.5a Shows the percentage of Confirmed, Recovered 

and Deaths related to COVID-19. We can see that total 

Confirmed cases are around 51.2%, Recovered cases are 

around 47.9% and 0.88% Deaths. State wise data can be 

seen in Fig. 7, Fig. 8, Fig 9. 

 
Fig. 5a State of Patients in India 

 

6. COVID-19 CASES IN PERCENTAGES 

FIG. 5B, FIG.5C, FIG.5D SHOWS STATES THAT HAD MAXIMUM 

IMPACT OF COVID-19.   

 
Fig. 5b. Percentage of Confirmed cases 

 

From the above figure we can see that out of Total number of 

confirmed cases across India, Maharashtra has 19.1% 

followed by Karnataka with 9.2%, Andhra Pradesh with 

9.0%, Tamil Nadu with 8.1%, Kerala with 6.6%. 

        
Fig. 5c. Percentage of Recovered cases  
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From the above figure we can see that out of Total number of 

Recovered cases across India, Maharashtra has 18.8% 

followed by Andhra Pradesh with 9.3%, Karnataka with 

9.3%, Tamil Nadu with 8.4%, Kerala with 6.3%. 

 

From fig.8 we can see that out of Total number of Deceased 

cases across India, Maharashtra has 33.8% followed by 

Karnataka with 8.4%, Tamil Nadu with 8.4%, Delhi with 

6.9% and West Bengal with 6.2%. 

 

 
Fig. 5d. Percentage of Deaths  

 

 
Fig. 6. Recovery cases Percentage for each state 

 

 
Fig. 7. Confirmed cases Percentage for each state 

 

 
Fig. 8. Death cases Percentage for each state 

 

7. Effect of Lockdown 

 

Fig.9 shows During lockdown, Covid-19 has an effect. As 

seen in the graph below, there was an increase in reported 

cases during the Lockdown time, but the number was kept 

under control. There were 218 confirmed cases on March 

25th, and 21.1k confirmed cases by May 31st, the end of the 

lockdown. However, we can see that once the lockdown in 

India was lifted, the number of confirmed cases increased 

exponentially. We reached the 1 million mark in just a few 

days, on September 12th. 

 

 
Fig.9. Impact of Lockdown 

 

8. Total Active Cases 

 

Fig.10 Shows state wise data of covid-19. We have calculated 

total active cases for each state on the latest data. 

 

Total Active cases = Total Confirmed – (Total Deaths + Total 

Recovered) 
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Fig. 10. Total Active Cases  

 

 

Fig.11 helps us to depict the total number of Confirmed cases 

recorded in all states and union territories till 9th December 

2020 

                             
Fig.11. State wise Confirmed Cases 
 

9. Mortality Rate 

After its discovery, the COVID-19 virus has spread rapidly 

throughout the world, with cases registered in 210 countries 

(till 10:39 GMT on April 26, 2020). The data obtained 

showed over 2.4 million confirmed cases of CoViD-19.[13] 

Higher mortality rate (15%) was found in Algeria, Belgium 

(13.95), Italy and United Kingdom (13%) and Netherland 

(11.35%). Lower mortality rate was found in countries Qatar 

0.17%, Singapore 0.2%, United Arab Emirate 0.6%, and 

Australia 0.97. The WHO updates and shares these statistics 

on a regular basis, and as of April 28th, it had issued ninety-

seven reports giving country wise details of number of cases. 

A strong positive correlation r=0.9, n=56 was observed 

between reported cases and deaths, indicating that disease 

spread raises the risk of death due to overcrowded hospitals, 

limited medical facilities, and other environmental factors. 

COViD-19 had already begun to spread before preventive 

steps were implemented. [14] Countries that responded 

quickly suffered less than countries that were unconcerned in 

the early stages of the pandemic. Another explanation for the 

pandemic was that since 80 percent of CoViD-19 cases are 

mild or asymptomatic, symptom-based disease management 

is difficult and ineffective. 

The recovery versus deceased ratio was estimated, and the 

data revealed that in Singapore, Qatar, and Thailand, 

recovery was 68, 59, and 35 times higher than death.The ratio 

of deceased to recovered was found to be lower in the United 

Kingdom (0.03), the Netherlands (0.08), Ireland (0.16), and 

Norway (0.21). [13]In contrast to CoViD-19 prevalence, a 

previous study found that community acquired pneumonia 

cases were prevalent in males from lower socioeconomic 

groups who were illiterate and lived in rural 

areas.[14] Patients recoveries are significantly correlated 

with the number of cases (r = 0.63, n = 56), indicating that 

recoveries increase as the number of cases increases. The 

potential factors involved in recovery could be a strong 

immune system among the population, good dietary habits, 

and early treatment, as well as a Bacillus Calmette-Guerin 

(BCG) vaccination policy in some countries, which showed 

fewer cases than non-BCG vaccinated nations. [16] 

To measure the Mortality Rate, divide the number of people 

who have died by the total number of active cases in the 

population, then multiply by 100. 

In the fig.12 we can see the calculated Mortality rate on cases 

related to COVID-19 in India. 
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Fig.12. Mortality rate 

 

IV. METHODOLOGY AND RESULTS 
 

From the above analysis, we can conclude that if we want to 

know the impact of COVID-19 in India, it is essential for us 

to understand Mortality rate. Mortality rate is an important 

parameter for the fight against the Global Pandemic.  

 

We devised the following method for estimating the number 

of positive cases, recovered cases, and active cases in order 

to estimate and forecast the recovery rate. 

1) Examine the data and determine the pattern. 

2) We'll try to explain the Susceptible, Recovered, Infected 

Individuals phenomenon using the SIR model. 

3) Using Prophet to fills the existing gaps in generating fast 

reliable forecasts.  

 

In our case, we used the SIR model to figure out the pattern 

of positive cases and the number of recovered cases. We also 

experimented with Time Series analysis and prediction model 

Facebook Prophet. 

a. SIR modelling 

 

The standard SIR model divides the entire population into 

three compartments, namely, 

• Susceptible individuals, S: These are those individuals 

who are not infected but may become infected in the 

future. A person who is susceptible to infection may 

become infected or remain susceptible. If the virus 

spreads from its origins or new sources emerge, more 

people will become infected, increasing the susceptible 

population for a time (surge period). 

• Infected individuals, I: These are those individuals who 

have already been infected with the virus and can now 

pass it on to those who are susceptible. A person who has 

been infected will stay infected and be removed from the 

infected population to recover or die. 

• Removed/Recovered individuals R: These are those 

individuals who have recovered from the virus and are 

thought to be resistant, or who have died as a result of 

the virus. 

The disease dynamics are then solved and the model 

is propagated using a series of ordinary differential equations. 

The equations for the corresponding equations are as follows  

��/�� �  ���	                                            (1) 

�	/�� �  ��	 �  
	                                        (2) 

��/�� �  
	                                                (3) 

N is the total number of people in the population. 

 

The rate of change of infected population (dIdt) (dIdt) 

depends on two primary factors: 

1. The number of people falling ill, and 

2. The number of people recovering. 

The number of people who become ill is determined by the 

degree of contact between the infected and susceptible 

populations, and is related by the constant β, which stands for 

the transmission/infection rate and βSI represents the number 

of susceptible individuals that become infected per day. γ is 

the rate of recovery. γI is the number of infected individuals 

that recover per day; 1/ γ is the infectious period i.e., the 

average duration of time an individual remains infected. the 

average amount of time that a person is infected. The 

reproductive number R0, which represents the average 

number of secondary infections produced by one infectious 

person in a fully susceptible population, is an important 

quantity in any disease model. The total (constant) population 

size is denoted by the letter N. Regarding the SIR model, 

� �  �   	   �                                   (4) 

�0 �  �� / 
                                      (5) 

 
Fig.13. SIR modelling 
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We used trial and error and visual analysis to try to match the 

data to the SIR model. The parameters: initial susceptible 

population, infection rate (beta), and recovery rate (gamma) 

are manually calibrated through trial and error to match the 

data as closely as possible, resulting in the graph shown 

below in. Fig.12. The SIR model is used to simulate the 

susceptible, infection and removed cases from 9th December, 

2020 for next 160 days until 18th may, 2021. From Fig.12 we 

can observe that the infection cases will reduce to zero by 

June- July, 2021, if there are no second wave of infections. 

 

b. Facebook Prophet - Time series analysis: 

 

Prophet is a procedure for forecasting time series data based 

on an additive model where non-linear trends are fit with 

yearly, weekly, and daily seasonality, plus holiday effects. It 

works best with time series that have strong seasonal effects 

and several seasons of historical data [7]. 

Advantages of prophet are: 

-Prophet makes it much more straightforward to create a 

reasonable, accurate forecast.  

-Prophet forecasts are customizable in ways that are   intuitive 

to non-experts.  

Prophet is open-source software released by Facebook’s Core 

Data Science team. It is available for download on CRAN and 

PyPI. We use Prophet, a procedure for forecasting time series 

data based on an additive model where non-linear trends are 

fit with yearly, weekly, and daily seasonality, plus holiday 

effects. It works best with time series that have strong 

seasonal effects and several seasons of historical data. 

Prophet is robust to missing data and shifts in the trend, and 

typically handles outliers well. 

 

By building a base model both with and without changing the 

seasonality-related parameters and additional regressors, we 

can create a week-ahead forecast of verified COVID-19 cases 

using Prophet, with specific prediction intervals. 

Predicting daily Death cases using FB-Prophet (Base Model): 

 

FB-prophet prediction of death/ Morality cases and their 

trend. 

 
Fig.14. Prediction plot 

 

 
Fig.15. Plot for Predicted value /week/trend 

 

We cross validated data from 23th April, 2020 to 23th may, 

2020. Plot in Fig.16 shows the RMSE curve for all the 

predicted values 

 

 
Fig.16a. RMSE plot for FB-Prophet(death) 

 
Fig.16b. MAE plot for FB-Prophet(death) 
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Fig.16c. MSE plot for FB-Prophet(death) 
 

V. DISCUSSION AND CONCLUSION 

 

With data analytics and data mining, information and 

communication technology aid in decision-making based on 

historical data. The amount of data available is massive, and 

extracting information and creating an interesting pattern 

from the accumulated data is a difficult task. With the current 

data on confirmed, recovered, and death across India for a 

long period of time, it is possible to predict and forecast the 

near future. 

The country's epidemic was primarily caused by the 

movement of people from various foreign countries to India. 

With the current data on confirmed, recovered, and death 

across India for a long period of time, it is possible to predict 

and forecast the near future. 

The country's epidemic was primarily caused by the 

movement of people from various foreign countries to India. 

The rate of recovery increased while the rate of transmission 

decreased. As a result, the value of the basic reproduction 

number decreased, flattening the COVID-19 epidemic spread 

curve. 

Similarly, the percentage of people who remained susceptible 

after the infection had passed has decreased, and this should 

be checked in the near future. Furthermore, the peak 

percentage value of infectious people decreased and showed 

better results. 

In the case of India, additional strict governmental 

interventions should be carried out, and, of course, pandemic 

cases can be drastically reduced by raising awareness among 

the local population. SIR modelling is more intuitive and 

explainable, but it requires a great deal of trial and error as 

well as assumptions. 

The FB-Prophet prediction process is simple that is why FB-

Prophet predictions can be used for quick and accurate 

prediction of daily COVID-19 positive and active cases. 

Investigations have been made on the issue of COVID-19 

pandemic spread in India in the current challenging scenario. 

Trend knowledge has been observed with the help of 

recovery rate and case load rate obtained for the data 

available. 

The various strategies implemented as lockdown; quarantine 

of population have played a significant role in reducing the 

risk of spread of epidemic. 

This study predicts that when the case load rate gets lesser 

than recovery rate, there after COVID-19 patients would start 

to decline. 
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Abstract— Narrowband bandpass Filter plays an important 
role in modern wireless communication systems specially in the 
sub 6GHz space. In many cases, transmitted and received signals 
must be filtered at a certain center frequency with specific 
bandwidth limitations asper specifications. This research article 
represents the principle of microwave filter design, fabrication, 
and performance evaluation of bandpass filter design using the 
fundamental hairpin resonator structure. It is proposed to design 
a fifth-order Chebyshev bandpass filter with center frequency at 
2.01 GHz using two different FR4 and Arlon 25N substrates 
separately. The simulated designs are implemented using the full-
wave electromagnetic solver Genesys and fabricated on both 
substrate materials. We observed the accurate and reasonable 
filter parameters like return loss and insertion loss S11, S21 in 
both simulation and measurements. The design specifications 
bandwidth of400MHz, (-30dB, -1.4dB) and (-20dB, -2.5dB) of 
return, insertion losses were obtained respectively on Arlon 25N, 
FR-4 materials respectively. The designed filter has multiple 
potential applications for 4G LTE bands.  

Keywords— Bandpass filter, Microwave Filter, Genesys 
Simulator, return loss, insertion loss, Hair pin resonator. 

I. INTRODUCTION  

 Microwave filters are unavoidable components in 
various electronic systems at various frequencies across the 
electromagnetic spectrum, like mobile radio, satellite 
communication transceivers, and Radar. Due to advancements 
in the technological world of electronics, mainly in 
Communications, fully integrated filters for high-frequency 
applications are now receiving great interest worldwide [1]. 
The usage of microstrip devices in the design of microwave 
systems and integrated circuits have gained huge popularity for 
the last two decade due to its compactness, cost-effective and 
ease of design, and further microstrip can operate in a wide 
range of frequencies. 

Many researchers have presented numerous equations for 
the analysis and synthesis of microstrip devices, but with the 
advent of various full-wave electromagnetic simulators like 
high-frequency structural simulator (HFSS), Zeland IE3D, 
CST Microwave Office, the design of microwave structures 
has become simple and challenging. So far, scientific society 
has resulted in many advanced designs in microwave filters 

and antennas using microstrip structures [2]-[4].[12]. The 
purpose of this article is to design and analysis the simulated 
and fabricated bandpass filters as per specifications needed for 
various applications like LTE, GSM, S-band mobile 
transceivers, etc., with minimum return loss and attenuation of 
15 dB and 3 dB respectively. Here the design of the fifth-order 
Chebyshev bandpass filter prototype microwave filters is 
carried by using the Hair Pin Bend microstrip technique. The 
synthesis is more convenient and smoothly done by the hairpin 
bends. The circuit performance is simulated and optimized 
using the full-wave electromagnetic simulator Genesys 
developed by Agilent technologies for the intended circuit 
fabrication. The designed filters were fabricated on the two 
different types of substrate material, FR4 and Arlon 25N 
material, with a dielectric constant of 4.4 and 3.38, respectively 
which are readily available in the market and a high tolerance 
for electromagnetic noises.  

The performance of filters by hairpin bend structures on 
both substrates is compared in term of scattering parameters Sll 
and S22, the Arlon 25N microstrip filter design results in low 
loss condition compared with FR4, and it shows that Arlon 
25N has produced a better performance for the microstrip filter 
design. The filter design presented in this paper can be 
extended to the filter bank design in the future. The following 
chapter presents the design and analysis procedure for the 
proposed bandpass filters. Here, the individual filter's design is 
done with the futuristic aim to filter banks such that a single 
device is applicable for multiple advanced applications [6]-[7]. 

II. FILTER DESIGN 

 There are various procedures in designing the 
microwave filters, like the image parameter method and 
insertion loss method. The insertion loss method with coupled 
line microstrip, stripline filter design is easy for the design and 
fabrication; further, the parallel-coupled lines give a bandpass 
response. The selected parallel-coupled transmission-line filter 
in microstrip, stripline technologies provides bandpass and 
bandstop filters with required bandwidth up to 20% of centre 
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frequency [8]. Due to their relatively weak coupling, this type 
of filter has narrow fractional bandwidth. Instead, it has desired 
advantages such as low-cost fabrication, easy integration, and 
simple designing procedures. Design equations for the coupled 
line parameters such as space-gap between lines and line 
widths and lengths are readily available in the literature. The 
model prototype of the width and lengths of the parallel-
coupled line is demonstrated in figure 1. We could calculate 
the line's length and widths to design the filter from the 
existing literature [9]-[10]. The characteristic impedance based 
on the calculated width and height for the given material is 
provided in Equation.1. 

 
Figure 1: Parallel coupled line filter with parameters. 

 

III. HAIRPIN STRUCTURE 

Among various techniques available for bandpass 
microstrip filters in parallel-coupled lines, the Hairpin 
structural filter design is preferred. The concept of the hairpin 
filter is the same as parallel-coupled half-wavelength 
resonator filters [11]. The advantage of hairpin filter over end-
coupled and parallel-coupled microstrip realizations is the 
optimal space utilization. This space utilization is achieved by 
folding the structure as the half-wavelength long resonators. 
The design of the simple half-wavelength resonator is shown 
in figure .2, and the corresponding bandpass filter layout 
design using multiple hair-pin resonator structures is in 

figure.3, where  gives the values of the slid angle, and the 
small slid angle leads to greater coupling between the 
resonators in figure .3.  

 
 
 
 

 
 
 
 
 
 
 
 
 
Figure 2: Illustration of a single Hairpin resonator 

structure. 
 

 

Figure 3: Hairpin filter layout. 

IV. DESIGN SIMULATION 

Many full-wave and half-wave Electromagnetic 
simulators are available in the market like Zeland IE3D, High-
Frequency Structural Simulator (HFSS), CST Microwave 
office, etc. Here in this research article, the design of the 
bandpass filter is done in the Genesys full-wave simulator 
from the Agilent technologies. The Genesys simulator enables 
to design of circuits composed of schematics and 
electromagnetic (EM) structures from an extensive electrical 
model database and then generates layout presentations for the 
designs. The design's output will be in a wide variety of 
graphical forms based on the analysis needed. The advanced 
tunable tool in this simulator enables us to tune or optimize 
the designs, and the changes reflect immediately in the layout 
according to the given filter specifications. The designers can 
observe the effects of the test signals before investigating in 
hardware prototypes. The Genesys simulation design 
procedure consists of the following tasks in the design 
environment: 

 Creating projects to organize and save the designs. 

 Creating system diagrams, circuit schematics, and 
EM structures. 

 Placing circuit elements into schematics. 

 Placing system blocks into system diagrams. 

 Creating and displaying output graphs. 

 Running simulations for schematics and system 
diagrams. 

 Tuning simulations to optimize the design in terms of 
the space. 

(1) 
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    Creating layouts. 
 The final design in the simulation layout for the 
proposed filters is shown in figure.4, here extreme ends in 
both filters are input and output ports and it was designed for 
port characteristic impedance of 50 Ω which is common 

standard value in any electromagnetic designs. There are five 
half wave resonators in each design which indicates the fifth-
order filter. The fifth-order Chebyshev proposed filter gives 
more precise cutoffs frequencies (sharp transitions between 
passband and stopband frequencies) than the popular and 
simple Butterworth filters.  
 

 

Figure 4: Simulator filter layout for two-different fifth-order 
bandpass filters. 

V. FILTER FABRICATION 

 In modern technology there are advanced 
semiconductors machines for the fabrication of many 
electronic devices. This section gives detail explanation about 
the processes involved in the fabrication of microstrip circuits 
using printed circuit board technologies. The following are the 
basic steps involved in actual fabrication process of microstrip 
line bandpass filter fabrication. 
 

 Preparing the mask 

 Creating a photo resist pattern 

 Etching the unwanted copper material 

 Housing for the microstrip 

 Soldering the edges for the input and output terminals. 
 
The fabrication is done in this research article on both 
substrates Arlon 25N and FR-4 substrate materials. The 
substrate characteristics were mentioned in the Table.1. The 
width and lengths were calculated from the literature in such a 
way that it matches for the 50 Ω characteristic impedance of 

the input and output ports of the 2-port network and the 
corresponding values are represented in the Table 2. The 
proposed filters were designed assuming the center frequency 
of the bandpass filter is at 2010MHz which is the 4G LTE 
band (example: TDD, band 34, FDD, band 1 etc.). 
 
 
 

 
 

Material Parameter FR4 Arlon 25N 
Dielectric Constant 4.60 3.38 
Loss Tangent 0.011 0.0022 
Metal Thickness 1.42 mil 1.6 mil 
Substrate Height 59 mil 20 mil 

Table.1: Substrate material characteristics. 
 
 

Table.2: Hairpin structure length and width values of Arlon 
25N & FR-4 substrates. 

The sample design of the filter after the due fabrication is as 
shown in figure.5 & figure.6 with Arlon 25N and FR-4 
substrate materials, respectively. Here the input and output 
ports are matched to the standard characteristic impedance of 
50Ω.  The real-time fabricated filter parameters are measured 
and obtained by using the 3.6 GHz R&S Network Analyzer, 
and the analysis of the simulated and measured parameters are 
explained in the next section. 

 

Figure 5: Fabricated fifth-order bandpass filter with Arlon 
N25 substrate. 

 

Figure 6: Fabricated fifth-order bandpass filter with FR-4 
substrate. 

S.No Parameter Arlon 25N FR-4 

1 Length (mm) 23.1 20.5 

2 Width (mm) 1 2.56 
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VI. RESULT ANALYSIS 

The fabricated filters were tested using the R&S 
Network Analyzer of 3.6 GHz capacity. The Insertion loss 
(S21) and Return losses (S11) of each fabricated filter has 
been observed and recorded in the Table 3. The filter 
parameters are observed that these filter characteristics are of 
required standards like low insertion loss in passband, high 
attenuation in stopband whereas it has high return loss in 
passband. The simulated filter response for the Arlon 25N and 
FR-4 substrates are mentioned in figure.7 and figure.8, 
respectively. The measured filter responses are mentioned in 
the figure.9 and figure.10, respectively. Clearly, the results 
from simulations and measurements indicate a low insertion 
loss in pass band. Losses in case of bandpass filters with Arlon 
25N substrate material and FR4 substrate material are 
compared in Table.3.       

     

 
Figure 7: Simulated bandpass filter Response with Arlon 25N 
substrate. 

 
Figure 8: Simulated bandpass filter Response with FR-4 
substrate. 
 
S. No Parameter FR-4 Filter Arlon 25N Filter 

1 S11 (dB) -14 to -25 -24 to -36 

2 S21 (dB) -2.5 -1.4 

Table 3: Fabricated filter measurements (return loss and 
insertion loss) for each substrate. 

 

Figure 9: Measured bandpass filter characteristics with the 

Arlon 25N substrate. 

 

Figure 10: Measured bandpass filter characteristics with the 
FR-4 substrate. 

VII. CONCLUSIONS 

The successful simulated and fabricated bandpass filters with 
Arlon 25N and FR4 substrates are comparable and are found 
to be close enough (98%) with the provided specifications, 
further they exhibit the nearly 90% elimination of unwanted 
signals in the respective bands. Use of hairpin structure results 
to obtain the desired characteristics for a filter with line 
coupling and reduced size. Finally, Arlon 25N microstrip filter 
design shows low insertion loss and high return loss in the 
passband compared with FR4 filter design for the proposed 
specifications interims of insertion loss and return loss. The 
designed bandpass filter has the potential applications in 4G 
LTE band application as filters specially for the central 
frequency of 2.01GHz like TDD band 34 and FDD band 1. 
The design of multiple filters with different center frequencies 
and specifications (like bandwidth, insertion loss, return loss 
in the passband and attenuation in the stopband) can be 
implemented on a single substrate either on Arlon 25N or on 
FR-4 substrate such that it can be a filter bank which helps the 
multiband radio wave applications in future. 
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Abstract— The learning process requires specific methods to 
achieve effective and efficient learning goals. Learning 
methodology is a way of carrying out activities between 
educators and students when interacting in the learning process. 
One of the learning methodology methods is the demonstration 
method, which using objects or other teaching materials at the 
time of teaching. Students expected can understand the 
correlation between microprocessors and memory practically is 
one of the main goals in the microprocessor lectures. This 
research aims to help the learning process in the 
microprocessors lecture by designing and implementing the 
teaching aid of the "Microprocessor Interconnection with 
Memory" module. This aid demonstrates an input and processes 
it into output in the form of lit LED using the 80C88 
Microprocessor. The test results of this aid obtain an average of 
75.34% by using the Mean Opinion Score (MOS) method. 

Keywords— Teaching aid, microprocessor, memory read, 
memory write, qualitative analysis. 

I. INTRODUCTION 

The media of learning can be in the form of trainers or 
teaching aids. A trainer is a learning medium that forms kit 
equipment to simulate material in teaching and learning 
activities so students can understand [1]. Conventional ways 
to teach microprocessor and microcontroller are commonly 
based on simulators. In practical such approach will not 
always effective due to the complexity of the microprocessor 
components [2]. One of the courses in the Telecommunication 
Engineering Program at Telkom University is the 
Microprocessor course. This course talks about 
microprocessors, microcontrollers, and microcomputers. 

The microprocessor is a computer electronic central 
processing unit (CPU) made from mini transistors and other 
circuits on top of a semiconductor integrated circuit. The 
course typically comprises of lectures and laboratory work. 
The laboratory gives students the opportunity to use software 
for the programming part of the course and linking the output 
to the hardware. It is essential that the students know how to 
operate the functionality of both part [3]. In this research, the 
authors made a learning media in the form of trainers or 
teaching aids using an Intel 80C88 microprocessor, Dual In-
line Package (DIP) Switch, and several Light Emitting Diode 
(LED) that help students to understand the material about 
microprocessor interconnection with memory. 

II. BASIC THEORY 

A. Numeral System 

The numeral system is a method that represents a quantity 
with a symbol. In the digital world, there are only two voltage 
levels that indicate a value. The two voltages are 0 Volt and 
+5 Volt. Therefore, the base-2 numeral system or binary 
numeral system can express those two voltage levels, which 
use only two symbols. These two symbols are 0 represents a 0 
Volt and 1 represents +5 Volt [4]. 

B. 80C88 Microprocessor 

A microprocessor is an integrated circuit or IC in the form 
of a Very Large-Scale Integration (VLSI) chip component that 
can execute commands sequentially in the form of a program 
and carry out counting, reasoning, and digital control 
operations. An 80C88 Microprocessor has 8 bits of the data 
path and 20 bits of address path [5]. 

The microprocessor course in Telkom University still uses 
8088 as the main reference for CISC (Complex Instruction Set 
Computer) with comparison to DLX processor for RISC 
architecture [6] and this teaching aid is focused on 8088 
microprocessors.  

Fig. 1 is the pin configuration of the 80C88 
microprocessor [5]. 

 
Fig. 1. Pinout of microprocessor 80C88 [5] 
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The Work Process of The 80C88 Microprocessor 
While carrying out an instruction, the 80C88 

microprocessor performs 3 stages of processing as follows [7]: 

1. Instruction Fetch (IF) 
IR  [CS+IP]. The process begins with the pickup of new 

instruction from memory to IR. 

• Control Unit (CU) translates the register contents of 
CS and IP, then determine the location of a new 
instruction in the memory. 

• CU sends the translated CS and IP contents to memory 
via the address bus. 

• CU sends a Mem-READ signal to indicate the memory 
that the CU wants to read the data. 

• In response to the Mem-READ signal, the memory 
returns the data stored at the cell memory specified by 
the CU on the data bus (1 byte wide) 

• CU reads the contents of the data bus and places it on 
the IR. 

2. Instruction Decode/ID. 
CU translates the new content from the IR to find out the 

instructions wanted. It uses the help of the instruction table in 
the Instruction Decoder. 

3. Execution/EX 
CU will carry out one of three functions depending on the 

results of the translation of the instructions, including: 

• Arithmetic or Logical Operations 

• Data transfer 

• Control 

C. Memory 

Memory is a tool or medium that is used as a storage 
medium for data information or instructions and can be issued 
again. There are two types of memory, including [8]: 

1. Volatile, is a memory that stores information as long 
as there is a power supply source (uninterrupted). 
Example: Random Access Memory (RAM). 

2. Non-Volatile, a memory that can store memory for a 
long time even when the power supply source is cut 
off. Example: Read Only Memory (ROM), magnetic 
disk, magnetic core, magnetic tapes, hard disk, etc. 

Interconnecting microprocessor with memory 
The work process of reading data by the microprocessor 

from memory including: 

1. The microprocessor prepares the address of the data to 
be read. 

2. The microprocessor sends a read signal to memory. 

3. After receiving the read signal, the memory looks for 
the desired data by the microprocessor according to the 
address given. 

4. The data is sent by memory to the microprocessor. 

The work process of writing data by the microprocessor to 
memory including: 

1. Microprocessor prepares the address where data will 
be written. 

2. The microprocessor prepares the data to be written. 

3. The microprocessor sends a write signal to memory. 

4. After receiving the write signal, the memory will read 
the data that has been given by the microprocessor and 
put it according to the predetermined address. 

D. Mean Opinion Score 

Mean Opinion Score (MOS) is an assessment obtained 
from listening to a voice directly, this scoring system is 
subjective [9]. The following is a table of MOS values used in 
this research.  

TABLE I.  MOS VALUES 
No Quality Value 
1 Excellent 5 
2 Good 4 
3 Fair 3 
4 Poor 2 
5 Bad 1 

III. SYSTEM PLANNING 

A. Block Diagram 

 
Fig. 2. Block diagram for the teaching aid 

Fig. 2 shows that the 80C88 Microprocessor is connected 
to the D-FF Latch. D-FF is activated using the ALE pin. This 
D-FF functions to separate the Address bus from the data bus 
of the 80C88 microprocessor. If the ALE pin is active 
(condition 1), then the address bus line is active, while the 
ALE pin is not active (condition 0) then the data bus is active. 
The data bus line is connected to a 3-state buffer output. In this 
trainer, the input of the 3-state buffer is the program the DIP 
Switch. In this DIP Switch, the program inputted to or from 
the memory register. DIP Switch is used to replace ROM. This 
makes it easier for users to use this teaching aid, because if 
you use DIP Switch, the user will immediately program it. If 
using ROM, then the ROM must be removed to enter the 
program / instruction to be executed. To activate the 3-state 
buffer, use a 3 to 8 decoder. The input of this decoder is A0 - 
A2 and the output of this decoder is connected to 3 state buffer 
pins. the 80C88 microprocessor only uses a clock generator in 
the form of a push button because there is no minimum clock 
frequency. 

B. Component Specification 
TABLE II.  COMPONENT SPECIFICATION 

No 
Component  
Name 

Qty  Description Figure 

1  
Microprocessor 
80C88 

1 
8-bit CMOS 
Microprocessor 
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2 74LS373N 1 8-bit D-Flip flop 
 

3 74HC138N 1 Decoder 3 to 8  
 

4 DIP Switch 8 bit 4 8 SPST 
 

5 74HC541N 8 Octal buffer 

 

6 LED Lamp 16 3mm 
 

7 Resistor 330 Ohm 16 ¼ W 

 

8 Resistor 10k Ohm 32 ¼ W 

 

9 Push button 1   
 

10 USB Socket 1 Female, type A 

 

11 Single copper cable  
Multi colour cable 
to represent each 
functionality  

 

12 USB to USB Cable 1 Male – Female  

 

C. System Design 

1. Separating address bus with data bus using D-FF 
 

 
Fig. 3. Schematic diagram to separate data bus and address bus from 80C88 
using 74LS373N 

Fig. 3 shows interconnection of 80C88 microprocessor 
with IC 74LS373N. This schematic only uses 3 address line, 
which is A0, A1, and A2 since we only use 4 DIP Switch to 
replace the ROM (while A2=0) and to access 4 other bytes 
from Static RAM (while A2=1). Thus, we connect pins AD0 
- AD2 to IC 74LS373N, which will provide the address bus 
output (A0 to A2). Microprocessor connection with the 
74LS373N IC using the ALE pin. If the ALE pin is active 
(condition 1), then the address bus line is active, while the 
ALE pin is not active (condition 0) then the data bus is active. 
Connect the address bus with the LED and each led is 
connected to a 330 Ohm resistor. The ALE pin is given an 
LED indicator so that the user knows when the ALE pin is 
active or inactive. The VCC pin is also given an LED indicator 
so that the user knows the IC has been given a voltage. 

2. Connecting DIP Switch to data bus 

 
Fig. 4. Connecting DIP Switch to data bus using 74HC541N 

Fig. 4 shows interconnection of 80C88 microprocessor 
with IC 74HC541N. The output 3-state buffer (IC 
74HC541N) is connected to the microprocessor data bus 
(AD0 - AD7). In this schematic we use four IC 74HC541N, 
each for one DIP Switch. Each component is connected to the 
data bus. Connect the data bus to the LED. The LED is also 
connected to a 330 Ohm resistor which is connected to GND. 

3. Control bus of 80C88 

 
Fig. 5. Control bus used from 80C88 

Fig. 5 shows the control signal on the 80C88 
microprocessor. On the RD pin, an LED is connected to 
determine whether the RD signal is active or not (RD signal is 
active low). The WR pin is also given an LED indicator to find 
out the status of WR signal, whether it is active or not (WR 
signal is active low). Because the RD pin and WR pin are 
active low, if they are active it provides 0 Volt, while inactive 
it provides +5 Volt. The IO/M pin is also given an LED 
indicator to provide the status of access, whether 80C88 is 
accessing memory or I/O. The CLK pin is given a push button 
to replace the clock generator. The MN/MX pin and READY 
pin are connected to +5 Volt, while the HOLD pin, TEST pin, 
RESET pin, NMI pin, INTR pin, and GND pin are connected 
to ground. VCC pin is connected to +5 Volt to provide power 
to 80C88. 

4. Replacing ROM with DIP Switch to store program 
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Fig. 6. Schematic for DIP Switch to store program with 74HC541N to 
connect with data bus 

Fig. 6 shows the DIP Switch interconnection with the IC 
74HC541N. One side of the DIP Switch is connected to the 
ground, while the other side is connected to 74HC541N and 
thus connected to data bus with 10 kOhm pull-up resistor. 

5. Address decoder for DIP Switch using 3-to-8 decoder 
74HC138 

 
 
Fig. 7 Schematic of address decoder using3-to-8 decoder 74HC138 

Fig. 7 shows interconnection between the 74HC138 and 
74HC541N decoders. The input of this decoder is A0 - A2. 
With the output to be connected to the 74HC541N. This 
creates a binary combination. Each binary combination will 
activate each of the 75HC541N to connect one DIP Switch at 
a time. 

 
Fig. 8. Layout of teaching aid for microprocessor 

Fig. 8 shows that the 80C88 microprocessor, along with 
all components in the teaching aid, is activated using a USB 
power supply. LEDs are installed in the address bus line, data 
bus, read signal, write signal and IO / M signal. The LED 
serves as an indicator of which path is active. From this path, 
it can be seen which memory address the information and data 

entered is pointing to. When inputted information, the 
information will be read by the 80C88 microprocessor. The 
information will be processed by the 80C88 microprocessor 
and will be output in the form of an LED. The illuminated 
LEDs are analyzed by the user from various aspects, namely 
the data bus LED, the address bus LED, the write signal LED 
or the read signal. 

IV. ANALYSIS AND RESULT RESEARCH 

This research conducted tests on several respondents who 
had different backgrounds. These criteria include: 

• First Respondent: Senior Undergraduate Student of 
Telecommunications Engineering, Telkom University. 

• Second Respondent: Junior Undergraduate Student of 
Computer Engineering, Telkom University. 

• Third Respondent: Senior Undergraduate Student of 
Informatic Engineering, Telkom University. 

• Fourth Respondent: Senior Undergraduate Student of 
Telecommunications Engineering, Telkom University. 

• Fifth Respondent: Magister Undergraduate Student of 
Electro Engineering, Telkom University. 

A. Testing The Microprocessor Trainer 

In this test, 2 operations were performed, namely the write 
to memory operation and the reading from memory operation. 

• The reading from memory operation 
TABLE III.  RESULT OF TESTING READING FROM MEMORY OPERATION 

RESPONDENT 1 USING MOV AL,[BX] 

Binary 
Result of LED 

Clock 
Address 

Bus 
Data 
 Bus 

RD WR 
IO/
M 

Deco
der 

1000 
1010 
0000 
0111 

9 100 
0000
0111 

Off On Off Y1 

17 000 
1000
1010 

Off On Off Y0 

 
TABLE IV.  RESULT OF TESTING READING FROM MEMORY OPERATION 

RESPONDENT 2 USING MOV AL,[BX] 

Binary 
Result of LED 

Clock 
Address 

Bus 
Data 
Bus 

RD WR IO/M 
Deco
der 

1000 
1010 
0000 
0111 

5 000 
1000
1010 

Off  On Off Y0 

10 100 
0000
0111 

Off On Off Y1 

 
TABLE V.  RESULT OF TESTING READING FROM MEMORY OPERATION 

RESPONDENT 3 USING MOV AL,[BX] 

Binary 
Result of LED 

Clock 
Address 

Bus 
Data 
Bus 

RD WR IO/M 
Deco
der 

1000 
1010 
0000 
0111 

4 100 
0000
0111 

Off On Off Y1 

6 000 
1000
1010 

Off  On Off Y0 

 
TABLE VI.  RESULT OF TESTING READING FROM MEMORY OPERATION 

RESPONDENT 4 USING MOV AL,[BX] 

Binary 
Result of LED 

Clock 
Address 

Bus 
Data 
Bus 

RD WR 
IO/
M 

Deco
der 
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1000 
1010 
0000 
0111 

4 100 
0000
0111 

Off On Off Y1 

6 000 
1000
1010 

Off  On Off Y0 

 
TABLE VII.  RESULT OF TESTING READING FROM MEMORY OPERATION 

RESPONDENT 5 USING MOV AL,[BX] 

Binary 
Result of LED 

Clock 
Address 

Bus 
Data 
Bus 

RD WR IO/M 
Deco
der 

1000 
1010 
0000 
0111 

11 000 
1000 
1010 

Off  On Off Y0 

12 100 
0000 
0111 

Off On Off Y1 

Table III - Table VII show that the test results of 5 
respondents have different numbers of clocks. The results of 
the read signal or write signal show the same results. The 
props also when displaying the programs inputted on the data 
bus LED are also not sequential and are not the same for each 
respondent. 

• The write to memory operation 
TABLE VIII.  RESULT OF TESTING WRITING TO MEMORY OPERATION 

RESPONDENT 1 USING MOV [BX],AL 

Binary 
Result of LED 

Clock 
Address 

Bus 
Data 
Bus 

RD WR IO/M 
Deco
der 

1000 
1000 
0000 
0111 

5 100 
0000
0111 

On Off Off  Y1 

11 000 
1000
1000 

On Off Off Y0 

 
TABLE IX.  RESULT OF TESTING WRITING TO MEMORY OPERATION 

RESPONDENT 2 USING MOV [BX],AL 

Binary 
Result of LED 

Clock 
Address 

Bus 
Data 
Bus 

RD WR IO/M 
Deco
der 

1000 
1000 
0000 
0111 

10 100 
0000
0111 

On Off Off  Y1 

18 000 
1000
1000 

On Off Off Y0 

 
TABLE X.  RESULT OF TESTING WRITING TO MEMORY OPERATION 

RESPONDENT 3 USING MOV [BX],AL 

Binary 
Result of LED 

Clock 
Address 

Bus 
Data 
Bus 

RD WR IO/M 
Deco
der 

1000 
1000 
0000 
0111 

44 000 
1000
1000 

On Off Off Y0 

48 100 
0000
0111 

On Off Off  Y1 

 
TABLE XI.  RESULT OF TESTING WRITING TO MEMORY OPERATION 

RESPONDENT 4 USING MOV [BX],AL 

Binary 
Result of LED 

Clock 
Address 

Bus 
Data 
Bus 

RD WR IO/M 
Deco
der 

1000 
1000 
0000 
0111 

44 000 
1000
1000 

On Off Off Y0 

48 100 
0000
0111 

On Off Off  Y1 

 
TABLE XII.  RESULT OF TESTING WRITING TO MEMORY OPERATION 

RESPONDENT 5 USING MOV [BX],AL 

 

Binary 
Result of LED 

Clock 
Address 

Bus 
Data 
Bus 

RD WR IO/M 
Deco
der 

1000 
1000 
0000 
0111 

14 100 
0000
0111 

On Off Off  Y1 

22 000 
1000
1000 

On Off Off Y0 

 
Table VIII - Table XII show that the test results of 5 

respondents have a different number of clocks. The results of 
the read signal or write signal show the same results. The 
visual aid also when displaying the program inputted on the 
bus data LED is also not sequential and not the same for each 
respondent. 

• Subjective Testing 
This research uses three MOS parameters to conclude that 

the teaching aid can help students to have more understanding 
on how the microprocessor 80C88 works. The three 
parameters are: 

1. aesthetic based on the shapes, colors, and neatly 
assembled 

2. easy to use based on the worksheet provided 
3. completeness based on the compliance with the 

syllabus 
The formula to identify whether the teaching aid is 

beneficial for students is: if more than 51% respondents state 
that the teaching aid is easy to use, and if more than 51% 
respondents state that the worksheets were comply with the 
syllabus, and if more than 51% respondents state that the 
teaching aid has simple shapes, colors, and are neatly 
assembled. 

 
Fig. 9. Control bus used from 80C88 

Fig. 9 is the result of the quantitative tests using three MOS 
parameters. Fig. 9 shows that the MOS test results are based 
on the assessment aspects that have been submitted to 
respondents. The average MOS test results were obtained 
based on the assessment aspect, namely the aesthetic aspect of 
89.33%, the easy-to-use aspect of 74.67%, the completeness 
aspect of 77.33%. 

65%

70%

75%

80%

85%

90%

95%

Aesthetics Easiness Completeness

The results of the average 
MOS parameter testing

The results of the average MOS parameter
testing
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V. CONCLUSION 

The conclusion of this research is the trainers are 
functioning correctly and effectively to improve students' 
understanding of the "Microprocessor Interconnection with 
Memory" module. The test results of the props are in 
accordance with the expected parameters. The test results with 
the MOS parameter get an average value of more than 51% 
for each respondent. The average MOS test results were 
obtained based on the assessment aspect, namely the aesthetic 
aspect of 89.33%, the easiness aspect of 74.67%, the 
completeness aspect of 77.33%. 

It is recommended that this trainer use RAM memory so 
that data can be stored in memory. The trainer is still in 
breadboard form, so the component cannot hold it in the 
socket. Therefore, the author suggests designing PCBs for 
microprocessor trainer. 
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Abstract—Lightning is responsible for both human and eco-
nomic loss but its prediction remains challenging. We seek to
find a lightning prediction model in South Africa that uses
historical lightning-flash data only. This type of prediction model
is cost-effective, easy to interpret and may be used for real-
time forecasting. We evaluated and compared three popular
time-series machine learning techniques on their ability to
predict the number of Cloud-to-ground lightning flashes in
South Africa for three-hours ahead. These models are the Auto
Regressive (AR), Auto Regressive Integrated Moving Average
(ARIMA) and the Long-Short-Term-Memory Recurrent Neural
Network (LSTM) models. We used historical lightning data
from the South African Lightning Detection Network during
2018. Our prediction model parameters were AR(lag=8), ARIMA
(AR lag=8, integrate=0, MA lag=2) and LSTM (2x50 layers,
activation=ReLU, optimizer=adam) and models were minimized
for Root Mean Square Error but evaluated based on Mean
Absolute Percentage Error (MAPE). We used a 70%/30% Train-
test split. The AR and ARIMA models performed comparably
with a MAPE of 15312 and 15080 respectively. The LSTM Model
outperformed considerably with a MAPE of 3705. Although the
LSTM model outperformed, predictions errors in absolute terms
were still high. This paper highlights the usefulness of non-
parametric predictions models for lightning prediction.

Index Terms—lightning forecast, univariate, Long-Short-
Term-Memory Recurrent Neural Network, weather forecasting,
ARIMA, autoregressive

I. INTRODUCTION

Lightning is responsible for both human and economic loss.
It is estimated that 264-people on average die from lighting
strikes in South Africa every year [4]. Further, lightning is
responsible for about twenty-percent of all outages of electrical
distribution in South Africa [5]. Knowing when lightning will
occur, will help reduce human loss and assist in planning for
expected lightning damage.

Lightning is an electrostatic discharge that results in a spec-
tacular display of electromagnetic radiation and a pressure-
wave called thunder [1]. There are between 30-to-100 light-
ning strokes every second on earth [2]. Seventy-five-percent
of these lightning strikes originates and ends in the clouds;
this is termed cloud-to-cloud lightning [3]. The remaining

twenty-five-percent of lightning originates from the cloud and
discharges to the ground; this is called Cloud-to-Ground (CG)
lightning.

Fig. 1. Number of Lightning Strokes per day in South Africa during 2018.

Although lightning is familiar and well-researched, its pre-
diction remains challenging. Recent academic studies have
focused on using Numerical Weather Prediction (NWP) data to
build a weather model for lightning forecasting. NWP models
attempts to use mathematical models of the atmosphere and
oceans to predict the weather based on current weather condi-
tions. NWP model data is the culmination of sophisticated and
complicated weather modeling often using supercomputers
that relies on weather stations for data.

A lightning prediction model based only on actual historical
lightning would be advantageous. A model based only on
historical time-series would be cost-effective and can be used
for real-time forecasting. Three common machine learning
models for univariate time-series models are the Auto Re-
gressive (AR), Auto Regressive Integrated Moving Average
(ARIMA) and Long-Short-Term-Memory Recurrent-Neural-
Network (LSTM) models.

The AR model is a linear predictive modeling technique.
The model predicts future values based on past values of the
same series by using the AR parameters as coefficients [14].
The ARIMA model also uses this concept but builds on it by
including moving average error and integrated components.978-1-6654-4067-7/21/$31.00 ©2021 IEEE
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The moving average component indicates that the regression
error is a linear combination of error terms whose values
occurred contemporaneously and at various times in the past
[10]. Moving average component removes non-determinism
or random movements from a time series. The integrated
component assists to make the data stationary if required.

The LSTM RNN Model is a type of artificial recurrent
neural network (RNN). Unlike standard feedforward neural
networks, RNN has feedback connections. LSTM models have
a unit called a cell that is composed on an input gate, an
output gate and a forget gate. The cell remembers values over
arbitrary time intervals and the three gates regulate the flow
of information into and out of the cell. LSTM networks are
well-suited to classifying, processing and making predictions
based on time series data since there can be lags of unknown
duration between important events in a time series.

Our aim is to compare and evaluate the short-term (three-
hours) lightning predictive ability (number of flashes) of
the AutoRegressive model, ARIMA model and the LSTM
Recurrent Neural Network model using historical CG lightning
flash data only. Doing this will lower the cost of lightning
prediction and allow for real-time lightning prediction. Time-
series univariate analysis have been applied in various datasets;
although their accrual is limited, they are easy to implement
and often provide a decent approximation for predictions.

Our study will contribute to current literature. This is the
first time a LSTM RNN model has been applied to historical
lightning data events from the SALDN dataset to evaluate its
effectiveness against other common autoregressive techniques.
This study will set the foundations of a more accurate lightning
forecast model that will also incorporate weather data variables
[15].

II. METHODOLOGY

Dataset Historical Cloud-to-ground Lightning Data in year
2018. The South African Weather Service established and
maintains the South African Lightning Detection Network
that records mainly CG lightning strikes [11]. The network
currently consists of 24 Vaisala lightning sensors. The SALDN
can detect lightning with a location accuracy of approximately
0.5km and an estimated detection efficiency of 90% over most
of South Africa [12]. Our dataset had just under 20 million
lightning observations that was grouped for every thee-hourly.
Data was scaled using with a feature rand between 0 and 1.

Train/test Split. We trained the models using 70% of data
and predicted the remaining 30%. For the year, this corre-
sponds to training dates between 1 Jan 2018 to 12 Sep 2018,
and testing dates between 13 Sep 2018 and 31 Dec 2018.
All negative test predictions were considered as zero, as it is
impossible to have a negative number of lightning strikes.

Test for stationery. The AR and ARIMA models require
the historical time-series lightning data to be stationary in
nature. We used the Augmented Dickey-Fuller test to test for
stationary data. The test results indicate a test statistic of t =
5.96 with a p-value of 2.03× 10−7 (p <0.05). This indicates

that we can reject the null hypothesis that the data in non-
stationary.

A. Machine Learning Models

Fig. 2. Partical AutoCorrelation Function with SALDN Historical Lightning
Data. The graph indicates a lag value of 8 is inclusive.

Fig. 3. AutoCorrelation Function with SALDN Historical Lightning Data.
The graph indicates a lag value of 1 is optimal.

AutoRegressive Model. The general equation for the AR
model is as follows:

Xt = c+

p∑
i=1

φiXt−1 + εt,

where p indicates number of lag steps, φi are the parameters
of the model, c is a constant and εt is white noise. We used
a lag value based on the Partial-Auto-Correlation-Function 2,
which corresponds to a lag value of eight. The AR model
from the Scikit-learn library of Anaconda Python v2019.10
was used. The Ordinary Least Square (OLS)/MSE error was
minimized.

ARIMA Model. ARIMA is a popular class of autoregressive
models that builds on the AR. model. In addition to AR
component, the ARIMA model makes data stationary and also
incorporates the dependency between an observation and a
residual error from a moving average model applied to lagged
observations.
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Given a time series data Xt where t is an integer index
and the Xt are real numbers, This defines an ARIMA(p,d,q)

process with drift
δ

1−
∑
φi

,

(
1−

p∑
i=1

φiL
i

)
(1− L)dXt = δ +

(
1 +

q∑
i=1

θiL
i

)
εt,

where L is the lag operator, the αi are the parameters of
the autoregressive part of the model, the θi are the parameters
of the moving average part and the εt are error terms.

Our ARIMA model is optimized with an AR value of 8,
Integrated value of 0, and MA value of 2. The AR parameter
is taken from Fig. 2. The MA value of 1 is taken from the
Auto-Correlation-Function of Fig. 3. An integrated value of 0
is used as the data is stationary. The ARIMA model from the
Scikit-learn library of Anaconda Python v2019.10 was used.
The Ordinary Least Square (OLS)/MSE error was minimized.

LSTM Recurrent Neural Network Model. Long Short-Term
Memory Recurrent Neural Network. As mentioned earlier,
LSTM is a special kind of RNN with additional features to
filter recurrent data that is well-suited for time-series data
forecasting. Our network has two dense network layer of fifty
units followed by one dense layer with an activation function
of rectified Linear Unit (ReLU) to reduce negative forecast
values. We ran the model for 200 epochs; Fig 4 indicates that
200 epochs are sufficient minimize loss. The LSTM Keras
module version 2.3.1 was used for LSTM RNN Network.

Fig. 4. Loss Function of LSTM RNN Model.

Limitations. Our data only processed one year of historical
lighting data; this data should have seasonality which will
improve prediction power.

III. RESULTS

A graphical summary of the predicted values versus the
actual data is shown in Figures 5, 6, and 7. The AR and
ARIMA models performed comparably similar with MAPE
values of 15312 and 15080 respectively. The RMSE values
were 8579 and 8301 respectively I. The LSTM model had
MAPE and RMSE values of 3705 and 9426, indicating it had
outperformed AR and ARIMA considerably.

TABLE I
PREDICTION MODEL ERROR VALUES

Model MAPE Value RMSE Value

AR(p) 15312 8579

ARIMA 15080 8301

LSTM 3705 9426

Fig. 5. AR Prediction Model Results vs. Actual Flashes.

Fig. 6. ARIMA Prediction Results vs. Actual Flashes.

Fig. 7. LSTM RNN Prediction Results vs. Actual Flashes.
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A graphical summary of the predicted values versus the
actual data is shown in Figures 5, 6, and 7. The AR and
ARIMA models performed comparably similar with MAPE
values of 15312 and 15080 respectively. The RMSE values
were 8579 and 8301 respectively I. The LSTM model had
MAPE and RMSE values of 3705 and 9426, indicating it had
outperformed AR and ARIMA considerably.

TABLE II
RESULTS OF AR COEFFICIENT AND INTERCEPT

Lag AR Coefficients
AR Lag 1 0.9479
AR Lag 2 -0.5274
AR Lag 3 0.2505
AR Lag 4 -0.1218
AR Lag 5 0.0615
AR Lag 6 -0.127
AR Lag 7 0.3206
AR Lag 8 0.0702
Intercept 0.0054

TABLE III
RESULTS OF ARIMA COEFFICIENT AND INTERCEPT

Lag ARIMA Coefficients
AR Lag 1 0.2063
AR Lag 2 -0.0816
AR Lag 3 0.1331
AR Lag 4 -0.0736
AR Lag 5 -0.0054
AR Lag 6 -0.019
AR Lag 7 0.0936
AR Lag 8 0.4647
MA Lag 1 0.7489
MA Lag 2 0.3323
Intercept 0.0456

Table II shows that the first lag value has the highest
correlation compared to other lag steps for the AR model.
Table III indicate the Moving Average Lag 1 values have the
highest correlations actual data.

IV. DISCUSSION

In this study, we evaluated the AutoRegressive, ARIMA and
LSTM models to forecast the number of lightning strikes for
a period of 3-hours into the future. The AR and ARIMA per-
formed comparably, and the LSTM considerably outperformed
all models based on MAPE values (Table I).

Our study is not directly comparable with recent lightning
prediction studies. The most recent study to investigate same-
day lightning prediction in South Africa is by [11]. In this
study, the authors found an AUC ratio of 90% using a
stepwise logistic regression mode. But the study predicted
the occurrence of a lightning strike occurring rather than the
quantitative number of lightning strikes.

Numerous studies have found that LSTM models outper-
form AR and ARIMA models in forecasting using univariate
time-series data [6], [7]. Even with weather series data [8],
[9]. Reference [6] found the average reduction in error rates
obtained by LSTM was between 84 - 87% when compared

to ARIMA indicating the superiority of LSTM to ARIMA for
various time-series data. Reference [8] found LSTM models
performed about 20% better than ARIMA to predict wind-
speed based on MAPE.

LSTM RNN models have several advantages over linear
regression models but does not provide explanatory ability.
Firstly, LSTM models are able to perform more complex
functions than regression models. Secondly, they are able
to analyses data with less restrictions such as the station-
ary requirement of data in regression models. The fact that
LSTM models outperform autoregressive models indicates that
lightning is non-parametric in nature and involves numerous
dependencies. A limitation of neural network models is that
they do not provide an understanding of how the results arises.

Recommendation for future studies. We believe that LSTM
prediction accuracy can improve if we used a larger dataset
to incorporate seasonal trends. This should increase predictive
accuracy as lightning is seasonal. If we want an more accurate
but data-intensive model, Numerical Weather Prediction pa-
rameters can also incorporated into the LSTM model. To gain
a better understanding on the factors that influence lightning
density, we suggest using a non-parametric machine learning
techniques,

V. CONCLUSION

In this study, we predicted the number of lightning strikes
for a three-hour period within South Africa. We found that the
LSTM RNN model significantly outperforms AR and ARIMA
models based on MAPE values. But all models still have
relatively high error rates. This study indicates that lightning
is better predicted using non-parametric techniques to due
its nature. Future models may focus on using non-parametric
modelling to better understand and predict lighting.
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Abstract—Speech emotion recognition is an important part 

of the human-computer interaction process, which has been 

receiving more attention in recent years. However, although a 

wide diversity of methods had been proposed in decades, these 

approaches still cannot improve the performance. The main 

reason for the low accuracy of emotion recognition system is 

how to effectively extract emotion-oriented features. In this 

paper, we propose a novel autoencoder architecture, two-

stream emotion-embedded autoencoder, to extract deep 

emotion feature. The input is projected to two latent 

representations in our method. One of them is meant to learn 

the best representation of the input which contains all 

information of speech; whereas the other is used to capture 

emotion-independent information. Next, the difference between 

two latent representations is considered as the deep emotion 

feature. Furthermore, the deep emotion feature is concatenated 

with global acoustic features obtained by openSMILE toolkit. 

Finally, based on the concatenated feature vector, fully 

connected network is adopted to conduct emotion 

classification. Besides, to improve generalization of our 

method, a simple data augmentation approach is applied. 

IEMOCAP that is a publicly available and highly popular 

databases is chosen to evaluate our method. Experimental 

results demonstrate that the proposed model achieves 

significant performance improvement compared to other 

speech emotion recognition systems. 

Keywords—speech emotion recognition, two-stream 

autoencoder, emotion embedding 

I. INTRODUCTION 

In human speech interaction, people convey the 
underlying intent of speech through paralinguistic 
characteristics such as emotions, intonations and styles. 
Since human emotions help us to understand each other 
better, speech emotion recognition (SER) has gradually 
become a significant research interest. This technology has 
promising prospects and plays an important role in natural 
language understanding. For example, robots, mobile 
services and call centers. Recognizing these paralinguistic 
characteristics can help intelligent systems understand user 
intention and further improve the user experience. In this 
paper, an algorithm that analyzes the human emotions in 
speech with deep learning algorithm is proposed. 

Recognizing human emotions from speech are a complex 
task. The main challenges are as follows: 1) due to their 
abstraction, human emotions may be treated as noise and 
discarded in many current speech recognition methods. 2) 
generally speaking, human emotion in a long utterance can 
only be detected in some specific moments [1]. Many 
previous works mainly focused on selecting speech acoustic 
features that can distinguish different emotion such as 
statistical features and prosodic features. Finally, basic 

machine learning algorithm (e.g., hidden Markov model 
(HMM) [2], Gaussian mixture model (GMM) [3], support 
vector machine (SVM) [4]) are utilized for SER. Recently, 
deep learning (DL) algorithm have made noteworthy 
progress in image processing field. Therefore, DL 
algorithms, such as Recurrent Neural Networks (RNNs) and 
Convolutional Neural Networks (CNNs), are also introduced 
into speech signal processing. The automatic extraction of 
useful features from speech signals by Deep Neural 
Networks (DNNs) has become a very powerful technique. 
Prior researchers used DNNs has demonstrated that DL has 
the most promising results compared with traditional 
algorithms. 

Encouraged by the recent success of autoencoder 
structure [5] with deep unsupervised learning, and the idea of 
word embedding [6] in natural language processing (NLP), a 
novel autoencoder architecture, two-stream emotion-
embedded autoencoder, is proposed to improve both learning 
and generalization capacities of SER system. Our modified 
autoencoder method projects the input to two hidden spaces. 
One of them is meant to learn the best representation of the 
input which contains all information of speech; whereas the 
other is used to capture information that is related to human 
emotions. Emotion embedding layers in our method can 
allow the model to efficiently learn a priori information from 
the ground truth. Besides, instance normalization (IN) [7] is 
introduced into autoencoder. In emotion classification stage, 
the deep emotion feature extracted by modified autoencoder 
and IS10 [8] feature set obtained by openSMILE toolkit [9] 
are fused for SER task. Finally, we evaluate our suggested 
SER model on IEMOCAP dataset and it achieves 71.86% 
recognition results. In the comparative analysis, our system 
shows outperformed recognition performance. 

The rest of this paper is organized as follows. Section II 
describes the related algorithm of the autoencoder. Section 
III presents our proposed novel algorithm in detail. Section 
IV shows the experimental details and database. Section V 
demonstrates the experimental results. 

II. RELATED WORK 

SER is considered a challenging task in human-computer 
interaction domain. In the early stage, several SER 
approaches attempted to use handcrafted speech features and 
low-level descriptors (e.g., fundamental frequencies, pitch, 
prosody, voice quality) to train classic machine learning 
models. Recently, increasing attention has been drawn to the 
study of the DNNs. However, there are two major issues 
observed in SER domain: (1) insufficient amount of labelled 
speech data, (2) the difficult of extracting emotion-oriented 
features from audio. 
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Fig. 1. The framework of two-stream emotion-embedded autoencoder. 
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Fig. 2. The framework of emotion classification network. 

To address the scarcity of training data, multiple 
methodologies were implemented in many works. Generally 
speaking, there are three approaches to solve this obstacle. 
(1) Collecting and annotating new data. However, it is 
expensive and time-consuming to create a big enough 
dataset. (2) Data augmentation. It is a most common method 
that has been widely used in DL field. (3) Transfer learning. 
This method is a popular research problem in DL that 
focuses on storing knowledge gained while training one 
model and applying it to another task. It has been 
successfully applied in various domains [10][11]. A major 
assumption in transfer learning is that the training and future 
data must be in the same feature space and have the same 
distribution. However, the mismatch between the dataset in 
SER field is a common problem. This is the reason why 
transfer learning has not further improved the accuracy of 
SER system. In this paper, a simply data augmentation 
method is applied for proposed SER algorithm. 

In recent years, to strengthen the capability of feature 
extraction, autoencoder structure with unsupervised learning 
have been proposed. With the successful application of 
autoencoder, there is an increasing trend in most work to use 
it. Autoencoder is an unsupervised learning model used to 
reconstruct the input with minimum reconstruction error. 
Basic autoencoder has one input layer, one hidden layer and 
one output layer. Autoencoder first maps the input vector to 
the best latent representation through a non-linear layer and 
then this representation is mapped back to output layer, 
which purpose is to reconstruct input vector. If the number of 
hidden layers is greater than one, the network is considered 
to be deep. Many previous works directly utilized the latent 
representation learned by basic autoencoder for SER tasks. 
For instance, [12] proposed a deep autoencoder based on a 
multilayer perceptron for SER. Arghya Pal et al. [13] 
proposed deep dropout autoencoder based multilayer 
perceptron. Moreover, autoencoder was also applied to 
extract the bottleneck features for dimensionality reduction 
in [14] and [15]. Finally, the features extracted by 

autoencoder were utilized to train some machine learning 
algorithms, such as SVM and long short-term memory 
(LSTM). 

Furthermore, denoising autoencoder (DAE) are also 
investigated in SER field to extract more robust features. The 
major difference between DAE and traditional autoencoders 
is that DAE is trained to recover from corrupted inputs. 
Inspired by the motivation behind this, Sayan Ghosh et al. 
[16] explored stacked DAEs, the deep structure of DAE, for 
representation learning. In addition, Zixing Zhang et al. [17] 
proposed a memory-enhanced recurrent denoising 
autoencoder (rDA). Experiment results have shown that this 
method can achieve significantly performance improvement. 

In aforementioned methods, the purpose of autoencoder 
is to learn a lower-dimensional distributed representation of 
the input data directly. However, many researchers have also 
explored many modified autoencoder network. To reduce the 
discrepancy between the training and test set, shared hidden-
layer autoencoder (SHLA) was proposed to learn common 
feature representations shared across them in [18]. Besides, 
Zefang Zong et al. [19] proposed a novel framework named 
multi-channel auto-encoder (MTC-AE) on emotion 
recognition. MTC-AE contains multiple local DNNs based 
on different low-level descriptors with different statistics 
functions that are partly concatenated together. It allows the 
model to consider both local and global features 
simultaneously. Pengcheng Wei et al. [20] proposed an 
algorithm based on autoencoder, denoising autoencoder, and 
sparse autoencoder. The first layer of the structure is based 
on a denoising autoencoder which purpose is to learn a 
hidden feature with a larger dimension, and the second layer 
employs a sparse autoencoder to learn sparse features. 

Obviously, even if such methods can further improve the 
performance of SER, the high-level features learned by 
reconstructing input mainly contain the content information 
rather than emotion-oriented feature. Moreover, these above-
mentioned works do not consider the significance of a priori 
knowledge. To address this problem, we design a new 
autoencoder architecture, two-stream emotion-embedded 
autoencoder, to increase the modeling capacity. In our 
model, we impose a constraint, emotion embedding, on 
decoder stage. Emotion embedding layers in our method 
lead the model to efficiently learn a priori emotion 
information from the label, which allows autoencoder focus 
more on deep emotion feature during reconstruction process. 
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Fig. 3. T-SNE visualization of emotion embedding on IEMOCAP (LOSO). 

III. PROPOSED METHOD 

In this section, we describe our proposed method. There 
are three parts including input speech feature, two-stream 
autoencoder with emotion embedding and emotion 
classification network. Fig. 1 depicts the model framework, 
which includes two autoencoder paths, an emotion 
embedding path, and an emotion classification net. Let us 
consider that a dataset with N  labelled samples 

1 1 2 2{( , ), ( , ), , ( , )}
N N

D x y x y x y= K  and M  unlabeled 

samples 1 2{( ), ( ), , ( )}
N N N M

x x x+ + +K , where 
i

x  is denoted as 

the i-th acoustic feature sequence of speech sample and 
i

y  is 

the emotion label corresponding to 
i

x . {1,2,3, , }
i

y K∈ K , 

and K  is the number of emotion categories. 

A. Input Speech Feature 

1) Log magnitude spectrogram: Spectrogram is a useful 

feature for analysis of speech and audio signals. Many 

previous researches are performed in the spectral domain 

rather than in the original time domain. The reason is that 

the magnitude spectrograms of audio signals tend to be 

highly structured in terms of both spectral and temporal 

regularities [21]. It is easier to deal with many problems by 

processing magnitude spectrograms than directly processing 

time-domain signals. In fact, magnitude spectrograms have 

been employed in many speech processing fields including 

audio separation and speech synthesis systems [22][23]. In 

this paper, log magnitude spectrogram is utilized to input 

our model, and the detailed spectral analysis was the same 

as the previous work [24]. 

2) IS 10 feature set: We utilize openSMILE [9] toolkit 

to extract statistics feature which was used in the 

INTERSPEECH 2010 Paralinguistic Challenge [8]. The 

open-source media interpretation by large feature-space 

extraction (openSMILE) toolkit is a modular tool for signal 

processing and machine learning applications. It can flexibly 

extract the features of signals and is mainly used for audio 

signal feature extraction. 1582-demensional feature vector is 

generated by extracting 38 kinds of LLDs and applying 21 

statistic functions in this work. Details about these features 

can be found in [8]. In the emotion classification stage, it is 

concatenated with the deep emotion feature obtained by 

autoencoder. 

B. Two-stream Autoencoder with Emotion Embedding 

In this part, we interpret the complete scheme of our 
modified autoencoder in detail, as shown in Fig. 1. In this 
letter, due to the 2D representation of spectrogram, our 
proposed autoencoder is mainly based on a CNN. To further 
remove redundant information that is not related to human 
emotions and obtain robust deep emotion feature, the input is 
projected to two hidden representations. The first path in our 
model is a basic autoencoder network which consists of three 
blocks: convolution blocks, fully connected blocks and gated 
recurrent unit (GRU) [25]. In the second path, emotion 
embedding is introduced into the autoencoder. Additionally, 
in our method, we replace batch normalization (BN) [26] 
with IN in our network. BN is one of the most common 
components in many CNNs, and it can reduce the internal 
covariate shift during training process. The key difference 
between BN and IN is that the latter applies the 
normalization to an individual sample instead of a whole 
batch of samples. Generally, IN is mainly used in the style 
transfer field, for instance, image style transfer [27]. Many 
existing works disclose that IN learns features that are 
invariant to appearance changes, such as colors, styles, and 
virtuality, while BN is essential for preserving content 
related information [28]. We consider that human emotion is 
a kind of style features. To this end, we introduce IN into our 
autoencoder network, which purpose is to lead model to 
attract more attention to features related to emotion. 

In the encoder process, the network is trained to map an 

input x  to two latent representations: ( )encoder x  (the first 

stream), ( )
EI

encoder x  (the second stream). EI  donates 

emotion-independent. In the decoder process, the decoder 
network in the first path is trained to reconstruct input 
directly, as shown in (1). However, the decoder in the second 
path is equipped with the emotion embedding path, leading 
the model to efficiently learn a priori emotion information 
from the label. The main contribution of emotion embedding 
is that we expect that the projection can capture the emotion-
independent information of the utterance. In this path, the 

decoder is trained to generate x′  which is a reconstruction of 

x  from ( )
EI

encoder x  given the emotion label y , as shown 

in (2). 
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 ( ( ))x decoder encoder x′ =   (1) 

 ( ( ), )x decoder encoder x y′ =   (2) 

The mean absolute error (MAE) is used as the 
reconstruction loss since it generates a sharper output than 
the mean square error [29], as shown in (3). 

 
1

( , )

( , )AE Enc Dec

x y D

L x xθ θ
∈

′= −   (3) 

Where 
Enc

θ  and 
Dec

θ  are the parameters of the encoder and 

decoder respectively. 

Finally, the deep emotion feature is considered as: 

 _ ( ) ( )
EI

emotion feature encoder x encoder x= −   (4) 

C. Emotion Classification with Feature Fusion 

In the classify process, classification network takes the 
output of two-stream autoencoder and learns the links 
between it and the emotion label, as shown in Fig. 2. The 
output is fed into the self-attention [30] layer firstly, and the 
details of attention layer is same as the previous work [30]. 
With the attention mechanism, the network can focus more 
on emotion-oriented information of speech utterance.  

Moreover, while the progressive downsampling of CNNs 
provides strong capability in local context modeling, Runnan 
Li et al. [31] believed that the temporal structure of speech 
that is highly related to emotions will gradually be lost in the 
downsampling process [32]. To overcome this problem, we 
concatenate the deep emotion feature extracted from 
attention layer and acoustic features obtained by openSMILE 
toolkit. These features contain global information of speech. 
Finally, the concatenated feature vector is fed into the fully 
connected network for emotion classification. 

The emotion classification network takes 

_emotion feature  as input and outputs the predicted 

emotion class. The classifier is trained to minimize the 
negative log-probability, as shown in (5). 

 
( , )

( , ) log ( | _ )EC Att Cla EC

x y D

L P y emotion featureθ θ
∈

= −   (5) 

Where 
Att

θ  and 
Cla

θ  are the parameters of the attention layer 

and classification network respectively. 

During the training process, the object function of our 
network is a joint function decided by both reconstruction 
error and the negative log-probability: 

 
1 1 1

1 1 1 1 2

( ) ( , )

( , ) ( , )

Total Total AE Enc Dec

AE Enc Dec EC Att Cla

L L

L L

θ θ θ

λ θ θ λ θ θ

=

+ +
  (6) 

where 1λ  and 2λ  are constant controlling the weighting 

between encoder path and classify path. 

IV. EXPERIMENT 

A. Data augmentation 

Currently, there are two common problems about dataset 
in SER field: 1) the typical inherent mismatch between the 
dataset, 2) the difficulty in creating corpora. Generally, due 
to different emotion annotation schemes, the distribution of 
data between different datasets is often mismatch. In 
addition, high data collection often come with high 
annotation costs. Therefore, data augmentation has been 
proposed as a method to generate additional training data. In 
[33], Navdeep Jaitly et al. proposed a method named Vocal 
Tract Length Normalization for data augmentation. In [34], 
authors superimposed clean audio with a noisy audio signal. 
In LVSCR tasks [35], they have applied speed perturbation 
in their work. Besides, the use of an acoustic room simulator 
[36] and generative adversarial networks (GANs) [37] have 
been also proposed for data augmentation. However, 
aforementioned approaches all operated on the raw audio 
itself, rather than the spectrogram. In [38], D. S. Park et al. 
proposed a simple and computationally cheap method for 
data augmentation, which directly acted on the log mel 
spectrogram and did not require any additional data. Three 
deformations of spectrogram were chosen in their work: time 
warping, frequency masking and time masking. More 
generally, many works have demonstrated that data 
augmentation techniques have achieved state-of-the-art 
performance in ASR. In this paper, to not lose local context 
information of the speech signal, we randomly sampled 128 
frames of log magnitude spectrogram with overlap. It means 

that 128 consecutive time steps [ , 128)t t +  is termed as a 

training sample, where t  is chosen from a uniform 

distribution [0, 128)T − , and T  is the length of log 

magnitude spectrogram. 

B. Dataset 

To investigate the performance of the proposed method, a 
publicly available and highly popular database, namely the 
Interactive Emotional Dyadic Motion Capture (IEMOCAP) 
[39] is chosen as source set. IEMOCAP was collected by 
SAIL lab at USC, USA, and it consists of 5 sessions. It has 
10 professional actors (5 male and 5 female) acting in two 
different scenarios: scripted play and spontaneous dialog. 
This corpus has approximately 12 hours of audiovisual data, 
including video, speech, motion capture of face, text 
transcriptions. Each interaction has been segmented into 
sentences that are labeled by at least 3 annotators. In this 
paper, we used four emotion categories: angry, happy, sad 
and neutral. Note that, like many previous works, Happy and 
Excited in the original annotation were merged into one 
class: happy. Only the audio signals were used in the 
experiments. 

C. Experiment Setup 

Since there are 10 speakers in IEMOCAP and each 
session consists of 2 speakers, leave-one-speaker-out 
(LOSO) cross-validation were applied in our experiments, so 
that there is no speaker overlap between the training and test 
data. Moreover, 10-fold cross-validation strategies were also 
used to evaluate the proposed method.  

For performance comparison, we utilize unweighted 
accuracy (UA) [40], which have been used in several 
previous emotion challenges. Weighted accuracy is the 
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accuracy over all testing utterances in the dataset. It  is quite 
a good measurement in this case since the class distribution 
is imbalanced. 

We used sampled log magnitude spectrogram as the 
inputs. We trained the network using Adam optimizer with 

1 20.0001, 0.9, 0.999lr β β= = = . The model was trained for 

40 epochs on the dataset. All the experiments were 
performed using an Nvidia GTX 1080Ti with 11 GB 
memory. 

V. RESULTS AND ANALYSIS 

A. Impact of emotion embedding 

In this part, the IS10 feature set is combined with the 
traditional machine learning algorithm SVM (IS10+SVM) to 
serve as a comparison baseline. Moreover, to verify that our 
modified autoencoder (TSAE+EE) can efficiently improve 
SER performance, contrast experiments are performed on 
two different models (OSAE, TSAE). 

TABLE I.  THE IMPACT OF EMOTION EMBEDDING 

Method 
Two 

Stream 

Emotion 

Embedding 

UA 

10-fold LOSO 

IS10+SVM -- -- -- 58.6 

OSAE � � 69.98 65.46 

TSAE � � 69.43 65.18 

TSAE+EE � � 71.86 66.23 

Table I shows the performance of different classifiers on 
the IEMOCAP speech database. For 10-fold cross-validation, 
the UA obtained with the proposed method is improved by 
1.88% and 2.43% compared with OSAE and TSAE, 
respectively. For LOSO cross-validation, the UA obtained 
with TSAE+EE is improved by 7.63%, 0.77% and 1.05% 
compared with IS10+SVM, OSAE and TSAE, respectively. 
Moreover, we can find that OSAE and TSAE have similar 
performance. This is because two streams in TSAE are 
mutually independent. In summary, the performance of SER 
is further improved by introducing emotion embedding. 

B. Visualizing the Emotion Embedding Using T-Distributed 

Stochastic Neighbor Embedding (t-SNE) 

T-SNE is an algorithm developed for visualizing 
multidimensional data, based on the idea of dimensionality 
reduction. We visualize the emotion embedding of our 
modified autoencoder model by t-SNE. There are five 
emotion embedding layers in decoder network, and they are 
trained to map an emotion to a 512-dimensional 
representation. T-SNE was then used to reduce the 
dimensions to only two for a 2D plot, as shown in Fig. 3. 

From Fig. 3, we can clearly see the separation between “
ang” and “sad”. Such result is expected since there are 
obviously different characteristics between them. However, 
we can also see that it is not clearly separated between “neu” 
and the other three emotions. One possible explanation is 
that low energy state of emotion “neu” do not have salient 
characteristics compared with the other emotions. 
Meanwhile, we can find the fact that “ang” is easily confused 
with “hap” due to the reason that the anger and happiness 
emotions correspond to high activation.  

In summary, experimental results demonstrate that our 
proposed autoencoder naturally learn useful emotion 

representations from the label, and the training process 
discovers the intrinsic attributes that are necessary to solve 
the emotion recognition. 

C. Proposed method on IEMOCAP 

Table II clearly shows that the proposed method, two-
stream emotion-embedded autoencoder, offers an improved 
performance in SER compared to previous studies. From the 
results of Table II, we can see that the highest accuracies 
obtained by the proposed method are 71.86% and 66.23% on 
IEMOCAP. 

TABLE II.  PERFORMANCE COMPARISIONS ON IEMOCAP 

Method 
Validation 

Setting 
UA 

[41] 10-fold LOSO 64.2 

[42] 10-fold LOSO 62.8 

[43] 10-fold LOSO 59.54 

[44] 10-fold 68.8 

Proposed Method 10-fold LOSO 66.23 

Proposed Method 10-fold 71.86 

VI. CONCLUSION 

In this paper, we designed a novel autoencoder network, 
two-stream emotion-embedded autoencoder. In modified 
autoencoder, the first stream is a basic autoencoder which 
purpose is to learn the best representation of speech. In 
second path, we combine both autoencoder and emotion 
embedding and replace BN with IN. The emotion embedding 
path focus on learning strong emotionally information from 
label. In emotion classification process, IS10 feature set was 
fused with the deep emotion feature from autoencoder. 
Experimental results with one publicly available corpora 
show that the proposed algorithm further enhances the 
classification accuracy. 
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Abstract—In heterogeneous networks, vertical handover plays a major
role in providing seamless connectivity to the mobile users that are
passing through different network access technologies and connecting
to different point of network attachments. A mobile node scans all of
its interfaces to find a suitable network with which it can connect.
However, scanning of a large number of networks requires a huge
amount of energy thereby the mobile node drains the battery very
fast. The Media Independent Handover (MIH), which was introduced
by IEEE, to facilitate seamless and energy efficient handover of mobile
nodes across heterogeneous networks. The MIH Information Service
(MIIS) offers a variety of criteria and services that can be used to
avoid network scanning. But sometimes scanning avoidance leads to
inconsistent handover, that is, increased handover failure rates. Thus, an
optimal network scanning procedure, which can maintain a consistent
handover and should consume the energy as least as possible is required.
Our proposed work incorporates two additional functional units into
MIH – one is responsible for making an optimal network scanning
decision (it could be either full scanning, partial scanning, or avoid
scanning) and other one is responsible for computing handover decisions
by taking both network conditions and user preferences into account.
In the second functional unit, we have introduced a utility function
based TOPSIS algorithm that computes the handover decisions. Whereas,
in principle, MIH users make the handover decision. Almost all of
these existing methods suffer from severe ping-pong effect, unnecessary
handovers, handover failures, and excess energy consumption due to
inaccurate scanning method and ineffective network choice, whereas the
performance analysis of our proposed work indicates that the suggested
scheme performs better and consumes less amount of energy than existing
works.

Index Terms—Vertical Handover, Heterogeneous network, IEEE
802.21, MIH, Energy, TOPSIS, Utility Function

I. INTRODUCTION

Heterogeneous networks [1] have been designed to include several
access technologies of diverse forms aimed at providing better
network coverage and capacity to mobile users. A mobile node should
use an enhanced mobility management technique to make use of the
access technologies in best way for meeting it’s requirements [2].
Due to better handover management, a mobile user can retain its
connectivity while switching from one point of network attachments
to other [3]. As the handover takes between different access technolo-
gies, it is called as Vertical Handover. From now on, handover refers
to Vertical Handover. Since handover consumes a lot of resources for
managing it, hence it can greatly impact the overall efficacy of the
networks unless managed aptly.
In order to serve multiple web applications in heterogeneous systems,
next-generation communication systems must integrate multiple net-
work interfaces (NICs) [4]. The usage of multiple interfaces opens
up various ways to overcome many of the limits of transmission
networks and provide numerous exciting new opportunities like
Resource Sharing, Bandwidth Aggregation, Mobility Support etc.
Using multiple interfaces at the same time a mobile node can extend
the communication across the interfaces that reduce the risk of an
interruption of communication. The increase in numbers of network

interfaces and emergence of various standards, leads to compatibility
issues and consumes excess energy during handover [5, 6]. IEEE
802.21 [7], a standard for Media Independent Handover (MIH),
was developed to address these challenges. The handover protocol
proposed in this standard is capable of communicating with all types
of IEEE 802.x networks and other mobile networks (non-IEEE) like
LTE, GSM etc. [8]. It fits in between Layer 2 and Layer 3. The central
and logical entity of MIH known as, MIH Function (MIHF), operates
as an intermediary layer between top and bottom layers, whose
primary purpose is to manage the transfer of commands and data
between various devices participate in the decision-making and the
execution of handover process. MIHF offers three types of services
to handle a seamless handover between various technologies. They
are Media Independent Event services (MIES), Media Independent
Command services (MICS), Media Independent Information services
(MIIS). These services enable users of MIHF to obtain information
relating to handover process, and to send commands to L2 Layer
or to the network. The events created in L2 layers are transferred
and delivered to MIHF, asynchronously, whereas the commands
and data produced by request/response method are delivered syn-
chronously. The MIIS is used to enable the mobile node to carry
out a handover procedure without any network scanning [9]. As the
MIIS includes the Information Elements (IE) that incorporates the
network attributes, in compliance with the norm, the mobile node
can conduct a handover instead of using any scanning procedure. In
real scenarios, the updation of IE happens after a complete scanning
procedure. If a mobile node is carried out a handover process by
avoiding any scanning process then it fails to deliver the IE update
notification to the Information Server (IS). This suggests that the
information about the network and the IS are not consistent, which
could lead to handover failures. Consequently, scanning is required
or not required can be determined. During the network discovery
process of handover, the mobile terminals conduct the total network
scanning procedure by continuously activating all network interfaces.
The energy usage of a given mobile node directly depends on the
number of network interfaces it uses [10]. The existing network
scanning methods are of the following types: Always active scheme
(conventional method), periodic scanning, and adaptive scanning [11].
Always Active scheme performs better in terms of handover delay, but
it fails to address the issue of energy efficiency. Periodic scanning [9]
is another network scanning approach, where a mobile node scans
the neighbouring network periodically over a time frame. In order
to conserve energy, a mobile node enters into an idle slate when
scanning process is not carried out which prevents vertical handover
decisions from being taken in real time. Therefore, the existing
approaches may not be suitable for heterogeneous networks. Different
algorithms based on the IEEE 802.21 architecture have been reported
by various researchers in order to solve and optimise the problem of
vertical handover. Such algorithms are categorized into many groups
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[12] such as: RSS based, distance based, cost function based, utility
function based, multi attribute decision making (MADM) based etc.
Utility function-based algorithms are widely used to define the mobile
node’s degree of satisfaction with the various functionalities provided
by network technology [13]. The contributions of the paper are
outlined as follows:

1) An efficient vertical handover is proposed to minimize the
energy consumption of a mobile node by improving the network
scanning process of MIH protocol.

2) Although the complete scanning procedure for the heterogeneous
network is very heavy, the objective of our approach is to limit
or avoid the number of scans on each NIC with a purpose
of ensuring lower energy usage. Here we have considered a
heterogeneous network consisting of numerous access points
and base stations, and suggested an optimal network scanning
approach intended to make the network very energy-efficient.

3) This work also employees a partial scanning method which is
based on application’s priority level to speed up the scanning
process and reduced energy consumption by minimizing un-
wanted scans.

4) In our proposed handover technique, the handover decisions
are computed by taking both network conditions and user
preferences into account. To take care of user demands along
with handover consistency, a hybrid approach of utility function
and TOPSIS is considered in this work.

The remaining portion of the paper is organized as follows: Section
II includes Related Work. Section III describes the Proposed Method-
ology. In Section IV, the Performance Analysis of our proposed
handover technique is discussed using the simulation results along
with simulation settings. Section V lastly concludes this paper.

II. RELATED WORKS

A) Energy Efficient Handover Techniques

In heterogeneous network the transmission ranges of most of the point
of attachments are overlapped due to their random deployments which
leads to higher interference and packet loss rate. The co-existence of
point of attachments often lead to unnecessary energy consumption
even at the time of low traffic condition as the communication systems
does not have an uniformity in terms of energy usage relative to traffic
loads. For example, even though these nodes are in idle condition,
they continue to consume considerable amount of energy [14]. Here
some earlier study has been carried out on the channel scanning
method. Moon et al. [15] suggested a scanning method, focused on
Received Signal Strength (RSS) and dwell time. This method extends
the scanning period when the dwell-time time is sufficiently long
and the RSS is enough for communication. Many studies mentioned
MIH for energy consumption purposes [16, 17] but most solution
approaches only referred to the life-span of mobile node batteries
while the actual energy usage of the system was ignored. The authors
of [16] suggest a fuzzy logic-based algorithm that involves multiple
criteria for network selection. This work gives a good QoS and
encourages the mobile nodes to utilize low energy power. The authors
in [17], proposed an algorithm in which network scanning is carried
out by considering channel coherence time to conserve MN battery
life. In Ref. [18], the MIIS is used to handle the scanning process.
The goal of the suggested approach is to reduce energy consumption
by minimizing the number of network scan. Xenakis et al. [19]
proposed a context aware vertical handover framework to reduce
energy consumption in MN. Liu et al. [20], suggested an energy-
efficient handover method in which they used IEEE 802.21 MIIS

for information gathering. In their work, handover is triggered only
when power consumption level, RSS, and cost exceeds a predefined
threshold. Although conventional network scanning techniques are
improving the accuracy of the scanning performance they consume
a lot of energy. In this context, the periodic [21, 22] and adaptive
scanning mechanisms [23] were proposed.

B) Network Selection using Hybrid Algorithms

Current research [24, 25] suggests a number of vertical handovers
schemes focused on MADM approaches for selection of the best
target network. The hybrid approach of Simple Additive Weighting
(SAW) and Analytic Hierarchy Process (AHP) was used widely
in order to make network selection judgments [26]. In [26, 27],
the authors formulated the problem of network selection using two
approaches named as AHP and Multiplicative Exponential Weighting
(MEW). The TOPSIS is extensively used by many researchers to
rank the available networks [28, 29]. Even though AHP approach
is generally used to assign weights to decision criteria, limitations
remain in this method. For this purpose, the authors in [30] have
suggested an improved TOPSIS algorithm to rank the alternatives
using ANP to assign weights to criteria. As a result, it gives better
performance than conventional approaches. Authors in [31, 32], have
proposed a hybrid algorithm that uses MADM approaches and utility
function to solve the network selection issue where the utility func-
tions is useful in describing the required application specifications
and evaluate the state of network resources. Another smart network
selection technique based on utility function and MADM approaches
was introduced in Ref. [33]. The suggested approaches helped the
mobile nodes to choose appropriately a network to connect and
reduced the number of ping-pong effects significantly.

III. PROPOSED METHODOLOGY

A. Problem Formulation

The network consisting of N base stations, S mobile nodes,
each mobile node is assumed to have K number of interfaces and
running M different applications on each interface. Before triggering
a handover, the network scanning process go on to search for a
network which suits well to the requirements of the application which
is currently running on the mobile node.
The objective of our work is to minimize the energy consumption
of the mobile node due to unnecessary scanning and maximize user
preferences during network selection. Mathematically, the objective
function is explained as follows:

Minimize Ptotal =

S∑
i=1

(PHO)i (1)

Where, Ptotal: Total power consumption due to network scanning,
(PHO)i: Power consumption of the mobile node due to ith handover,
S: The number of handovers.

B. Solution Approach

We have introduced two functional units in the existing MIH
architecture which will minimize total energy consumption and max-
imize user satisfactions of the mobile nodes after a handover takes
place. Our proposed energy efficient vertical handover framework is
illustrated in Figure 1. The functional units are Energy Consumption
Unit (ECU) and Handover Decision-making Unit (HDU).
The purpose of ECU unit is to reduce the unnecessary network
scanning during a handover process. Sometimes scanning avoidance
leads to inconsistency in handover process and increases handover
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failure rates whereas excess network scanning increases energy con-
sumption in the system. So, an optimal network scanning procedure
is introduced here to minimize overall energy consumption.
HDU unit is responsible for taking handover decisions. This unit not
only takes handover decisions but also maintains user satisfactions
and helps in meeting requirements of the mobile nodes. For this
purpose, we have used the idea of utility functions. Finally, a hybrid
approach of TOPSIS and utility function is proposed to take handover
decisions.

Fig. 1. Energy efficient vertical handover framework

C. Energy Efficient Vertical Handover in Heterogeneous Networks

1) Energy Consumption Unit (ECU)
The proposed solution approach is relying on IEEE 802.21, a latest
IEEE standard which allows the continuity of service between het-
erogeneous networks like IEEE 802.x, 3GPP and 3GPP2. In order
to minimize the energy consumption of mobile nodes, here we have
used the Media Independent Information Service (MIIS) to handle
the network scanning procedure. MIH offers the MIIS to enable the
mobile node to conduct a handover process by avoiding network
scanning [34]. Though the MIIS gives the IE, which includes relevant
information related to network, as per the norm, the mobile node can
conduct a handover even without performing any scanning process.
Initially, the most important concept of the MIH is the reduction of
network scanning using MIIS. The data provided by the MIIS are not
always relevant because the updation period of the IE is not consistent
and there are also not any representatives appointed to perform the
duties of updating the IEs. In the real scenarios, the values of IE
are updated after a complete scanning phase. When a mobile node
conducts a handover by avoiding the scanning phase, then it is unable
to transmit the updated value of IE to the Information Server (IS).
So, the system information’s are not accurate and valid. As a result,
there appears a consistency issues between the system and IS which
leads to handover failure.
The working procedure of ECU is shown in Figure 2. It’s role is
to decide the necessities of scanning process in the network. That’s
why the mobile node always conducts the complete scan process of
the network and as a result it works against MIH’s main objective.
Thus, the criteria for evaluating whether to scan or skip needs to

be established. Therefore, in this context, a new functional entity
called the Energy Consumption Unit (ECU) has been introduced.
The objective of the ECU is to limit the amount of network scans,
which is the initial objective of the MIH. The ECU assists the overall
minimizing process of the network scanning towards the chosen
network.
Once the mobile node is alerted by the Connection Going Down

Fig. 2. The Working Procedure of ECU
(CGD) signal, it realizes that the handover mechanism needs to be
carried out soon, so, the mobile node requests Information Elements
(IE) to the information server (IS) of MIH (All networks are expected
to have an access connection to the IS). After receiving the request
message, IS then delivers the appropriate IE to the mobile node.
When the mobile node obtains the IE, the ECU of the node retrieves
the message and produces the membership degree. To verify the
validity of the values of IEs, we provided two Time fields to the
IE which helps to validate the IE data. It is restored with its initial
values, whenever the data is modified. The MIHF conducts the task
of network selection using the IE obtained and informs to the ECU.
The ECU then measures the consistency of the preferred network.
By using the outcome of the consistency checking process, it will
determine whether to perform or skip the network scanning phase to
trigger the handover process.

• Consistency Checking Unit:
It checks whether the IE values are valid to use or not. It uses a
fuzzy theory based mechanism [35] to measure consistency level of
IE values. The scheme uses a Normal Distribution Function with
mean 1.0 and standard deviation 0.4 as per Ref. [35]. With the help of
input value and membership function we get the membership degree.
If the value of membership degree is higher than the threshold value
then the consistency of the value is still preserved.

• Network Scanning:
In this section, various types of scanning mechanism are explained
that we have considered throughout the handover process by taking
consistency level into account. After going through validity checking
process, if all the IE values are consistent then the mobile node
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ultimately avoid the scanning process. Secondly, If some fields of
IE values are valid i.e., partially valid, having some basic network
related parameters, e.g., Service Set Identifier (SSID), location etc.,
then the mobile node goes for partial or fast scanning method, where,
network scanning is performed only for the chosen network (not for
all enabled networks).

a) Application’s Priority-based Scanning Method
It actually falls under the category of partial scanning method. It is
expected to have various applications operating on a single interface.
During this, for each interface the mobile node is allocated with
various time slots for scanning, which is based on the importance of
applications that are running on the mobile node at that time. Usually,
a higher prioritized application requires a lot of energy relative to
a lower one. A mobile device typically has various applications
including conversational (e.g., VoIP, video telephony, video game),
streaming (e.g., watching multimedia), interactive (e.g., web surfing)
and background class (e.g., WWW, emails) [36]. While travelling
through heterogeneous wireless networks, each interface of a mobile
device uses various types of applications. When an interface uses
a prioritized application, then that will become the first choice for
scanning. The application’s importance level in terms of their priority
is described in Table 1. Algorithm 1 describes the partial scanning

TABLE I
APPLICATION’S PRIORITY VALUES

Various Applications Priority Level
Conversational Class
(e.g., VoIP, video telephony, video game)

High=1
Streaming Class
(e.g., watching multimedia)
Interactive Class
(e.g., web-surfing)

Low=0
Background Class
(e.g., news, WWW, Emails, file transfer)

Algorithm 1: Partial Scanning Method
Input: M, K, tinf=0, tmax=0, pscan=0, pinf

//M:Number of applications, K:Number of interfaces, tinf :Interface
scanning time, tmax:Maximum scanning time, pscan:Power con-
sumption during total interface scanning, pinf :Power consumed by
an interface in one scan time
Output: Scanned networks
// P:Priority, // inf:Interface
high← inf1;
for inf = 1 to K do

if (P [inf ] > P [inf − 1]) then
high← P [inf ];

end
inf++;

end
while (tinf < tmax) do

Scan(high); // Scan the interface having highest prioritized
application.
pscan = pscan + pinf ;
if (Scan(high) == finish) then

Scan the interface having 2nd highest prioritized application
else

tinf++;
end

end

method. According to algorithm, when a mobile device detects a high

prioritized application then the node proceeds to scan that interface.
Before the maximum time limit expires if that interface identifies a
suitable target network then that time mobile node proceeds to scan
a different interface having second prioritized application. Likewise,
every interface executes their scanning processes. Finally total power
consumption during partial scanning is calculated by adding each
interface’s power consumption in one scan time together.

b) Full Scanning Method
Lastly, if all IE values are inconsistent/invalid then complete network
scanning process is conducted. Here complete scanning means all the
enabled target networks are scanned. The total power consumption
due to network scanning throughout a simulation having multiple
handover process is calculated as follows:

PTotal =

H∑
i=1

PFS · (NFS)i +

H∑
i=1

PPS · (NPS)i (2)

PHO = PFS ·NFS + PPS ·NPS

PFS = PAP · treal scan ·N

PPS =

K∑
inf=1

pinf

Where, PTotal: The total power consumption due to network scan-
ning, PHO: Power consumption due to a single handover, PFS :
Power consumption due to full scanning, PPS : Power consumption
due to partial scanning, NFS : Number of full scanning, NPS : Num-
ber of partial scanning, PAP : Average received power of different
access technologies involved, treal scan: The actual scanning time per
scanning period, K: Number of interfaces, H: Number of handovers,
pinf : Power consumed by an interface in one scan time.

2) Handover Decision-making Unit (HDU)
HDU is divided into three phases as shown in Figure 3.

Fig. 3. Handover Decision-making Unit (HDU)

• Phase1: This phase is known as handover initiation phase.
After the completion of network scanning phase, the mobile
node gathered necessary information (e.g., network, terminal,
and service related information) about the networks. Handover
decisions are taken using these information.
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• Phase2: This phase is called preparation phase of handover
where all necessary steps are carried before triggering of actual
HO process. Here, we have considered multiple decision criteria
to make handover decision seamless and consistent. Fuzzy AHP
(FAHP) is used to find the relative weights of decision criteria.
Then the performance score of the networks is evaluated using
TOPSIS algorithm.

• Phase3: Lastly this is called the decision-making phase of
handover process. With the help of utility function and network
performance score (which is calculated in Phase 2), the appro-
priate target network is decided for a seamless handover process.

The core element of this unit is an integrated module consisting of
TOPSIS and utility function. TOPSIS usually picks the BS having
highest solution score as the target node, irrespective of whether the
user or the system requirements are fulfilled or not. Here the user
or system demands and requirements are clearly neglected. To avoid
these shortcomings, utility function is used along with TOPSIS to
avoid the abnormalities created during the network ranking process.
TOPSIS is used to aggregate multiple parameters and finds the
relative closeness to the ideal solution or performance score. Then
the utility function is used to rank the networks by using the above
performance score. Here utility function measures the degree of
satisfaction when MN travels from one Point of Attachment (PoA)
to other.
The complete procedure of Utility Functions based TOPSIS method
is described as follows:

• The conventional TOPSIS algorithm is used to distinguish the
alternatives by ranking them. Then as a result, the highest ranked
alternative is known as the best option for handover. But here we
have not considered the highest ranked network as the target one.
We only use TOPSIS for calculating the performance score of
all the networks. We avoid the last step i.e. the ranking step of
TOPSIS [37]. First the decision matrix with dimension m×n
is constructed to compare available networks using different
parameters. Then, the value in each cell of decision matrix is
normalized. After that a weighted normalized decision matrix
is created. The positive as well as the negative ideal solutions
(optimal best and worst values) are evaluated. Then the deviation
from the optimal solutions for each BS is determined. Finally,
the performance score or the relative closeness to the ideal
solution is measured.

• After measuring the performance score of the networks using
TOPSIS then Utility function is used to rank the networks. The
utility functions is useful in describing the required application
specifications and evaluate the state of network resources. Here
we have used exponential utility function to identify the appro-
priate target network. This is described below [38]:

u(x) = α ∗ [ 1

1+e−a(x−b) − β]
α = (1 + eab)/eab

β = 1
(1+eab)

(3)

Where, x: Relative closeness to the ideal solution (computed in
TOPSIS algorithm), a: value of anti-ideal solution, b: value of
ideal solution.

IV. PERFORMANCE ANALYSIS

A. Simulation Settings

To facilitate our illustration, we consider a heterogeneous network
scenario consisting of twenty BSs, three access technologies: LTE,
WLAN, and WiMax and five MN. Table II contains all the simulation

parameters. This framework is implemented in MATLAB. The deci-
sion criteria used in this work are grouped as, Network related: RSS,
bandwidth, security, network condition, network performance, time to
trigger, delay, QoS, velocity; Terminal related: power; Service related:
cost, quality factor. FAHP is used to assign the relative weights to
these criteria. We have used Empirical Hata propagation model since
it is a widely used pathloss model along with all four traffic classes:
Conversational, Streaming, interactive and Background traffic class.
The Random waypoint mobility model is used in the proposed work
to represent the behaviour of mobile nodes in the heterogeneous
network. It is a widely used network mobility model [39]. In this
model a node is arbitrarily selected at any point to reside or move
with a certain probability. When it is decided to move, the direction
and speed are randomly chosen.

TABLE II
SIMULATION PARAMETERS

Parameters Values

Area of interest(A) 80 x 80 m2

Total no of nodes(N) 20
Transmitter Power (PT) 43dBm
Transmitter gain (GT) 18dB
Receiver gain (GR) -1dB
Loss due to Transmitter (LT) 3dB
Loss due to Receiver (LR) 8dB
Pathloss Type Urban/Sub-urban Hata model
Number of MS 5
Simulation Time 100s
MS Height 1m
BS Height 40m/50m
MS Speed 5-10(m/s)
Threshold value of Bandwidth 1800MHz

B. Result Analysis

In order to make the simulation more accurate, we ran the
simulation 10 times and averaged the results. We didn’t concentrate
on the energy usage of a single node, but rather the entire network’s
energy consumption. An Optimum energy-efficient vertical handover
is being achieved by employing an energy efficient scanning process
and user requirements-based handover decision mechanism. Here
the mobile node scans the neighbouring networks using the ECU
employed in MIH. ECU, as described in Figure 2, decides whether to
scan or skip. The suggested scanning method is compared with con-
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ventional, periodic and adaptive scanning schemes. Figure 4 shows
the total energy consumption comparison between proposed and
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other existing scanning techniques. As a result, the proposed scheme
considerably decreases the total energy consumption, occurred due to
network scanning process. Figure 5 shows the comparison of network
scanning rate between conventional MIH and our proposed method.
Simulation results indicate that the proposed scheme lowers network
scanning rate profoundly. Due to inadequate scanning technique, the
existing schemes suffers from increased unnecessary scanning rate.
The conventional technologies scan all the neighbouring networks
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at the time of handover which ultimately requires a huge amount
of energy. There are certain applications which demands continu-
ous connections across heterogeneous networks. So, the proposed
technique gives more attention to the highest priority applications as
compared to others. This often eliminates repeated handovers, which
ultimately saves substantial amount of energy. Figure 6 shows the
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Fig. 6. Comparison of Unnecessary Handover Rate
comparison of unnecessary handovers, where the proposed scheme
performs very well as compared to the conventional MIH standard
because our work considered a hybrid handover decision algorithm
which avoids the occurrences of unnecessary HOs. The proposed
work maintains a good balance between energy consumption and user
requirements. Figure 7 shows the comparison of handover failure rate
by considering all traffic classes. As a result, our suggested scheme
is superior than TOPSIS and utility function algorithm. Figure 8
displays the average ping-pong rate versus all traffic classes. We
observed that the hybrid approach of TOPSIS and utility function
based algorithm can effectively minimizes the ping pong effect than
other algorithms. This figure illustrates that the utility function-
based TOPSIS outperforms the traditional TOPSIS. As a result,
we conclude that introducing the utility function with TOPSIS will
improve efficiency for various types of services.

V. CONCLUSION

To ensure smooth and seamless connectivity and to allow the
optimal use of available network resources, it is essential to improve
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the performance of vertical handover in heterogeneous network in
terms of unnecessary handovers and handover failure rates. With this
in mind, an energy-efficient improved vertical handover technique
is proposed in this work. This work introduces an energy efficient
scanning scheme for IEEE 802.21 protocol that considers two func-
tional units ECU and HDU to minimize network scanning process
as well as meeting user requirements. MIH Information Server offers
quick and energy-efficient channel scanning outcomes to the mobile
nodes. Now a days, multiple applications are running on a mobile
device at a given point of time with different priorities level. The
proposed scheme scans the interfaces according to their priority of
applications thus avoiding the scanning of entire interfaces which
ultimately reduced the energy consumption. From the simulation
result, it is confirmed that the suggested TOPSIS and utility function-
based hybrid approach lowers the handover failure rate and ping-
pong effect for all types of traffic classes. Thus the proposed work
reduced the energy consumption while maintaining user preferences
and their demands. This work may be further enhanced by proposing
a prediction and forecasting based handover scheme for better quality
of experience of users.
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Abstract—The wide range of applications and advantages 
offered by the Internet of Things has attracted every sector to 
deploy it in their environment to exploit its advantages. The 
deployment of devices manufactured by different 
manufacturers in an Internet of Things environment has also 
opened the doors for threat actors to launch variety of attacks 
by exploiting the vulnerabilities present in these devices. The 
miniaturized size of most of the devices offers a very less space 
to incorporate the security elements. Healthcare sector has 
greatly benefited from the growth of Internet of Things. The 
COVID-19 pandemic has further highlighted the role of Smart 
Healthcare applications in the future. Deployment of life saving 
devices with limited security features make them one of the 
critical sector that needs more attention. The impact of a 
vulnerability exploited in smart healthcare devices can even be 
life damaging. In this work, the security challenges faced by 
smart health devices are analyzed and the necessary measures 
to be taken to improve the security are suggested.  

Keywords— Attack, Healthcare, Internet of Things (IoT), 
Security, Vulnerability 

I. INTRODUCTION  

Internet of Things (IoT) is a network of different physical 
devices that are connected to each other through different 
communication mechanisms. The surge in growth of IoT is 
evident in almost every sector and it has minimized the gap 
between the Information technology (IT) and Operation 
Technology (OT). The ability to operate with varied type of 
devices with varied operational features has made them an 
indispensable part of every sector. IoT has also taken the 
healthcare sector and the number of Smart Healthcare 
applications are on the rise [1, 2]. The growth in wearable 
technology coupled with the increase in device connectivity 
technologies like RFID, 5G, WBAN, Bluetooth, Wi-Fi and 
other evolving standards have greatly contributed to the 
progress of Smart Healthcare [3, 4]. It has reduced the 
complexity involved in the collection and analysis of data 
from patients located in remote areas. It has become a boon to 
both the medical practitioners as well as patients who need 
continuous monitoring. The beneficiaries list of smart 
healthcare applications even extend to insurance companies as 
the entire patient history can be accessed with ease [5].  

The COVID-19 pandemic had an impact on the economy 
of many sectors but IoT has helped many sectors to survive 
the pandemic period and Smart Healthcare is one such critical 
sector that has grown strong during the pandemic period [6]. 
As in the case of all IoT devices, smart healthcare application 
devices are also vulnerable to attacks. The size of the devices 
and their mode of operation has limited the ability to add more 
security features to the device. The critical and sensitive nature 
of the data used in smart healthcare make them a favourite 
attacking ground for attackers. As these devices are involved 
in life saving applications, security is an indispensable 
ingredient in such applications [7] In this work, the impact of 
IoT in smart healthcare and the major devices that are used in 

healthcare applications are analysed in detail. It also explores 
the major cyber security challenges faced in the deployment 
of such lifesaving networks. Proactive measures are also 
suggested to ensure the security of smart healthcare networks.  

The reminder of this work is structured as follows. Section 
II presents the various elements involved in Smart Healthcare. 
Section III gives a brief overview on the stakeholders of Smart 
Healthcare. Section IV presents the widely used smart 
healthcare devices. Section V discusses the cyber security 
challenges present in smart healthcare. Section VI presents the 
best practices and proactive measures that can be taken to 
secure a smart healthcare network. Finally, conclusion is 
provided in Section VII. 

II. SMART HEALTHCARE ELEMENTS 

There are three main elements present in IoT based smart 
healthcare networks. They are Data collection and Pre-
processing, Data storage and Processing and Data analysis. An 
overview of the elements involved in smart healthcare is 
presented in Fig.1.  

 
Fig. 1. Smart Healthcare elements 

A. Data Collection and Pre-processing 

Sensors, detectors, or monitors collect the information 
from the patient. Sensors will be present in the wearable 
devices at the patient end, in case if the patient is located in a 
remote place. If the device is not wearable, the patient may be 
present at locations where the devices are available to transmit 
the information to the network. Data collection transceivers 
present at the patient end may either transmit the data 
immediately or it may process the data and send the processed 
data to the data storage centre. However, the data will be 
converted into a form suitable for transmission. For security 
reasons, in most cases, the information will be pre-processed 
for encrypting the data before transmission [8]. 

B. Data Storage and processing 

Information collected from the patient will be received by 
the data storage centre. In most cases, it could be a cloud 
storage medium. The data will be then be processed and it will 

 

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 982



be transmitted in accordance to the user who needs access to  
the data. The format of the data will be varied in accordance 
to the accessing person. Data sent to the medical practitioner 
may not be the same data that will be sent to the relatives. The 
data storage medium will receive the feedback of the medical 
practitioner and it will send the necessary data that has to be 
sent to the concerned people. Depending on the information 
type, it may send the data to the patient, hospital, relatives, 
insurance agencies or any other relevant person defined in the 
network. 

C. Data analysis 

The data analysis will be done by the medical practitioner 
or by the research team that will analyse the response of the 
patient to the treatment provided to him/her. The data can also 
be used for behavioural analysis and for different research 
purposes. It can also be used to forecast the health condition 
of the patient. 

III. STAKEHOLDERS OF SMART HEALTHCARE 

Smart Healthcare is beneficial not only to the patient and 
the medical practitioner. But it is also useful to different 
stakeholders of Smart Healthcare [9]. In this section, the 
stakeholders of Smart Healthcare presented in Fig. 2 are 
discussed in brief. 

 
Fig. 2. Stakeholders in Smart Healthcare 

A. Patients 

The rise in wearable technologies and miniaturization of 
critical monitoring devices with high speed connectivity 
features have increased the rise of Smart Healthcare 
applications used by patients. Constant monitoring is made 
possible with these applications and the deployed smart 
devices are useful to alert the doctors, patients and their 
relatives, in case of any fluctuation in their regular body 
functioning. It has helped to predict and prevent health 
problems. Even in cases of emergency cases, the time gap 
between any health incident and the initial treatment has got 
dropped. 

B. Medical practitioners 

The constant supply of patient data from the smart devices 
helps the practitioners to constantly monitor the progress and 
response to the treatment provided to the patient. It offers the 
flexibility to the practitioners to change their treatment in 
accordance to the progress made by the patient. Practitioners 
also have better access to patients’ history as they are readily 
available anytime and anywhere. 

C. Hospitals 

Hospitals provide the platform to most of the critical 
healthcare monitoring cases. Hospitals play a key role in 
monitoring the location of patients. They also monitor the 
performance and operation of critical devices. In addition to 
that, pharmacy inventory and the need for medicines can be 
generated based on the information received from the 
practitioners and patients. It will also help to acquire critical 
medicines and equipment well in advance before an 
emergency arises. 

D. Storage service provider 

Data storage is one of the important elements in Smart 
Healthcare system. Transmission, storage and retrieval of data 
have to be done effectively. As most healthcare applications 
require continuous monitoring, the volume of the data will be 
large and it requires a proper storage and retrieval mechanism. 
In addition to that, to perform a complete analysis on the data 
of the patient, the data must be available anytime and 
anywhere for analysis to the authorized users. 

E. Insurance organizations 

Insurance claims can be made more transparent as the 
entire data of the patient will be available for analysis and 
documentation. It can also help them to make the risks 
associated with the health of the patients. Insurance 
organizations also can track the progress made by the patient 
and adherence to treatment guidelines. 

F. Manufacturers 

The important stakeholder in Smart Healthcare system is 
the manufacturer. The smart health device performance is 
crucial to determine the efficiency and security of the network. 
The device must have secured connectivity features and also 
it should have better performance, in terms of power 
consumption and information processing capabilities. The 
manufacturers must comply with the standards setup by the 
regulatory bodies and legal agencies. 

G. Internet Service Providers 

Internet Service providers determine the communication 
platform for communication between the devices and the 
storage medium. Integration of dedicated IoT communication 
protocols along with the standard communication channels are 
on the rise. This will increase the security and connectivity of 
IoT devices. 

IV. SMART HEALTHCARE DEVICES 

COVID-19 pandemic has increased the deployment of 
Smart Healthcare devices and it is likely to develop in the 
post-pandemic era. The Smart Healthcare devices can be 
classified as wearable devices, implantable devices and 
clinical devices. Wearable devices can be worn by the patient 
and it can be removed even by the patient. Implantable devices 
are placed inside the body of the patient and it requires the 
help of medical practitioner to place or remove it from the 
body. Clinical devices will be present only at places where 
assistance will be provided by medical experts, such as MRI 
and X-Ray machines. The devices must comply with the CIA 
triad. A few of the major devices used in Smart Healthcare are 
presented in Fig. 3. 
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Fig. 3. Smart Healthcare devices 

A. Infusion pumps 

Infusion of medical fluids and monitoring the progress of 
the fluids can be done through the infusion pumps. Infusion 
pumps can be controlled remotely and it can be used to infuse 
multiple doasages at multiple places inside the body. This 
controlled infusion without any large scale surgery has 
reduced the complexity and expenses of several critical 
treatments. Insulin can also be infused through such pumps. 

B. Cardiac devices 

Programmable implantable cardiac devices can be used to 
monitor the performance of the heart. These devices will be 
continuously monitored and any change in the performance of 
the heart will be immediately intimated to the physician and 
the concerned authorities. 

C. Wireless monitors 

Devices such as blood pressure monitors, thermometers 
and heart rate detectors monitor the patient performance at 
periodic intervals and the progress of the patient will be 
monitored on a regular basis. These devices are generally 
connected to the mobile phone of the patient mostly through 
Bluetooth communication and by using dedicated apps. In 
some cases, cameras are also used to monitor the health 
condition of the patient. 

D. Clinical monitors 

Devices such as MRI, CT scanners, X-ray, lasers, surgical 
devices, ventilators, dialysis machines, ECG, EEG and other 
such similar devices which are deployed in hospitals or clinics 
are also connected to the IoT environment to track the 
continuous progress of the patients [10]. They are also used to 
analyze, process and interpret the data for better diagnosis. 

V. CYBER SECURITY CHALLENGES IN SMART HEALTHCARE 

Health information of a person is a very sensitive 
information and attacks on gathering such data have taken a 
steep rise after the COVID-19 pandemic. Attacks are launched 
by threat actors through multiple means to gather the patient 
related information. Since the smart devices carry vital data 
about the health, the attackers target such devices as they are 
more vulnerable.  

Attackers can exploit the vulnerabilities that can be present 
in any layer, such as application layer, network layer or 
perception layer [11]. If the attacker gains access to control 
these live saving devices, such as infusion pumps or cardiac 

devices, the impact can be even life damaging. Even a small 
change in the dosage of drugs, or a Denial of Service (DoS) 
attack can result in death of patients with critical diseases. 

A. Device size and Power limitations 

The devices in most of these applications are too small and 
they have very few features for security. Incorporation of 
security features increases the size of the device and it limits 
the addition of security features to the smart healthcare 
devices. In addition to that, these devices are battery powered 
and loading them with too many features can affect the battery 
life of the device. The size also limits the use of stronger 
encryption mechanisms to transmit and receive the data. 

B. Software Update 

The devices may have vulnerabilities and if the devices are 
not updated with the patches, the device will remain 
vulnerable to be exploited by an attacker. Software update of 
Smart Healthcare devices are complicated since some critical 
devices cannot stop its operation even for few seconds. In case 
of Zero day attacks or if no patches are available for the 
vulnerability, it is difficult to replace the implanted devices. 
The attacker can also exploit any device that is connected in 
the network. In a hospital environment, multiple devices can 
be connected and they can be outdated. An attacker can exploit 
such systems and intrude into the network. 

C. IT-OT gap 

The healthcare industry has less IT experts to handle IT 
related incidents compared to other sectors. Hence, the sector 
has limited ability to handle incidents or attacks. The limited 
resources available with them increases the risks associated 
with the device. The networks maintained at the hospitals lack 
proper cyber security experts in most cases and hence, there is 
always a possibility of cyber threat in such vulnerable 
networks. The famous Wannacry ransomware attack was one 
such attack that exploited systems located at hospitals [12]. 

D. Network connectivity failure 

The availability of Internet is the backbone for any IoT 
system. Patients with critical diseases need to stay in Internet 
connected areas for continuous monitoring. A small lapse in 
the connection, can turn crucial in some cases. 

VI. PROACTIVE MEASURES 

As Cyber security is a key issue in Smart Healthcare, the 
following proactive measures can be taken to improve the 
security level of the Smart Healthcare networks. 

A. Deployment of cyber security experts 

Sufficient number of cyber security experts must be 
deployed at hospital and Smart Healthcare networks to 
regularly monitor, update and protect the connected devices in 
the network. This will try to reduce the IT-OT gap in a Smart 
Healthcare environment. The hospitals must be equipped with 
expert teams and also with proper incident response procedure 
to handle incidents. 

B. Inventory maintanence 

The IoT network must have an inventory of all the devices 
connected to the network. Their behaviour must be 
continuously monitored including the traffic and connections 
made by them. A Vulnerability database must be developed 
and it must be updated with the latest vulnerability reports 
related to the products used in the network and the 
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corresponding devices must be updated with the suitable 
patches released by its vendors. 

C. Compliance  

The devices must be tested before deployment for 
compliance with the security standards such as ISO/IEC 
82304, ISO/IEC 62304 and other relevant health products 
standards [13]. The devices must be tested for the ability to do 
security update. The data collection and distribution must 
comply with the legislative terms and conditions. 

D. Secure update 

Update should be allowed from authorized IPs and any 
connection made with unauthorized IPs must be considered as 
a malicious traffic. Connection attempts for security update 
must be made only through specific ports and the ports must 
be closed once the update is completed. Communication must 
be done only with whitelisted IPs. 

E. Product security 

The network must be formed as much as possible by using 
devices manufactured by the same manufacturer and the 
manufacturer must try to reduce the use of third party products 
in their design to reduce the risk of supply chain attacks. The 
default password of the devices must be changed before 
deployment in to the network. It is always preferable to deploy 
specific application based devices in a healthcare environment 
instead of third party general purpose IoT devices. 

F. Network segmentation  

Microsegmentation can be done to lock the critical devices 
from any unauthorized access outside the network. It has to be 
ensured that the devices in the network are loosely coupled 
and hence, failure of one device may not affect the overall 
performance of the network. 

G. Data Integrity  

The data that is stored in the storage medium must be made 
accessible only to the authorized user and all the information 
must not be made available to the users. The device must 
gather only the required information and it must be ensured 
that it do not gather any unnecessary information [14]. 
Periodical backup of data must be made to mitigate any 
unprecedented attack. 

H. Security audit  

Third party audits must be conducted periodically on the 
network and the vulnerabilities present in the networks must 
be assessed. Devices which cannot be updated with patches 
must be replaced with new devices. 

VII. CONCLUSION 

Smart Healthcare offers many advantages such as rapid 
diagnosis, improved decision making and proactive treatment. 
Cyber security is a key ingredient in such networks. But most 
of the Smart Healthcare networks are vulnerable to attacks due 

to several factors. In this work, the elements involved in Smart 
HealthCare networks and the cyber security challenges 
associated with them are analysed. The proactive measures 
that can be taken to improve the security of Smart Healthcare 
networks is also presented. The provided proactive measures 
can be used as best practice guidelines for developing a secure 
Smart Healthcare environment. 

REFERENCES 

[1] L. Catarinucci et al., "An IoT-Aware Architecture for Smart Healthcare 
Systems," in IEEE Internet of Things Journal, vol. 2, no. 6, pp. 515-
526, Dec. 2015, doi: 10.1109/JIOT.2015.2417684. 

[2] S. U. Amin and M. S. Hossain, "Edge Intelligence and Internet of 
Things in Healthcare: A Survey," in IEEE Access, vol. 9, pp. 45-59, 
2021, doi: 10.1109/ACCESS.2020.3045115. 

[3] S. C. Mukhopadhyay, "Wearable Sensors for Human Activity 
Monitoring: A Review," in IEEE Sensors Journal, vol. 15, no. 3, pp. 
1321-1330, March 2015, doi: 10.1109/JSEN.2014.2370945. 

[4] S. Amendola, R. Lodato, S. Manzari, C. Occhiuzzi and G. Marrocco, 
"RFID Technology for IoT-Based Personal Healthcare in Smart 
Spaces," in IEEE Internet of Things Journal, vol. 1, no. 2, pp. 144-152, 
April 2014, doi: 10.1109/JIOT.2014.2313981. 

[5] H. Zhu et al., "Smart Healthcare in the Era of Internet-of-Things," in 
IEEE Consumer Electronics Magazine, vol. 8, no. 5, pp. 26-30, 1 Sept. 
2019, doi: 10.1109/MCE.2019.2923929. 

[6] O. Taiwo, and A.E Ezugwu. “Smart healthcare support for remote 
patient monitoring during covid-19 quarantine.” Informatics in 
medicine unlocked, vol. 20, Article ID: 100428, 2020. 
doi:10.1016/j.imu.2020.100428 

[7] A. Alabdulatif, I. Khalil, X. Yi and M. Guizani, "Secure Edge of Things 
for Smart Healthcare Surveillance Framework," in IEEE Access, vol. 
7, pp. 31010-31021, 2019, doi: 10.1109/ACCESS.2019.2899323. 

[8] S. Tian, W. Yang, J. M. Le Grange, P. Wang, W. Huang, and Z. Ye, 
"Smart healthcare: making medical care more intelligent", Global 
Health Journal, vol. 3, no. 3, 2019, pp. 62-65. doi: 
10.1016/j.glohj.2019.07.001. 

[9] P. Sundaravadivel, E. Kougianos, S. P. Mohanty and M. K. 
Ganapathiraju, "Everything You Wanted to Know about Smart Health 
Care: Evaluating the Different Technologies and Components of the 
Internet of Things for Better Health," in IEEE Consumer Electronics 
Magazine, vol. 7, no. 1, pp. 18-28, Jan. 2018, doi: 
10.1109/MCE.2017.2755378. 

[10] I. Masood, Y. Wang, A. Daud, N. R. Aljohani, and H. Dawood, 
"Towards Smart Healthcare: Patient Data Privacy and Security in 
Sensor-Cloud Infrastructure,” Wireless Communications and Mobile 
Computing, vol. 2018, Article ID 2143897, 23 pages, 2018. 
Doi:10.1155/2018/2143897 

[11] A. Djenna and D. Eddine Saïdouni, "Cyber Attacks Classification in 
IoT-Based-Healthcare Infrastructure," 2018 2nd Cyber Security in 
Networking Conference (CSNet), Paris, France, 2018, pp. 1-4, doi: 
10.1109/CSNET.2018.8602974. 

[12] Wannacry Attack [Online] https://www.bbc.com/news/technology-
39901382 (Accessed on 14th March 2021). 

[13]  S. Zeadally, F. Siddiqui, Z. Baig, and A. Ibrahim, "Smart healthcare: 
Challenges and potential solutions using internet of things (IoT) and 
big data analytics,” PSU Research Review, vol. 4 No. 2, pp. 149-168, 
2019. Doi: 10.1108/PRR-08-2019-0027 

[14] S. M. Karunarathne, N. Saxena and M. Khurram Khan, "Security and 
Privacy in IoT Smart Healthcare," in IEEE Internet Computing (Early 
access), 2021.  doi: 10.1109/MIC.2021.3051675. 

 

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 985



978-1-6654-4067-7/21/$31.00 ©2021 IEEE 

Success Criteria and Factor for IT Project 
Application Implementation in Digital 

Transformation Era: A Case Study Financial Sector 
Industry 

 

Ni Wayan Trisnawaty  
Faculty of Computer Science  

Universitas Indonesia  

Jakarta, Indonesia 
ni.wayan05@ui.ac.id 

Bob Hardian  
Faculty of Computer Science  

Universitas Indonesia  

Jakarta, Indonesia 
hardian@cs.ui.ac.id 

 

Teguh Raharjo  
Faculty of Computer Science  

Universitas Indonesia  

Jakarta, Indonesia 
teguhr2000@gmail.com 

Adi Prasetyo  
Faculty of Computer Science  

Universitas Indonesia  

Jakarta, Indonesia 
adip12@ui.ac.id 

 
Abstract— One of Indonesia’s companies engaged in 

investment management is PT PNM Investment Management 

(PNMIM). Entering the digitalization era, PNMIM intends to 

use an information system in web and mobile-based 

applications, currently known as fintech, making it easier for 

investors to conduct mutual fund transactions online. This 

application is known as SiJAGO. However, in the first quarter 

of 2020, it did not achieve the launch of SiJAGO to the public. 

The impact of not achieving the launch of SiJAGO to the public 

will be affected the adaptive competition in technological 

development. Besides, the investment that PNMIM has spent for 

constructing the SiJAGO development project will be hampered 

by meeting several targets from the top management of 

PNMIM. This research is to identify the criteria and success 

factors for Information Technology (IT) projects in application 

development in the financial sector industry  (FSI) in the era of 

digital transformation. The SLR analysis and expert judgment 

results show ten criteria and 18 factors (grouped into five 

categories) of IT project success, using the waterfall life cycle, 

using PMBOK® guidelines in analyzing each process. In the 

subsequent development of SiJAGO, PNMIM, and IT vendors, 

SiJAGO developers can focus on the criteria and factors that 

can support IT project development’s success. 

Keywords— IT projects, information technology, application 

implementation, fintech, CSF, Critical Success Factors, 

Systematic Literature Review, SLR, expert judgment 

I. INTRODUCTION 

Investment is a common thing at this time, the 
commitment to several funds or other resources carried out at 
this time, intending to obtain several benefits in the future [1]. 
One of the fastest-growing investment products today is 
mutual funds. Mutual funds have turned into an investment 
product of choice for people who want to invest and cannot 
separate the increasing facilities and ease of investing. One of 
Indonesia’s companies engaged in investment management is 
PT PNM Investment Management (PNMIM). PNMIM is a 
group of PT Permodalan Nasional Madani (Persero). PNMIM 
runs its main business in investment management, especially 
mutual funds and other managed funds, in the form of 
discretionary funds, business advisory, and corporate finance, 
both private and state-owned companies. 

Entering the digitalization era, PNMIM intends to use an 
information system in web and mobile-based applications that 
can make it easier for investors to conduct mutual fund 
transactions online, known as financial technology (fintech). 
The implementation of an online mutual fund application 
development project, starting now referred to as SiJAGO, 
begins with submitting a request for proposal (RFP) document 
to an Information Technology (IT) consulting vendor. The 
RFP lists PNMIM’s expectations regarding the SiJAGO 
development project, among them: (1) launching SiJAGO to 
the public in the 1st quarter of 2020, (2) 40,000 SiJAGO users 
when the application launched to the public in the first year. 
The SiJAGO development project began with a kick-off 
meeting between PNMIM and IT vendors. The SiJAGO 
development project’s life cycle uses the waterfall life cycle 
and application development using the most common life 
cycle in IT, namely the Systems Development Life Cycle 
(SDLC). Planning, analysis, design, implementation, 
maintenance, and support are the five primary SDLC phases 
[2].  

The implementation of SiJAGO implementation was three 
months late from the set schedule. After the implementation 
phase is carried out or known as go live, public users cannot 
directly use SiJAGO, the process related to licensing and SOP 
(Standard Operating Procedure) requirements issued by the 
Financial Services Authority (OJK) [3]. The condition 
impacts the delays of PNMIM’s plan to launch SiJAGO to the 
public in the first quarter of 2020. Furthermore, PNMIM 
proposed additional features for SiJAGO development to the 
IT vendor. In the Software Maintenance Life Cycle, this 
process is called a modification request [4]. The addition of 
features to this application is considered a new project for 
application development and also carried out the System 
Integration Test (SIT) and User Acceptance Test (UAT) 
phases. In both stages, the application’s issue findings into the 
ticket system of JIRA, the recapitulation of JIRA data in the 
SIT and UAT phases showed 49% of application bugs and 
51% of change requests from users. 

The fishbone diagram in Fig 1 illustrates the causes of the 
problems on the previously described exposure. Describe the 
causal relationship of various aspects and root causes that 
affect the failure to reach the public release of SiJAGO in the 
1st quarter of 2020. It can be concluded that this condition is 
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a risky thing, especially since SiJAGO is a transaction tool that 
will be accessed at any time by the user. The company 
engaged in the financial sector industry (FSI) and 
transforming into the digital era cannot tolerate transaction 
errors due to technological factors. The condition will have an 
impact on customer perceptions and also on the increasingly 
competitive FSI competition. Therefore, it encourages 
analyzing the factors that can affect IT projects on application 
development at FSI. 

 

The launch of the online

mutual fund application

to the public

was not achieved

in the first quarter of 2020

Human Resources

Poor communication between
business teams,

IT teams,
and IT vendors

Monitor and control poor
project execution
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by online operations

There are still
features that are not

in the application

There are still
application issues

(errors/bugs)

 
Fig. 1. Fishbone Diagram of Root Problems Identification 

A survey was conducted by The Standish Group from 
2012 to 2016 for all software projects around the world. 
The Standish Group also identifies the success rate of IT 
projects on that period [5] as follows: 
• 36% of projects are successful (the project was 

delivered on time, on budget, and will all features). 
• 27% of projects are challenged (the project was 

eventually delivered but either over budget, not on 
time, or not fully completed). 

• 17% of projects are unsuccessful (nothing was 
delivered). 

Furthermore, the survey results based on project resolution 
based on the industry for projects in the financial sector 
showed that projects in the project criteria were victorious by 
29%, on challenging project criteria by 55%, and on project 
criteria for failing by 14% [5]. 

In previous research literature studies, not many focuses 
on IT projects’ success factors on application development at 
FSI in the era of digital transformation or those that focus on 
implementing fintech applications. Furthermore, this research 
question is, what are the criteria and factors for IT projects’ 
success in application development in the FSI in the era of 
digital transformation. Furthermore, the research is structured 
as follows: Part II describes a literature review related to the 
topic. Section III describes the methodology used for this 
research. Section IV reports the results and analysis of 
findings. Section V concludes and provides recommendations 
for further research on this research area. 

II. LITERATUR REVIEW 

A. IT Project 

The IT projects are activities to build or implement IT-
based service products, an organization’s investment. Will be 
expecting to return the spent value of the time, money, and 
resource [2]. Information systems projects require resources 

with different expertise to work together to create software 
products, including systems analysts, software programmers 
or developers, testers, system installers, trainers, and other 
specialized skills [6]. 

B. IT Project Success Criteria 

The success criteria for IT projects have different 
variations; the criteria for the success of IT projects that are 
used as a reference source in this research are [2], [6], [7], [8], 
[9], and [10]. The results of the analysis of the six references 
are described in Table I. 

TABLE I.  IT PROJECT SUCCESS CRITERIA 

Criteria 
Reference 

[2] [6] [7] [8] [9] [10] 

Cost √  √ √  √ 

Communication      √ 

Quality   √  √ √ 

Process  √     

Risk   √ √  √ 

Scope √ √ √ √  √ 

Stakeholder  √   √ √ 

Resource  √  √ √ √ 

Time √  √ √  √ 

The results of the analysis of six references obtained nine 
success criteria for IT projects. Furthermore, interviews were 
conducted with the teams involved in the SiJAGO 
development project, both from PNMIM and from IT vendors, 
to obtain validation and insight for research. The interview 
results showed that they agreed, and there was no revision of 
the nine success criteria for the IT project. The PNMIM team 
and IT vendors’ interviews indicated that these nine factors 
were essential criteria for project success. The interviewee 
also conveyed that these nine factors are essential for the 
SiJAGO project, related to the collaboration between PNMIM 
and IT vendors. The communication factor becomes the 
determinant of the project’s success. The Stakeholder factor is 
also important because any decision regarding the SiJAGO 
project requires stakeholder approval. 

C. Critical Success Factor (CSF) 

Since 1960 the success factor concept has been studied; D. 
Ronald Daniel introduced the origin of the success factors’ 
concept [11]; first developed and refined into CSF in 1961 
[12]. Daniel highlighted the importance of the factors that 
determine organizational success in addressing the risk of data 
overload. CSF is the key to information system design [13]. 
Several essential factors in management information systems 
have a positive and sustainable influence on a company’s 
success; using these factors, competitive advantage can be 
realized [12]. 

CSF could prioritize an organization’s strategic planning 
to support the CSF to achieve a competitive advantage with 
concentrate the resources. There are usually three to ten 
influential CSFs to determine the success of a project [14]. 
The CSFs are considered a powerful and applicable method 
used to address many of the challenges of implementing IT in 
several domains [15]. There is no differentiation of CSF for 
business models in general and fintech specifically. Moreover, 
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the fast-paced and positively changing environment naturally 
demands a continuous observation of the critical factors. The 
dynamic development of the fintech field creates a need for 
future investigations [16]. 

D. Systematic Literature Review (SLR) for CSF in IT 

Project 

This section is carried out at the literature research stage to 
find out the literature on the research results that have been 
done regarding CSF application implementation, especially in 
the FSI. The literature research is carried out a systematic 
literature review (SLR) using the PRISMA (Preferred 
Reporting Items for Systematic reviews and Meta-Analysis) 
model approach. The PRISMA model approach was used to 
eliminate excess factors in the literature [17]. The protocol 
used in the PRISMA model approach in this research is as 
follows:  

1) Identification, literature searches were conducted on 
online databases with large repositories for IEEE Xplore, 
Elsevier (SCOPUS), ScienceDirect, and Springer Link. First, 
inclusion and exclusion criteria are determined to filter the 
search results. Inclusion criteria: literature published between 
2015 and 2020, written in English, published in international 
journals and conferences, which conduct evaluation or 
analysis of CSF IT projects for implementation or application 
development in the FSI or digital transformation. Exclusion 
criteria: literature not related to presentations/opinions/papers, 
not focused on IT, related to IT projects but did not describe 
CSF, not published as proceedings of international 
conferences or international journals. 

2) Keyword, literature search using keywords: ("project 
*" OR "implementation *" OR "information technology 
project *" OR "project management" OR "IT project 
implementation") AND ("financial technology" OR "financial 
sector" OR "fintech "OR" digital transformation "OR" case 
study") AND ("critical success factor * "OR" success factor * 
"OR" CSF"). The search results obtained are as follows: IEEE 
Xplore found 98 kinds of literature, Elsevier (SCOPUS): 
found 84 literature, ScienceDirect: found 53 literature, 
Springer Link: found 69 pieces of literature. 

3) Screening, at this stage, a selection is made from the 
search results by looking at the title’s suitability, abstract, and 
keywords previously identified. The total number of articles 
obtained in this section is 20 articles. 

4) Eligibility, this section is done by reading in full to 
determine the article will be included in the next research that 
matches the eligibility criteria. The total number of articles 
obtained in this section is seven articles. 

5) Included, in this section, five articles are selected that 
best fit the predetermined criteria. 

E. CSF in IT Project Application Implementation 

This section describes the CSF mapping of five previous 
types of research, which was obtained from the literature 
analysis in Part D, namely: [18], [14], [19], [20], [21]. In the 
five previous research literature, the research was conducted 
using the same framework, namely The Project Management 
Body of Knowledge (PMBOK®) [10], to analyze CSF in this 
research. 

CSF is grouped based on factors and sub-factors, 
according to [18] and [14]. There are six-factor groupings and 
thirty-nine sub-factors of project success. Thirty-nine sub-
criteria for project success were analyzed with the same 
characteristics, impacts, and risks on the development of 

SiJAGO. The results of these analysts obtained nineteen 
subfactors. 

TABLE II.  MAPPING OF PREVIOUS RESEARCH CSFS 

Factor Subfactor 

Organizational 

Communication 

Evaluation Progress 

Management Commitment and Support 

Management Leadership 

Relationship with Third Party 

Strategic Planning 

Project 

Project Control and Monitor 

Project Management 

Project Performance 

Project Planning and Requirements 

Project Risk 

Project Duration 

Project Manager 

Project Manager Experience 

Project Manager Formal Power 

Project Manager Skill 

Project Team Team Commitment and Participation 

External Environment 

Rules and Regulation 

Subject Matter Expert (SME) 

Tren 

III. RESEARCH METHOD 

This research uses qualitative and quantitative research 
methods (mixed methods) to draw more robust conclusions, 
provide a greater diversity of different views, and enable 
researchers to simultaneously answer confirmatory and 
exploratory questions, verify, and generate theories 
simultaneously [22]. In this research, the research strategy was 
carried out using a case study using a single case. Case study 
research is a form of qualitative method that has a robust 
approach to information systems research. Case studies are 
used both for confirmatory purposes (theory testing) and for 
exploratory purposes (theory building) [22]. The case study 
uses a single case because it is unique and essential, fulfilling 
all the conditions for testing the existing theories. 
Furthermore, single-case case studies can be generalized to 
various other conditions [23]. Research with the case study 
method seeks to examine the subject under research as much 
data as possible. 

A. Instruments and Data Sources 

In this research, the research instrument was related to 
qualitative research’s basic principles, namely, data 
triangulation. A more nuanced picture of the situation can be 
obtained through data triangulation and increases the findings’ 
reliability and validity [22]. Triangulation involves using 
more than one data source and collection methods to confirm 
the research data’s authenticity, analysis, and interpretation 
[24]. Data triangulation in this research was carried out by 
interview, observation, and literature research. There are two 
types of data sources taken, namely primary data and 
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secondary data. Primary data from this research were obtained 
from interviews obtained directly from informants or research 
objects. Secondary data is obtained from written documents 
and other things related to this research. 

B. Data Collection Technique 

Data collection was carried out using a technical 
triangulation approach. Triangulation is defined as a data 
collection technique that combines various data collection 
techniques and existing data sources [25]. Technique 
triangulation itself means that researchers use different data 
collection techniques to get data from the same source. 
Researchers used participatory observation, interviews, and 
documentation for the same data source. 

• Observation, participant observation is carried out 
because researchers participate in doing what data 
sources do [25]; observation is also carried out directly 
at the PNMIM organization. 

• Interviews were conducted with PNMIM’s VP Retail 
Business Development & Customer Relations and 
PNMIM Information Technology & General Affairs 
Operations, two PNMIM business user teams, two IT 
vendor project managers, and two IT vendor 
application maintenance teams. 

• The documentation source is from conducting studies 
on documents related to SiJAGO development 
projects. The source is from (1) kick-off meetings, 
Functional Specifications Document (FSD) containing 
SiJAGO functional specifications, (2) Technical 
Specifications Documents (TSD) containing  SiJAGO 
system technical specifications, (3) Minutes of Meeting 
(MoM) documents, (4) JIRA ticket data, and (5) sign-
off documents. 

• Expert judgment, as part of an interview using a Likert 
scale, to seven application development project 
management experts. 

IV. RESULT AND ANALYSIS 

This section describes the results of semi-structured 
interviews with seven IT project management experts for 
application development. The interview is related to the 
SiJAGO development project. It is associated with assessing 
the criteria and success factors of the IT project in application 
development, described in sections B and E.  

A. Expert Profile 

The seven experts’ selection was based on experience 
criteria in application development project management, 
especially in the FSI, and had attended IT project management 
training. Six experts work at the IT vendor company that does 
the development of SiJAGO, one person outside the IT vendor 
organization. Two of the seven experts have the Project 
Management Professional (PMP) certification. Table III 
describes the profiles of the seven experts. 

TABLE III.  EXPERT PROFILE 

Expert 

Code 
Position Company 

Project 

Management 

Experience 

(years) 

P1 
Chief Executive 
Officer (CEO) 

IT Consultant >15 

Expert 

Code 
Position Company 

Project 

Management 

Experience 

(years) 

P2 
Head of Professional 
Delivery Services 

IT Consultant >10 

P3 
Head of Project 
Management Officer 
(PMO) 

IT Consultant >8 

P4 
Head of Wealth 
Management  

IT Consultant >6 

P5 
Project Manager 
(have PMP 
certification) 

IT Consultant >5 

P6 Project Manager IT Consultant >5 

P7 

Head of Financial 
Solutions Group 
(have PMP 
certification) 

Telecommuni
cation 
Consultant 

>10 

B. Expert Judgement Interviews 

Interviews with experts were conducted for two days, 07 - 
08 January 2021, through virtual meetings media. At the time 
of the interview, the experts were presented with a list of 
criteria and success factors in IT projects in application 
development. The assessment was carried out using the 
survey.ui.ac.id site, with the link 
https://survey.ui.ac.id/955715. The scale used to rate 
responses to the criteria and success factors is a five-Likert 
scale from strongly disagree. Besides, each expert is also 
given the option to add criteria and success factors for IT 
projects that are not yet on the selection list. 

C. Expert Judgment Results for IT Project Success Criteria 

The results of the assessment carried out by experts are 
described in Table IV. The criteria proposed will be used in 
this research if the experts’ average scale value is more 
significant than three. Next, a discussion was held regarding 
the assessment given by these experts. 

TABLE IV.  EXPERT JUDGMENT RESULTS FOR IT PROJECT SUCCESS 
CRITERIA 

Criteria P1 P2 P3 P4 P5 P6 P7 Average 

Biaya 2 1 4 3 5 4 4 3,29 

Communication 4 4 5 5 5 5 5 4,71 

Quality 5 4 5 4 5 4 5 4,57 

Process 5 4 5 4 5 5 5 4,71 

Risk 4 2 4 3 5 5 4 3,86 

Scope 5 4 4 3 5 5 4 4,29 

Stakeholder 5 4 4 5 5 4 5 4,57 

Resource 5 1 4 4 5 4 5 4,00 

Time 4 1 4 4 5 4 5 3,86 

Four experts provide additional criteria from the proposed. 
P1 provides additional commitment from the entire project 
team to support the IT project’s success; these related 
discussion results are acceptable to add to the IT project 
success criteria. P3 adds lessons learned and expert judgment 
for the success criteria of IT projects. However, after further 
discussion, these criteria had the same meaning as the Project 
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Performance factor, so the proposed criteria from P3 were not 
included. 

P6 provides handover to maintenance entry as criteria. 
However, from the discussion results, these criteria are more 
appropriately included in one of the sub-factors of IT project 
success, the Project factor. P7 adds business direction and 
government regulations as the success criteria for IT projects. 
The proposed business direction criteria have the same 
meaning as the Strategic Planning sub-factors on 
Organizational factors from the discussion results. Table IV 
shows that the Communication and Process criteria have the 
highest value in the Average column, followed by Quality and 
Stakeholders, and Scope and Resources in the next sequence. 

None of the criteria has a mean value below three, 
although P2 assesses one for the criteria Cost, Resources, and 
Time. From the interview results with P2, it was revealed that 
the criteria for Communication, Process, Quality, and 
Stakeholders have the most crucial role in the success of the 
project, while other criteria are supporting factors. From the 
interviews with other experts, on average, they have the same 
opinion that these nine criteria are critical in IT projects’ 
success. 

D. Expert Judgment Results for IT Project Success Factor 

Similar to Part B, this section describes the assessment 
results conducted by experts for IT projects’ success factors. 
The criteria proposed will be used in this research if the 
experts’ average scale value is more significant than three. 
Next, a discussion was held regarding the assessment given by 
these experts. 

TABLE V.  EXPERT JUDGMENT RESULTS FOR IT PROJECT SUCCESS 
FACTOR 

Factor Sub Factor P1 P2 P3 P4 P5 P6 P7 
Ave-

rage 

Organiza-
tional 

Communication 4 4 5 5 5 5 4 4,6 

Evaluation 
Progress 

3 4 4 5 5 4 5 4,3 

Management 
Commitment 
and Support 

4 3 5 4 5 5 5 4,4 

Management 
Leadership 

4 3 5 5 5 4 5 4,4 

Relationship 
with Third 
Party 

3 4 4 5 5 5 4 4,3 

Strategic 
Planning 

4 4 4 5 5 4 5 4,4 

Project 

Project Control 
and Monitor 

5 2 4 5 4 4 5 4,1 

Project 
Management 

5 2 5 5 4 4 5 4,3 

Project 
Performance 

4 2 4 4 4 4 5 3,9 

Project 
Planning and 
Requirements 

5 2 4 5 5 5 5 4,4 

Project Risk 4 2 3 4 5 5 4 3,9 

Project 
Duration 

5 2 3 4 5 4 3 3,7 

Project 
Manager 

Project 
Manager 
Experience 

4 4 3 4 5 4 5 4,1 

Project 
Manager 
Formal Power 

3 5 3 4 5 3 4 3,9 

Project 
Manager Skill 

4 4 3 5 5 3 5 4,1 

Project 
Team 

Team 
Commitment 
and 
Participation 

5 4 3 5 5 5 5 4,6 

External 
Environment 

Rules and 
Regulation 

4 4 3 4 5 3 5 4,0 

Factor Sub Factor P1 P2 P3 P4 P5 P6 P7 
Ave-

rage 

Subject Matter 
Expert (SME) 

4 4 4 4 5 4 5 4,3 

Tren 3 4 3 3 5 2 4 3,4 

 
Four experts add to the success factors of an IT project. P1 

proposes the Project Management Maturity (PMM) level as 
an additional success factor for IT projects; this is in line with 
the literature, which explains that the higher the PMM level, 
the higher the success rate [26]. The type of industry is a 
supporting factor related to PMM and organizational 
performance; it also explained that the service sector, 
especially the IT industry, has benefited the most from high 
PMM rates [27]. Furthermore, P1 describes the project team’s 
roles and responsibilities in understanding its goals and 
objectives. The discussion results revealed the Project Team 
factor could add to the team’s roles and responsibilities. P3 
provides additional factors related to team knowledge; the 
discussion results revealed that these factors could be added 
to the Project Team factor. Furthermore, P7 provides 
additional factors related to the technology used, but these 
factors have the same meaning as the discussion’s knowledge 
team factor. Organizational factors in communication and 
project team commitment and participation are the factors that 
have the highest average. On the other hand, the Project factor 
in duration and the External environment factor in the trend 
are the factors that have the lowest average value. 

E. Analysis 

From the results of interviews with project teams from the 
PNMIM organization as well as from IT vendors, document 
observations, literature studies using SLR, as well as the 
results of interviews and assessments conducted by experts, 
then an analysis regarding the criteria and success factors of 
IT projects in application development in the most suitable 
FSI in the digital transformation era. 

Fig 2 outlines the criteria and success factors for an IT 
project. In the IT project success criteria, eight criteria are 
obtained from [10]; the PMBOK® guide defines the project 
success criteria: cost, communications, quality, risk, scope, 
stakeholder, resource, and time. Process criteria are obtained 
from [8], which explains that process performance is related 
to project completion on time and within budget. Commitment 
criteria are criteria added by expert judgment; project success 
should not be separated from all parties’ commitment and 
activities in the project. 

The factors and sub-factors of IT project success were 
obtained from SLR and expert judgment. There are five 
factors and eighteen subfactors, three of which are included in 
the expert judgment. The following describes an explanation 
for each of the success factors of an IT project. 
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Fig. 2. Structure of Success Criteria and Factor for IT Project Application 

Implementation in Digital Transformation Era 

1) Organizational: this factor is used by literature [14] 
and [20], projects are the primary way to create value and 
benefits in organizations, organizational leaders must be able 
to manage with tighter budgets, shorter schedules, scarcity of 
resources, and changing technology with fast [10], also added 
by experts that the role of the organization for IT projects in 
the FSI has an important role related to cooperation and 
communication. 

2) Project: this factor is found in all SLRs used in this 
research; the experts added the handover to the maintenance 
sub-factor, with the reason that if the user has used the IT 
project, minimal bug maintenance is one of the success 
factors of IT projects. 

3) Project Manager: three SLRs use this factor as the 
success of IT projects, [14], [19], [21], and also explained in 
discussions with experts that the ability of project managers 
to handle a project at FSI in the era of digital transformation 
has challenges separately to be able to communicate with all 
parties to align business needs with the technology used. 

4) Project Team: this factor is found in all SLRs used in 
this research; the experts add sub-factors Understand the 
goals and objectives of the project and Team Knowledge; the 
reason for adding these two factors is because the team’s 
understanding and ability in IT project are one of the factors 
that can support success IT project. 

5) External Environment: two SLRs use this factor as the 
success of IT projects, [14] and [19], which were also 
described in discussions with experts; in Indonesia, the 
regulatory authority at the FSI is regulated by the 
government, in this case, the OJK. 

V. CONCLUSION 

This research is to identify the criteria and success factors 
for IT projects in application development at FSI in the digital 
transformation era, with a case study of SiJAGO development 
in PNMIM organizations. It is hoped that in the subsequent 
development of SiJAGO, PNMIM, and IT vendors as SiJAGO 

developers can focus on the criteria and factors that can 
support IT project development’s success. The results of 
discussions with experts at FSI, the Subject Matter Expert 
(SME) factor has an essential role in the success of the 
SiJAGO project. Organizations that will transform a business 
that was initially done manually to digital need an SME 
regarding the processes and rules that must be carried out. 

The organization is a factor that is no less important in IT 
projects’ success, in communicating and collaborating with 
third parties, such as banks or payment gateway vendors. The 
rules and regulation factor are a factor that cannot be ignored 
in IT projects at FSI because the development of financial 
technology, otherwise known as fintech, must follow the rules 
and regulations of the Indonesian government, in this case, the 
OJK. 

This research is limited to IT projects’ criteria and success 
factors in application development at FSI with the SLR 
method and expert judgment. As a criterion and success factor 
for IT projects at FSI in Indonesia, it cannot be used as a 
reference because it only represents the fintech field. 
Expanding the scope of IT project research in other fields and 
CSF ranking can improve further research quality. The parties 
involved in project work can prioritize strategies in project 
management. 
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Abstract— The Arctic has a unique resource potential. Many 

countries around the world are ready to explore this territory for 
mineral exploration. This circumpolar region has been covered 
with many summer ice for a long time. Recently, due to global 
warming, the amount of ice in the Arctic has decreased 
significantly, but still, it is pretty enough to make it difficult for 
navigation. Delivery of extracted minerals in this region is possible 
only by sea transport. For navigation in the Arctic, icebreakers or 
ice-class vessels are required. In the manufacture of such ships, 
welds are most often used. For the seams not to oxidize during 
welding, it is necessary to carry out this process by blowing the 
seam with inert gas, for example, carbon dioxide. The method of 
selecting the parameters of a gas jet is very complex. Our work's 
theme is the impact of a submerged jet with a shield during metal 
welding for Arctic use. We have created a mathematical model 
that simulates various operation modes and chooses the optimal 
one.  

Keywords—computer, modeling, welding, gas, shield, Arctic 

I. INTRODUCTION 
The territories adjacent to the Arctic zone occupy a special 

place in the system of strategic national interests of circumpolar 
countries in economy and transport, environmental protection, 
innovation, defense, and geopolitics. This region's unique 
resource potential allows, subject to the formation of a particular 
system of state regulation of the economy, to ensure dynamic, 
sustainable development of both the Arctic regions and the 
country. 

Minerals produced in the Arctic, their reserves and forecast 
reserves explored in the 20th century, constitute the main part of 
the circumpolar region countries' mineral resource base. 
According to calculations of the U.S. Geological Survey, the last 
pantry of the Earth contains 30 % (47 trillion cubic meters) of 
the world's natural gas reserves, 13 % (90 billion barrels) of oil, 
9 % of coal, as well as significant volumes of metals (uranium, 
copper, titanium, silver, gold) and other rare minerals 
(diamonds, graphite). In addition to its resource potential, which 
has yet to be clarified, the Arctic opens up new opportunities in 
the field of transportation [1]. For example, the sea route from 
Asia to Europe through the Arctic waters is average two times 
shorter than the route currently used through the Suez Canal. 

Long-term forecasts of the circumpolar region countries' 
economic development show that the total forecast estimate of 
recoverable hydrocarbon resources of the continental margin of 
the Arctic Ocean made by Academician I.S. Gramberg is about 
110 billion tons of fuel equivalent. This significantly exceeds the 
reserves of the continental margins of each of the Earth's oceans. 

The mined minerals can only be delivered by sea transport. 
Because the Arctic Ocean is almost constantly covered by ice 
fields [2], shipping in the Arctic is risky. Over the past decades, 
the summer ice cover in the Arctic has significantly decreased. 
Some scientists make predictions about global warming, which 
may substantially reduce ice fields and ice thickness so much 
that navigation in this region will be possible for non-ice class 
ships. 

Simultaneously, facts and more pessimistic forecasts suggest 
some reduction in ice thickness in the Arctic and the possibility 
of organizing navigation. For example, the government of the 
People's Republic of China has adopted a document "China's 
Arctic policy" [3], which proposes to add a "blue economic 
corridor" linking China and Europe through the Arctic Ocean to 
the 21st century Maritime Silk Road (Fig. 1). 

 
Fig. 1. The maritime silk road of the 21st century. 

The Suez and Panama canals' capacity, which currently carry 
the main flow of maritime traffic, is limited. This fact requires a 
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search for other short and safe ways of cargo transportation. In 
addition to the best-known shipping routes, there are two 
different routes in the Arctic: the "Northwest Passage" (Fig.2, 
red line), the "Middle (Polar) Passage" (Fig. 2, green line), and 
the "Northeast Passage," which has a safer component, the 
"Northern Sea Route" (Fig. 2, turquoise). (Fig. 2, turquoise line). 
These transport corridors, which allow the transport of goods 
from Asia to Europe and back, and the delivery of energy 
resources, are shorter than traditional transport corridors. The 
route from China to Western Europe along the NSR is about 
8,100 nautical miles long. The way through the Suez Canal is 
2,400 miles longer. If you go around Africa, you need to add 
more than 4 thousand miles. 

 
Fig. 2. Arctic shipping routes. 

However, the use of these transport corridors affects states' 
geopolitical security, some of whose zones of influence extend 
along these transport corridors (Fig.3). Geopolitical security 
describes the extent to which international relations (both pan-
Arctic and global) are cooperative or contradictory; and the level 
to which political tensions can affect demand for and access to 
Arctic resources, militarization efforts, and, ultimately, 
maritime operations. Instability in some regions affects fuel 
prices and has a direct impact on naval logistics and planning. 
Also, control of sea lanes (i.e., protecting shipping lanes 
worldwide is a costly undertaking) affects maritime transport in 
the Arctic region.  

This key factor involves the complex role that energy prices 
play in increasing maritime operations' profitability in the 
Arctic. On the one hand, the entire naval industry is strongly 
affected by high fuel prices and the resulting increase in 
operating costs. On the other hand, the fossil fuel sectors are 
driven by increased profitability as the oil per barrel price rises. 
While high bunker fuel prices encourage the use of trans-Arctic 
routes, the extent to which Arctic routes are used in practice 
depends on inevitable tradeoffs in transit times: the need to 
reduce speed in ice-covered areas may tip the scales in favor of 
alternative, traditional maritime routes. While this factor is 
related to the critical factor "Global Economic Trends," it 
highlights the importance of energy price trends in creating 

economic incentives to increase or decrease activity in the Arctic 
region. 

 
Fig. 3. Distribution of zones of influence among countries. 

Increased activity in the Arctic region concerning 
navigational safety is impossible without the countries that will 
use the Northwest and Northeast Passages with an icebreaker 
fleet. For polar nations, icebreakers are strategic to national 
sovereignty and crucial in opening up safe waterways for other 
shipping to supply northern indigenous communities, explore 
resources and study climate change. 

For the construction of icebreakers, it is necessary to have 
high-quality metal welding. In arc welding under the 
circumpolar region's harsh conditions, the weld metal is formed 
from molten metal. Despite the short duration of the metal in the 
liquid state, it has a detrimental effect on the weld's quality. The 
contact of the molten metal with air leads to the oxidation of the 
metal and nitrogen and hydrogen dissolution. This contributes 
to the appearance of pores and cracks in the welded seam, 
reduces the seams' plasticity, and reduces the structure's 
efficiency. 

Protection of the welding zone from atmospheric air is a 
condition for ensuring high-quality welds in all arc welding 
methods. Gas-shielded welding is one of the most common 
types of welding. It is widely used in all industrial countries 
globally since it makes it relatively easy to mechanize 
technological processes. We have already considered this issue 
in the works [4,5]. In this paper, we will consider modeling the 
collision of a flooded nozzle scene. 

II. THEORETICAL STUDY 
When the welding torch is positioned at an angle to the 

surface to be welded, the gas shielding zone configuration 
undergoes some changes: the burner angle  plate and the 
burner symmetry axis. According to [6], in the range of angles,
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025 the protection zone's size practically does not change. 
At angles, 025 00 6555  . At curves, the 070
effectiveness of the gas protection is completely compromised. 
If the length of the protection zone is denoted by b, then the 
function b/DZ within 00 6515   can be approximated by the 
following expression: 


2

З 65
2,01 











D
b  

Following [6], let us outline an approximate solution for the 
impact of a flooded turbulent jet with a boundless plane surface. 
Schematically, the jet flow is divided into three regions (Fig.): 
1) a free jet, 2) a jet turning zone, and 3) a jet flowing over a 
solid surface. 

 
Fig. 4. Distribution of zones of influence among countries. 

The calculation scheme is based on experimental data 
characterizing the flow in each of these areas. Experiments have 
shown that the static pressure on the jet axis up to the turning 
zone practically does not differ from the pressure on the free 
flooded jet's axis, i.e., up to the turning zone, the flow parameters 
obey the laws of the free plane. The turning zone's flow is 
characterized by a significant change in pressure and a large 
curvature of the current lines. This zone has a transverse size on 
the order of the free jet's diameter before it comes into contact 
with the screen. Measurements of static pressure on the screen 
at different angles of impact of the plane with the screen 
showed that outside the turning zone, it is close to atmospheric, 
and at the exit from this zone does not exceed 3% of the velocity 
head in the free jet at the entrance to the turning zone. The jet's 
flow area, flowing on the screen surface, is characterized by 
constant pressure, almost equal to atmospheric pressure. The 
movement of liquid in this zone has a radial character, and the 
center of flow O is the point of intersection of the axis of the 
free jet with the plane of the screen. 

The line of maximum velocity in the jet above the screen 
surface corresponds to the exit from the turning zone and is close 
to a circle. Thus, the flowing jet flow is realized as if it spreads 
from a cylindrical circular source of variable height b*. The 
center of this source O is displaced relative to the point O by a 
distance (Fig.5). The results of measuring the vertical velocity 

distribution at different screen points showed that the relative 
velocity profiles 0u in the close point coordinates 0z are similar. 
The velocity profile is well described by Schlichting's formulas 
[7]. 

  25,10 1 u 





b
z

 z  

   1,00 /zu   z  

 
Fig. 5. Jet spread pattern. 

Here   is the thickness of the boundary layer; b is the 
thickness of the jet. Let's denote by 0

0 / Rll   , where l  is the 
distance from the exit section of the nozzle to the screen, 
measured along the jet's axis, R0 is the radius of the nozzle. 
Experiments have shown that for all values of parameters and

0l the thickness of the boundary layer along the screen is 
approximately 5 to 10% of the flowing jet's thickness. With 
distance from the center of propagation, O   ), increases 
linearly: 

  
  C

rr
bb








*

*  
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Where are     ** , rb some initial values of the jet thickness 
and radius. It follows from the experimental data that the angle 
of inclination of the boundaries of the flowing jet concerning the 
screen's plane is equal to arctg C and does not depend on the 
impact angle  and the angle  of. The velocity at the source 
outlet is constant and equal to *mu  . The outflow occurs in the 
direction of the radii drawn from the point O . According to the 
experimental data, it is possible to assume that the circular 
source's upper base is a plane that makes some angle with the 
plane of the screen. In this case, the height of the formations of 
the circular source, depending on the direction of propagation, 
will be expressed by the relation: 

 cos*  BAb  

The angle  differs from the angle by the value    , 
depending on . The radius of the cylindrical source R* when 
approaching the screen. Thus, to determine the flow at the exit 
from the turning zone, it is necessary to find three geometrical 
parameters A, B,  , which depend on the angle of impact of the 
jet with the screen plane  and the shape of the longitudinal 
velocity profile in the free plane before the turning zone, and one 

kinematic parameter *mu  , which depends on the value and 
distribution of velocity W in the free jet at the entrance to the 
circular source. The laws for the free plane determine the jet 
parameters before the turning zone. This is justified because the 
screen's presence does not significantly affect the flow in the jet 
up to the turning zone. Assume that the flow rate and kinetic 
energy of the flow are conserved during the turning process 
since the turning zone is short and there are no significant energy 
losses. With this in mind, we can write that 

 dsWdzdtu
b

st
  
*

0* 0

cos  

 dsWdzdtu
b

st
  
*

0

33

* 0

cos  

where 

  - is the angle between the radius vectors and *r   , drawn 

in the plane of the screen from points and O , respectively O , 

*t  - the boundary of the circular source, *b  - the height of the 
formations of the cylinder, z  - coordinate axis normal to the 

plane of the screen, 0s  - cross-sectional area of the free jet at the 
entrance to the turning area. The left parts of the above equations 
represent the flow rate and kinetic energy at the liquid exit from 
the turning zone, and the right parts represent the same values in 
the jet when approaching the turning zone. Assume that the 
velocity profiles do not depend on the angle   , that is,

   0
*

0
* zfuzu m   where *

0 /bzz  ,    0
0*

0
* RfWRW m   

where *
0 / RRR   . 

Then the flow and energy equations can be converted to the 
following form: 
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where 

R is the radial distance from the axis of the free jet to an 
arbitrary point, *R  - boundary radius of the free plane before the 
turning zone, *mW  - maximum speed (on the axis) in the aircraft 
before the turning zone, *mu  - is the maximum velocity at the 
outlet of the annular source, which does not depend on the angle 

of . If we take out and *mu *mW flow and energy, we obtain: 

 ** mm Wu   

             
1

0

5,00030
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00003
0 dzzfdRRRfdzzfdRRRf



To find the parameters A and B, characterizing the height of 
the cylindrical source, we will use the conditions of conservation 
of flow and momentum projection on the screen's plane. Let us 
write down the equations of conservation of flow and 
momentum projection, taking into account the similarity of 
velocity profiles: 

    *
2
*

0
1

0

1

0

00
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*
*
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t
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Converting these ratios, we obtain 

  






0
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Let us express cos as a function of the angle and   . 
From the geometric diagram of the reversal (Fig.5), we can 

derive the relation
22 cos2

coscos








 . 

Using these relations and neglecting the change compare
cos to cos , we obtain the flow and momentum equations, 

respectively, in the following form: 
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Dependencies ca  0jl  be obtained by numerical 

integration. Calculations have shown that at  1
0

0

0

2 ll
sA







85,00 0  . This formula is simplified: 





2
0sA  

This result means that the turning area's average height is 
almost independent of the angle  at which the jet collides with 
the screen. Let us determine the fourth unknown - the value of

0  . By analogy with an ideal fluid, let us assume the integral 
form about conservation of the flow rate in the angle element 
before and after the turn. Shows the jet section before the turning 
zone and the section at the base of the annular source. Drawing 
in the bottom of the cylinder's plane through the point O the line 
a-a, perpendicular to the axis X, we divide the liquid flow into 
two parts. Since the issue O is the quasi-source of the jet, all of 
the fluid to the right of a-a will move to the right, and the liquid 
to the left of this line will move to the left. In the jet's cross-

section 0s at a distance * from the plane's axis, it is also possible 
to draw a line ** aa   perpendicular to the axis X, which 
similarly divides the flow in the jet. Let us assume by analogy 
with the theory of an ideal fluid that the distances  and are *

proportional to the radii of the corresponding circles
0

*

* 





R

. Based on the adopted flow diagram, write the flow rate balance. 
The flow rate of gas flowing from the turning area is equal to
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0
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dzdzuG 


 , where    ,
0arccos . Since

cos* BAb   it makes sense to represent *G as a sum of
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The flow rate of gas flowing into the turning area is equal to

21 GGG  , where  cos/0  
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From the comparison of these relations, it follows that 

1*1 GG  , and since GG *  , and 2*2 GG  or else:

      




 

 dBdruddRRRu cos
00 0 . 

Converting this expression and neglecting the change in
cos  , we obtain equality of costs through the unshaded part of 

the sections:
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Because of the difficulties in calculating the integral in the 
right-hand side of this equality, we considered two limiting 
cases corresponding to triangular and rectangular velocity 
profiles at the turning area entrance. It turned out that in a wide 
range of values of the jet's angle of impact with the screen, the 
following dependence is well performed

   
1

0

5,0000
0

0 2cos dRRRf
. This formula can be used 

in the field of 7,0cos0   . The valuecan be obtained either 
by numerical integration or by extrapolation using the condition 
for large values. Using the results obtained above and 
introducing the notation 
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Let us write out the final formulas for calculating the 
parameters of the ring source: 
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The value of the coefficient k is an experimental constant 
and is equal to 1.5. To calculate the propagation of the jet over 
the screen, we will use the empirical fact of its boundaries' 
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straightness at a constant angle of inclination to the screen 
surface for propagation directions. Consider the motion of a 
fluid element in cylindrical coordinates O  , z, r,  . Let us write 
down for the selected elementary volume of fluid the equation 
of change of momentum: 

   
1 2

0
32122

0

2
211

2
1

b b

TTTdLdzudLdzu
,   **1 bCrrb   ,

  **2 bCrdrrb   rddL 1 ,   ddrrdL 2  
where b is the height of the element, S1, S2 are the areas of the 
first and second faces of the component, respectively, T1 is the 
friction force on the bottom edge adjacent to the screen, T2, T3 
- friction forces on the side faces of the element. 

The action of the pressure forces is mutually balanced. After 
estimating the magnitude of the equation terms, we conclude 
that friction forces in total give no more than 5% of the 
importance of the change in momentum. This makes it possible 
to neglect the friction forces. Given the similarity of the velocity 
profiles and discarding the terms of the second-order of 
smallness, we finally obtain the differential equation

     drbCrrubCrrrdu mm **
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2 2  . 

Integration of the equation is performed under the boundary 

condition: ** mmm Wuu   *rr  . 

The result is that 


1

1
cos

1
**

*
00

*222
























r
r

R
r

BA
Ck

r
rWu mm 

  

Values and cos  are determined from geometric 
considerations 
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It follows from these formulas that at sufficiently large r, the 
value of the maximum velocity at an arbitrary point of the screen 
weakly depends on l and is determined only by the angle of 
impact of the jet with the screen. If the screen is located within 
the initial section of the plane ( 9/ 0

0  Rll ), then 

 1/ 0* mm WW  0
10* 1/ lkRR   

If the screen is placed on the central part of the jet ( 90 l  ), 
then 

 0
30* / lkWW mm   0

20* / lkRR   

Here 14,01 k  ; 22,02 k  ; 4,123 k . When determining the 
velocity profiles at the entrance to the turning zone 90 l , we 
need to know the ordinate of the inner boundary of the mixing 
zone 1R  , which is found from the ratio 

   0
010 08,0/ lRRR   

When calculating the values of  ,   ,  the importance of 

integrals 
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 for the initial section of the jet is 
calculated by the formula: 
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Here *1
0
1 / RRR   ,    1*1 / RRRR  . The 

Schlichting formula describes the velocity profile at the source 
outlet 

    25,1
0 1  f  

To describe the velocity profile for further propagation of the 
jet through the screen, the Schlichting profile with boundary 
layer in mind is used 

  25,10 1 
mu

uu   zb 

    1,00 /zu  z  

where b is the thickness of the jet flowing on the screen, 
  - is the thickness of the boundary layer in the jet flowing 

over the screen 







b
z

. 

 

III. RESULTS OF COMPUTER MODELING 
The results of calculations using the obtained formulas are 

shown in Fig.6-7. Unfortunately, the solution given here is only 
marginally applicable to protective jets since it satisfactorily 
describes the flow only in the jet's flowing part. The size of the 
protection zone DZ of interest to us in this theory can be 
estimated very approximately by the value of the conditional 
source's radius  . The solution consists of the following main 
stages: 

1) Selecting the computational domain 

2) Setting the equations of the mathematical model 

3) Setting the initial and boundary conditions 

4) Setting the computational grid 
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5) Carrying out a numerical calculation 

6) Viewing and analyzing the results obtained 

The calculation was carried out using the FlowVision-HPC 
software package [8], which is designed for numerical modeling 
of three-dimensional laminar and turbulent, stationary, and 
unsteady liquid and gas flows. 

The software package is based on the finite volume method, 
high-precision difference schemes, effective numerical 
methods, and reliable mathematical models of physical 
processes. 

 
Fig. 6. Carbon dioxide concentration in the section plane. 

 
Fig. 7. Streamlines. 

An experiment at the Joint Stock Company "Production 
Association 'Northern machine-building enterprise" has shown 
the proposed model's relatively high efficiency. 

IV. CONCLUSION 
The wide range of shielding gases used makes this method 

widespread concerning metals to be welded and their thickness. 

The main advantages of the considered welding method are as 
follows: 

 high quality of welded joints on a variety of metals and 
their alloys of different thicknesses, especially when 
welding in inert gases due to low waste of alloying 
elements; 

 the possibility of welding in various spatial positions; 

 no operations for filling and cleaning flux and 
removing slag; 

 the ability to observe the formation of a seam, which is 
especially important in mechanized welding; 

 high productivity and ease of mechanization and 
automation of the process; 

 low cost when using active shielding gases; 

 the ability to weld at different ambient temperatures, 
which is very important in the Arctic. 

This welding method's disadvantage is the complex process 
of adjusting the welding location, pressure, and direction of 
shielding gas supply. To eliminate this drawback, we created a 
mathematical model and implemented it in the FlowVision 
program. An experiment at a shipbuilding plant showed 
reasonably high efficiency of the proposed model. 
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Abstract— The world is globalized day by day so the demand 

of automated machine has increased rapidly. In restaurant or 

offices, factories, homes, hospitals, automation robot holds a 

significant contribution. In this paper we have designed and 

implemented a smart automated system using over head crane. 

As the proposed system is overhead type so it needs no extra 

space in the ground. Most of the smart restaurants in the world 

are using line following robot to serve food to customer. The 

installation cost of line following robots is high. For this reason, 

it's difficult for developing countries to build a smart restaurant. 

So, we have designed a smart system for serving at restaurant 

by using overhead crane, which is cost effective. Also due to the 

ongoing Covid-19 epidemic, the restaurant business is in 

recession. With this proposed system, it is possible to provide 

food directly from the kitchen to the customer's table while 

maintaining social distance and following hygienic rules. 

Keywords—PIC16F72 microcontroller; ULN2003 Motor 

Driver IC; IR LED; LM7805 Voltage Controller; LM2576 DC- 

DC Converter; Covid-19. 

I. INTRODUCTION 

Automation control is the use of different control systems 
for running devices, such as machines, processes in plants, 
boilers and heat treating ovens, switching on 
telecommunication networks, steering and stabilizing ships, 
aircraft and other applications and vehicles with limited or 
decreased human interference. A mobile robot is a software- 
controlled system that uses sensors and other technologies to 
recognize and move around its surroundings. The use of 
mobile robots makes the complex and laborious tasks easy, 
reduces human error, increases efficiency, and enables 
continuous work without taking rest. We have made a frame 
work that is an overhead wheel based system which works 
with relay, IR sensor and microcontroller PIC16F72. The 
restaurant has been divided into a certain number of row and 
column sections through IR sensor. The table on which the 
food will be served in any row and column section of the 
restaurant will be calculated by the microcontroller 
PIC16F72. The overhead crane will collect food from the 
kitchen and serve it at the designated table. 

 

II. LITERATURE RIVIEW 

There have been a number of studies on smart restaurant 

serving in the past. Automated  Restaurant  Service  Program  

Using  a  Robot  Line  Follower  has  developed a system on 

automated food serving [1]. This project can be used to 

maintain a restaurant to take orders and serve the same route 

the follower robot allows also travels with a particular course. 

This direction perhaps a black belt on a white frame or a white 

belt on a black frame, but it may be transparent to the 

magnetic field. This route utilized for this venture was a black 

one on a white frame. With the help of IR sensors, this route 

had tracked, also this sensor readings were utilized to operate 

the engine operator that was mounted over this robot which 

was the main reason for the robot motion.  

To communicate between the robot and the customer, 

NRF transceivers were used. A. Jain et. al. developed a 

system in which robot’s first task was to move around the 

room to find collectible locations, i.e. tables [2]. Once a table 

has been set up by a computer, the job is to collect the various 

objects on the table.  

The robot was designed to identify and collect the table 

below. N. Malik et. al. from Moradabad Institute of 

Technology Moradabad in India designed a robot which were 

designed in such a way that they can greet the visitor, order 

and sever the food to the customer [3]. 

 R.Poonguzhali et. al. from Periyar Manniammai Institute 

of Science and Technology designed a Wheeled Robotic 

System in which the LCD, Keypad and Bluetooth modules 

were the basis for the menu bar [4]. By using the automated 

menu bar to place the order the customer needs. This order 

was transmitted via the communication network to the 

kitchen and reception. Then the Waiter robot will transport 

food to the customer from the kitchen.  

Ademola Abdulkareem et. al. from covenant university, 

Ota ,Nigeria developed smart autonomous mobile robot [5]. 

When customers arrive, they have to press the button to 
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(a) Front view                            (b) Top view 

Fig 1. Implemented Prototype of Smart Food Service. 

refresh themselves. The LED at the start point and the LED 

at the junction from which the robot moves to work towards 

the table will glow as the button is pressed (switch is on). The 

robot began after a black line when it got a white light when 

it turned left or right and served the refreshment accordingly. 

Upon working, the returning black line route will lead again 

and arrive at the starting position. 

 M. Asif et. al. from Riphah International University, 

Islamabad designed a line following waiter robot which 

provides the client with adequate restaurant service [6]. If a 

person wants to place an order, he or she can call the robot 

simply by pressing a switch on his desk. The whole device 

made use of RF technology. 

 Afsheen Salmiya et. al. designed a self-sufficient waiter 

robo in which a waiter based on robotic technique was planned 

and implemented for a two-room office [7]. The waiter robot 

was built to accept requests from the kitchen boy via android 

applications, collect food / drinks (max600grams), travel to 

the destination (the individual sending the request) and return 

to the place of origin after delivery of the requested food / 

drinks. 

The goal is to develop a small-scale robot called the 

Serving Robot, which can aid in the development of robotic 

assistance technologies. A robot that acts as a personal 

assistant should be able to help in a variety of settings, 

whether it is a research lab, a clinic, or even at home. 

 Effective and effective jobs as we do with robots: 

 Reduces customer waiting time. 

 One-time system investment. 

 Work can be easier and can reduce labor costs. 

 When customers place their own orders, the number 

of waiter staff may be reduced. 

 Procedures are carried out with accuracy and high 

repeatability. 

 Serving food to the customer while maintaining 

social and safe distance due to Covid 19 pandemic. 

Considering the previous work, we have seen that each of 

them has basically used Line following Robot, which is very 

expensive. Perhaps it is better for developed countries to bear 

the cost. But it is difficult for developing countries to bear this 

high cost and also need a certain amount of space allocated 

for restaurants that are using line following robots. If there is 

any kind of involuntary obstruction in that space, the robot 

needs more time than the allotted time, which is undesirable 

for the restaurant business. In addition, the perimeter of the 

restaurant needs to be enlarged for the installation of robots 

and lines. On the other hand, for an overhead system doesn’t 

require extra space to set up, so the restaurant has the potential 

to be economically viable and make the restaurant 

environment more attractive by setting up the required 

number of tables. So, a smart restaurant using overhead crane 

has been developed at a very low cost to keep pace with the 

developed world. 

III. SYSTEM OVERVIEW 

This prototype is microcontroller and relay based. Also 

IR sensor will play important role in this project. 

 

 

 

 

 

 

 

 

 

 

In this system we mainly used PIC16F72 microcontroller, 

ULN 2003 motor driver IC, IR LED, Liquid Crystal Display 

(LCD),LM7805 voltage regulator,LM2576 DC-DC 

Converter, Gear Motor, Limit Switch, Resistor, Capacitor, 

Diode. “Fig.1.” shows the implemented prototype of smart 

food serving using overhead crane. 

In this prototype, we have designed a total number of nine 

tables and one kitchen which is separated by four rows and 

three columns with the help of IR sensors. “Fig.1.” shows the 

implemented prototype of smart food serving using overhead 

crane. The block diagram of proposed project is shown in 

“Fig.2.” 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 2. Block diagram. 
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There are total seven motors which have been used in the 

overhead crane, of which four motors are used to move the  

 

 

Fig 3. Flow chart. 

overhead crane to forward /backward direction, two to the 

right/left direction and one to up/down for collecting food 

from the kitchen and serving food at the designated table. 

After activating the system in the initial state, any table will be 

selected with the help of push button. Different analog 

voltages are generated due to the use of different resistors 

with push button. Converting analog voltage to digital voltage 

through ADC , microcontroller will Calculate the row and 

column number for the table. “Fig.3.” shows the flow chart of 

the proposed system. 

There are seven motor connected to ULN 2003 motor 

driver which is connected to port C of microcontroller. Crane 

up /down motor connected to pin number 13 and 14. 

Forward/backward motor connected with 15 and 16 number 

pin and right/left direction motor connected to 17 and18 

number pin of  PIC16F72  “Fig.4.” shows the circuit diagram. 

In order to serve the food, we use row sensors and column 

sensors in port A, port B and port C. After pressing any key, 

the microcontroller will measure the row and column number, 

then the crane will down when pin number 14(RC2) will be 

high. After collecting the food, the crane will up when pin 

number 13(RC1) will be high. It will go up until the crane 

limit or pin number 23 goes high then it will go forward. In 

this situation pin number 15 (forward direction) will high to 

  

 

go to row with the aid of row sensor Again the crane will go  

 

  Fig 4. Circuit diagram. 

down to deliver the food and after serving it will go up and 

go back to middle position with the aid of right/left motor. 

Suppose the crane is in the left position, so it needs to go right 

direction to go to middle point that means pin number 17 

(right direction) will high. After reaching middle point it will 

go back to the kitchen, for this purpose pin number 16 will 

high. “Fig.5.” shows the structure of over head crane. 

 

Fig 5.  Structure of overhead crane. 
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IV. WORKING MODE AND RESULT ANALYSIS 

The output of the system is shown in “Fig.6.” to “Fig.9.” 

 

     Fig 6. When turn on the device then it needs location. 

A. Initial State of working mode 

When we turned on the device then microcontroller send 

the information in main circuit and main circuit transfer the 

information to microcontroller circuit. Then it needs location. 

The program selects the row and column for different tag. 

Then the information is collected by touch switch then motor 

driver circuit will be activated. .“Fig.6.” shows when we 

turned on the device, it needs location. 

Then location will display either yes or no to confirm the 

table number which is shown in “Fig.7.” 

B. Serving state of working mode 

When the information is sent, microcontroller software 

selects the row and column then photodiode can detect row 

and column because the PIN structure provides quick 

response time. PIN photodiodes are mainly used in high- 

speed applications and then it will collect food from the 

kitchen area. After taking food from kitchen, it would reach 

table number 1 and serving food. In the same way, we will 

assign a location to the number 2 table and that it is getting 

ready to serve. Same process it will serve food table number 

3, 4, 5, 6, 7, 8 and 9. “Fig.8.” shows the collecting food from 

the kitchen. 

 

 

 

 

 

 

 

 

 

 

 

The crane will go to row and column with the help of IR 

Sensor. The IR sensor is composed of two parts, the circuit  

 

 

 

 

 

 

emitter and the circuit receiver. This is known collectively as 

a Photo-Coupler, or Opto-Coupler. The emitter is an IR LED 

and the detector is a photodiode of the IR. The IR photodiode 

is sensitive to the IR light produced by an IR LED. The 

resistance to the photodiode and the output voltage change in 

relation to the received IR light. That is the IR detector 's basic 

operating theory, at last running the gear motor. “Fig.9.” 

shows getting ready to serve food and then it delivers the food 

to the customers. After delivering the food, it will go back to 

the kitchen automatically and waiting for the next order. 

V. COST ANALYSIS 

If we consider the 1st month (when the system is set up): 

Installment Cost = (1700+920) Tk = 2620 Tk 

Variable Cost = (60+60) Tk = 120 Tk Total Cost = 

Installment Cost + Variable Cost 

= (2620+120) Tk 

= 2740 Tk = 34.25 USD 

There is no installment cost after the 1st month and the overall 

cost is just the variable cost. 

 

Table 1. COST CALCULATION OF THE PROPOSED SYSTEM 

 

Cost 

 

Equipment Description 

 

Amount (Tk) 

 
 
 

Installment Cost 

 

Overhead Crane &Frame 
Cost 

 

1700/- 

 

Additional Equipment 
Cost 

 
920/- 

 
 

Variable Cost 

 

Motor, Wheel, Wire & 
LCD Cost 

 

60/- 

 

Additional Cost 
 

60/- 

 

 

Fig 7. Location will display either yes or no to confirm the table number. 

Fig 8. Collecting food from the kitchen. 

Fig 9. Getting ready to serve. 
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VI. CONCLUSION 

The idea of delivering food using a robot is not old but 
there are a number of technical challenges to address. It 
would be the cost involved first. To convince people that this 
automated food delivery system is workable, the point is that 
people should actually compare the cost of hiring a worker 
and purchasing a robot. It is therefore essential to keep costs 
down. The proposed project is an idea to keep pace with the 
developed world at low cost. The system can also be used in 
addition to restaurants, parks, offices, hospitals or market 
places which will help to continue activities while 
maintaining social distance in the ongoing Covid-19 
epidemic in the current world. 
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Abstract—This work presents a step forward solution for
solid waste collection using an adequate IoT-based practical
monitoring platform. The system is designed to assist Algerian
municipalities in collecting solid waste by monitoring the fullness
status of outdoor bins. The solution framework is based on (1)
wireless sensor nodes connecting the (2) intelligent bins to the
(3) monitoring station by sending the bins filling level status
for analysis in order to control the waste in real-time and
avoid bins over-filling. This process leads to an improvement in
waste management via bins collection-based route optimization
process. With the proposed solution, the benefit would be the
timely-efficient waste collection, operating costs and gas emissions
reduction, and preserve the environment from pollution with
future prediction of waste generation.

Index Terms—Municipal solid waste, IoT, Intelligent bin,
Gateway, Route optimization, Monitoring platform.

I. INTRODUCTION

A. Motivation

Nowadays, the volume of Municipal Solid Waste (MSW)
production is increasing very drastically and become a major
challenge for governments and countries due to unprece-
dented population growth, industrial and urban expansion,
and changes in the consumption habits and lifestyle of ur-
ban populations [1] [2]. According to worldwide studies,
the annual production of solid waste is expected to reach
approximately 3.40 billion tonnes by 2050, or an approximate
cost of 635.5 billion USD for municipal waste management
[3]. Additionally, waste generation in large cities has increased
rapidly over the past two decades. Furthermore, 85% of the
total MSW management budget is spent on waste collection
and transport [3].

Several studies have indicated the direct link between the
increase in waste production and the difficulty of its manage-
ment by traditional solutions, which leads to an inadequate
mechanism of collection, disposal, and mismanagement of
waste in cities resulting in a deterioration in the citizen’ quality

———–
This work is financially supported in part by the DGRSDT (Direction

Générale de la Recherche Scientifique et du Développement Technologique)
and CDTA (Centre de Développement des Technologies Avancées), Algeria,
as part of Socio-Economic Projects (SEP) 2019-2021. (Project Code: I-Bin,
N◦07/CDTA/DGRSDT ).

of life and economic losses. Thus, solid waste management has
become a major issue for the authorities responsible for the
lack of satisfactory solutions.

B. Algerian situation regarding waste management

In general, urban population growth and the average stan-
dard of living are the main factors contributing to large-scale
waste generation [4]. In the Algerian situation, a significant
increase in the rate of solid waste production of nearly
0.93 kg/person/day [5] due to several factors, such as the
economy has evolved steadily over the past two decades, the
regular increase in population (44.18 millions, 2020) [6], im-
proved financial resources, an increased level of consumption
of community life and more people are turning to city life.

Currently, the waste collection in Algerian context is based
on a static and passive model, carried out once a day by a
mechanical pressurized truck with a capacity of 7 to 10 tons
which is lifted, transported, and emptied mechanically. There
are several fixed waste collection points (bins) in a residential
area that make up the truck visit sequence, where they are
all collected in one way. In such a model, the capacity of
collection trucks is not used at the limit, and several bins are
overflowing as in Figure 1. As with other emerging countries,
an effective solution for Algerian solid waste management has
become the urgent need to replace the conventional way in
which municipalities manage waste collection.

Fig. 1. MSW collection points in a residential area (over-filling).

978-1-6654-4067-7/21/$31.00 ©2021 IEEE
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Therefore, a technology-based solution would be the best
option and could reduce the effort of the workforce involved in
the waste collection by adopting smart bins alerting that send
alerts for collection. This can be achieved by using a com-
bination set of modern information technologies that provide
necessary data [7] (sensor network, databases) and algorithms
for intelligent dynamic routing as shown in Figure 2(b) instead
of the traditional method of Figure 2(a). The application of
technology in environmental waste management will have
major benefits [8] in particular: (1) improve waste collection
services, (2) optimize resources and routes for drivers, (3)
minimize collection costs, (4) reduce carbon emissions and
enhance environmental quality.

Fig. 2. Waste collection plan (a) static model vs. (b) dynamic model [9].

II. LITERATURE SURVEY

There are many waste management systems proposed to
deal with different kinds of challenges existing with current
waste management systems in smart cities [10]. In terms of
adopting capacity, weight, temperature, humidity, and chemi-
cal (C-W-T-H-Ch) sensors, various models have been proposed
as in [11]–[14]. The authors in [11] introduced a MSW
management platform that exploits information from recycling
collection based on IoT technology, and which serves as a
model for waste collection introduced in Wuhan. The research
findings help city authorities to effectively use the information
produced at every step of the waste collection process and
ultimately achieve the goal of the smart cycle.

Authors in [12] proposed a dynamic optimization model for
solid waste recycling based on material recycling and dynamic
optimization. The work represents a significant development
of a dynamic decision model that includes state variables and
is compatible with the quality of the waste in each bin on a
daily basis by (1) controlling the variables, thus determining
the quality of collected materials, (2) determining the routes
of each waste-truck to reduce the total costs of collection.
Furthermore, the decision model is integrated into a decision-
support system that is activated with a Geographic Information
System (GIS). The demonstration of the concept and its
efficiency was carried out as a case study in the municipality
of Cogoleto in Italy. A significant advantage has been obtained
by improving waste collection 2.5 times more than the current
estimated policy.

A monitoring system for solid waste bins and trucks that
are activated by Radio Frequency Identification (RFID) and
Information Communications Technology (ICT) has been pro-
posed in [13]. The work provides an integrated system for effi-
cient waste collection by adopting Global Positioning Systems
(GPS), GIS, and cameras to design an intelligent container
and truck surveillance system by introducing an integrated
theoretical framework based on hardware engineering and an
inference algorithm, in which the model includes a database
that stores information about garbage containers and trucks. In
addition, data is collected and used via a monitoring system
for effective planning and routing using an advanced Graphical
User Interface (GUI) which includes real-time images pro-
cessing, graphical analysis, waste estimation, and container
information. Experimental results prove the stability and high
performance of the proposed monitoring system.

Proposed in [14], a prototype for monitoring solid bins with
an energy-efficient detection model; this research expands [11]
by describing a system that responds online when waste is
thrown into the bins. The system architecture is based on three
levels, (1) the lower one includes the sensors integrated into
the bins while the energy-efficient model detects and transmits
the measurements to (2) the intermediate level, which includes
a gateway that stores and transmits data from the bins to the
control station, and (3) the top level stores and analyzes the
data for later use. This system is able to reduce truck operating
costs and pollutant emissions by providing collected data to
the Decision Support System (DSS) which includes dynamic
routing of waste collection.

Related works on waste collection containers for content es-
timation and collection optimization based on capacity, weight,
temperature, humidity, and pressure (C-W-T-H-P) sensors are
discussed below. Authors in [15] designed and implemented
an appropriate urban SWM system based on the amount and
variety of waste prediction via adopting measures to correlate
waste capacity with residential population and consumption
index at different seasons of the year. The system prepared and
tested in the Pudong New Area, Shanghai (People’s Republic
of China) includes an intelligent container and sensors to
exploit the data used in further statistical inference processes.

In [16], the authors propose a collection monitoring model
for early detection and evaluation of waste through sensitized
bins. This research goes from [17] to the description of a new
application for monitoring MSW, based on distributed sensor
technology and GIS. This system has specific monitoring
requirements related to the rapid increase in the rate of
waste generation, the model tested and evaluated in Pudong,
Shanghai.

In addition, an energy-based model has been proposed to
improve solid waste collection in [18], which is applied in
a large urban area. The research extends [16] by providing
three dynamic scheduling and routing models which have
been enhanced by the improvement of paths. A model is
proposed in [19] to analyze the impact of solid waste Source
Segregation (SS) intensity on fuel consumption as well as
collection costs. The work provides an assessment of the
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fuel consumed and an analysis of the costs of solid waste
collection. A simulation model is also integrated to calculate
the time spent, the capacity of waste collected, and the fuel
consumption for a specific waste collection channel.

Moreover, a Web-GIS system has been proposed in [20] to
improve the viability of selective MSW collection in developed
and transient economies; issues related to the implementation
of the proposed model were also discussed. The model is
critically evaluated through two scenarios, (1) two European
case studies, where Web-GIS systems in Italy were the best
examples of selective collection optimization, and (2) two case
studies outside Europe, this scenario achieved 80% efficiency
of waste source separation in the recycling purposes.

The Smart-M3 platform was examined and exploited by
[21] to model smart planning and monitoring of urban solid
waste management by leveraging IoT technology. The authors
seek to solve the problem of waste collection by integrating
the context of heterogeneous interconnected devices and by
sharing data involving a large part of the urban population.
They stated the benefits for service providers and users can
achieve significant cost savings, while users enjoy Quality of
Service (QoS).

Furthermore, many researchers are integrating RFID on a
large scale for tagging and identification as part of solid waste
collection infrastructure [10]. Authors in [22] proposed RFID
and weight-sensor technology as part of the intelligent real-
time waste collection system. Weight measurement processes
are integrated into the proposed real-time waste collection sys-
tem; the work ended with an application that leverages RFID
data and weight sensors to define an automatic Waste Identity,
Weight, and Stolen Bins Identification System (WIWSBIS).

A further effort by [23] who proposed real-time traceability
data based on a multi-objective waste collection model sup-
ported by various IoT mechanisms to implement an efficient
and innovative waste collection routing model. The authors
declared that knowing the real-time data related to trucks and
the actual level of the bins allows a dynamic routing and
scheduling plans. The framework is integrated with an inno-
vative dynamic routing model using real-time traceability data
from an Italian city of 100, 000 inhabitants. The model has
been tested and validated by simulation; while an economic
feasibility study is also being carried out.

In [24], authors proposed an automated bin level detection
system by using an advanced image processing approach
integrated with ICTnd a camera for bin level detection. The
system is evaluated by training and testing features extracted
by Gray-Level Cooccurrence Matrix (GLCM) with Multilayer
Perception (MLP) and K-Nearest Neighbor (KNN) classifiers.
The authors stated the robustness of their system and the
ability to apply it at different types of level detection of waste
and bins under various conditions.

A. Contribution

This article describes an integrated smart solution developed
for solid waste collection to support the current waste col-

lection practices in Algerian municipalities (static model) and
responds to the lack of a real-time monitoring system (dynamic
model). The solution consists mainly of two modules, (1)
monitor system receives the fill level of the outdoor bins
measured using sensor node, reported via cellular networks
(GPRS) to the platform known as I-Bin Platform, providing
the (2) waste collector module with a route map allowing a
truck management system and drivers to focus on routes con-
taining most bins with optimum fill levels for collection. Most
contributions concerning the proposed solution are: (1) Design
and deploy real-time IoT sensor node (ability to measure the
bin’s capacity). (2) Design a new platform (I-Bin Platform)
for data collection and analysis for smart management. (3)
Integration and real-time testing of the developed system.

Furthermore, recycling is one of the most efficient ways to
manage waste that is environmentally friendly. Among MSW
recycling, authors in [25] proposed a real-time robust iden-
tification system for polyethylene terephthalate (PET) plastic
using a probabilistic approach to model the color, size, and
distance of the adjacent tape to differentiate between PET and
non-PET plastic materials.

This article is organized as follows. Literature review of
relevant works are highlighted in Section II. The examined
methodology includes a theoretical framework, system archi-
tecture, and physical designs are presented in section III.
System setup and implementation are given in section IV.
Results and performances with brief limitations are discussed
in section V. Conclusions and future work are provided in
section VI.

III. METHODOLOGY

The effective design methodology for a real-time solid waste
management system uses specific hardware, IoT devices, and
programming tools, where the methodology is divided into dif-
ferent parts: (1) theoretical framework, (2) system architecture,
and (3) physical design based soft-decision algorithms.

A. Theoretical Framework

Figure 3 illustrates the theoretical framework for remote
monitoring of bins filling level, using IoT technologies to
prevent waste overflow via municipal authorities notification
of waste collection manner and times. Main actors involved:
smart bin, monitoring system, and collector truck for disposal.

Fig. 3. A theoretical framework to remotely monitor the bins.
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The smart bin located in the intended location (house,
mosque, hospital, school, etc.) will be registered in the central
system. The bin’s cover will be embedded with an integrated
circuit board for a real-time waste data sensor. The sensors
equipped with a cellular network as a gateway to transfer the
bins’ fill level status to the central database of the system.
The monitoring system manager browses and retrieves the
information processed for waste collection and transportation;
then, it determines the optimal path for truck drivers to collect
and dispose of waste.

B. System Architecture

Three main parts from the lower-tier (sensor node) to the
upper-tier (control station) through the middle-tier (gateway)
represent the system architecture as shown in Figure 4. The
sensor node (smart bin) collects the waste status and commu-
nicates with the gateway, which is an aggregation layer and
message broker providing linking and transmission capabilities
to the control station (end-user), which contains a server to
store collected data from smart bins located in the city streets,
in addition to a processing module for data computing and
routing optimization.

Fig. 4. Main part of the system architecture.

C. Physical Design

Physically, the designed system is based on three main parts:
1) Senor node: consists of sensors, micro-controller, net-

work interface, and power supply attached to the bin cover
for data collection and transmission.

• Sensors: composed of three types, (1) the HC-SR04 ultra-
sonic sensor to measures the bins fill-level. (2) the DHT-
11 model for temperature and humidity sensing inside and

surrounding the bin, helping to predict incoming fires or
unwanted events.

• Micro-controller: memory and processing requirements,
minimum power consumption, and low-cost are fac-
tors to consider when selecting a micro-controller. The
PIC18F2550 considered as a good enough choice to
receive and transmit data from sensors to the server,
respectively via a network interface card and Internet
services, and is more cost-effective.

• Network interface: quad-band GSM/GPRS network ex-
pansion module (SIM800L V2.0) with an internal antenna
is used to send sensed data over GPRS to the remote web
server application.

• Battery: Currently, rechargeable batteries (5V ) are used
to power the first prototype. But wireless technology,
sensor data, and transmission rates are directly affected
by energy consumption, which leads to considering solar
energy charging for future use.

Figure 5 depicts the integrated circuit and sensing node
that sends and transmits the information to PIC via a specific
protocol to coordinate and control signals.

Fig. 5. Sensing node, (a) PCB model along with (b) physical design.

2) Gateway: receives sensed data from multiple bins, where
PIC collects the data from the sensors and sends it to
the gateway via TCP/IP using MQTT protocol through the
GSM/GPRS module. A broker running on the server, to receive
all data and route it to the appropriate NoSQL database for
storage. Rule engines will be used for data analysis and display
to end-user dashboard.

3) Control station: called I-Bin platform, developed and
contains a central server that hosts the database and retrieves
the data received from the gateway. The central server hosts
a web application-based GUI that monitors bin status and
user’s interaction with the system. This data can be used by
the control station to power programs such as data analysis,
optimization engines, and routing and planning applications.
The control station basically consists of three components that
work together as a processing unit:

• Storage unit: all data collected and information received
(sensor measurements, location, etc.) from different sen-
sors will be stored in the NoSQL database in an organized
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manner to be processed for future uses such as predicting
filling level and periodic planning of waste collection.

• Analysis unit: this is an algorithm-based computation unit
that helps to (1) calculate the best bins location with
respect to crowd and waste generation ratio in an outdoor
area, (2) calculate the distances to optimize the truck’s
routing paths, (3) scheduling and forecasting tasks for
waste collection (4) statistical analysis for further use.

• Visualisation unit: provides visual display and tracking
services to the end-user, including (1) real-time bins sta-
tus, (2) optimized routing paths, sub-system, and panels
designed for trucks, employees, and tasks management
based on updated information.

IV. SYSTEM SETUP AND IMPLEMENTATION

A. Deployment site

Calibration and setup regarding the proposed I-Bin platform
for the practical waste collection began with the site selection.
Figure 6 illustrates Google map of Baba Hassen city, Algeria,
chosen as deployment site for testing and examining the solu-
tion. It is a municipality in the capital Algiers (area: 8.75 km2)
and a suburb in northern Algeria. The city’s population was
23, 756 according to 2008 census [26].

Fig. 6. Deployment site, Baba Hassen city in Algiers, Algeria.

B. Bin layer: Fill levels setting

As shown in Figure 7, the state in the bins was calibrated
and monitored according to the three filling levels as follows:

• Bin-Low Level (BLL): this level defined as an initial step,
bins are empty or emptied during the allotted time.

• Bin-Half Level (BHL): this level defined as a new status
of bins to predict their filling time, useful for estimating
the waste cost of trucks in terms of time and fuel.

• Bin-Full Level (BFL): this level reflects the overcapacity
of the bins, which requires alerting the authority and truck
drivers for the collection time.

The three fill-level for bin monitoring were examined with
two different calibration modes:

• Adjust-Calibration (Adju-Calib): when the user selects
this mode on the panel platform, the filling level will
be arranged as indicated in Table I (first row).

Fig. 7. Ultrasonic fill level sensor, (a) BLL, (b) BHL, and (c) BFL.

• Adaptive-Calibration (Adpt-Calib): when the user handles
this mode, regardless of the status of high-level and low-
level bins, the level will be controlled manually via the
control panel slider to required values in Table I (second
row).

TABLE I
LEVEL BIN AND CALIBRATION SETTING MODES

Mode Fill levels setting
types BLL BHL BFL

Adju-Calib BLL ≤ H
3

H
3

< BHL ≤ 2× H
3

2× H
3

< BFL
Adpt-Calib BLL ≤ Th Th < BHL ≤ 2× Th 2× Th < BFL
H=Bin Height. Th=Setting Index (Threshold)

C. Data Layer: Device and gateway work-flow

Figures 8 (a) and (b) are flowcharts and data layer struc-
tures used for operating principles and gateway networks and
include key elements and logical decision-making processes.
Clearly shown the way of real-time detection of bins status,
device activity, gateway, and their intra-communication. In
short, after turning on the device, the micro-controller will
start reading the data from the sensor and send it at regular
intervals through a gateway that receives it and transmits it to
the server. All data is stored in the database and required data
is visualized in real-time.

D. User layer

At this point, end-users manage the waste monitoring and
collection process through the I-Bin web platform which
includes real-time system monitoring and waste collection
modules.

1) System Monitor: in short, the system administrator is the
end-user that is able to monitor the current state of the entire
system by adding, updating, and removing smart bins from
the central system. In addition to providing mapping of the
current waste situation, statistical data and various analysis can
be performed on historical data provided to the municipality
in order to make important decisions regarding updates to the
waste management policy.

2) Waste Collector: this unit for users collects targeted
bins according to the shortest optimized path. The unit’s
purpose is to guide and improve the collection path, unlike
the static path model that collects every bin, whether full or
not. The waste collection can be done quickly, efficiently, and
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Fig. 8. Workflow of (a) sensing device and (b) gateway.

inexpensively only when the truck is able to perform collection
based on the shortest way. In this step, the platform introduces
a Dynamic Routing Model (DRM) to the waste collector for
waste collection. The DRM carried out in two different stages,
(1) DRM-Pattern Mining and (2) DRM-Optimal Routing.

a) DRM-Pattern Mining: for the purpose to extract a
pattern function reflecting the distribution of the bins by
analyzing the data fill-level and determine when the bins
are full or nearly full. This process permits collecting the
maximum amount of waste and gives more time to fill the bins.
This can be achieved in two different ways: Pattern-A (pick
only fully bins), and Pattern-B (pick medium and fully bins)
according to Variable Assessment References (VAR) computed
from equation (1). BFL and BHL reflect number of the daily
collected bins with fully and medium filling levels respectively,
from 9 : 00 p.m. to 9 : 00 a.m. with one-hour interval.


V AR =

∑
(BFLi)+

∑
(BHLi)∑

Bini
× 100

Adopt Pattern(A) if V AR ≥ 50%
Adopt Pattern(B) if V AR < 50%

(1)

b) DRM-Optimal Routing: for the purpose to reduce
waste collection path, this step adopted A-Star (A*) search
algorithm [27] [28] using either pattern (A or B) extracted from
the previous step to optimize and approximate the shortest
path in real-time situations. In addition, two basic aspects can
be achieved: (1) determine the optimal path between different
sites; (2) estimate time or set of times when a particular route
is to be performed.

V. RESULTS AND DISCUSSIONS

A similar case study is shown in Figure 9. Baba Hassen city
map was examined to collect the fill level of the 50 bins placed
in different places, and the colors indicate the packing capacity
of the bins: yellow, blue, and red indicating low, medium, and
full levels, respectively.

A. I-Bin platform

This is a web-based monitoring platform provides to the
end-user a real-time screening status of bins and fill-level,
its sensing data, and amount of waste collected tagged with
indicated three different colors. Shown in Figure 9 is the
control panel from the I-Bin platform, displaying information
such as bin ID, fill-level, date and time, and details including
sensor node coordinates, temperature, humidity, and current
battery power are retrieved and displayed in the status tool.

The progress bars appear and show the recent fill-level bins
status. All this data stored in the database will be further used
to optimize the waste collection path. The results returned
by the calculation process appear visually in the Panel Map
with additional settings tool includes VAR index measurement,
algorithms for VAR-based routing, and pattern mining (A or
B) for finding the shortest path and alternates routes in real-
time. All these data are stored in the database and will be used
further to optimize the waste collection route.

Fig. 9. Control panel from I-Bin platform with bins distribution and their
waste fill-levels status, blue (low), yellow (medium), and red (full).

B. Event processing

The waste collection managed dynamically with timely-
based updates. The waste truck visits and collects the specified
bins only when it receives alerts from the sensors of outdoor
bins within a specified period of time or according to the
VAR index setting. Figures 10 and 11 represent the results
of the optimized waste collection route of the targeted bins
when employing the VAR index with both patterns (A) and
(B) respectively. In this instance, the truck speed was set to
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20 km/h when is weightless and otherwise at 80 km/h. Due
to traffic rules and truck capacity restrictions, each bin pick-up
and unload with a specific estimated time.

In short, Figure 10 shows the optimal extraction of the
roadmap for waste collection using pattern (A) as in equation
(1) with alerts indicator of V AR ≥ 50%. In this case, only the
filled bins (red color) send an alert for collection and emptying.
Waste collection process and truck expenses cost (Ci) was cal-
culated with setting of Ci = [20 Km/h, 7.08 Km, 1h31m],
reflects the truck’s speed, estimated distance, and additional
estimated-time (E-Time++) respectively, and i indicates the
number of routes generated for bins collection. On the other
hand, Figure 11 illustrates the waste to be collected according
to the optimal route extracted using pattern (B), with equation
(1), and alerts index V AR < 50%. Both filled and half-filled
bins (red and yellow colors) were alerted for collection and
emptying. In this case, Ci = [20 Km/h, 11.55 Km, 1h44m]
was obtained as the waste-collection cost and expenses.

Fig. 10. Control panel from I-Bin platform, DRM-optimal route map through
Pattern-A.

From the above, waste collection via DRM roadmap based
on pattern (B) required more expense in terms of distance
and time consumption compared to pattern (A). Meanwhile,
using pattern (B) improves the efficiency of the collection in
terms of number of bins collected daily, resulting in further
improvement of waste collection and monitoring. In order
to effectively monitor and collect accurate data in real-time
and help reduce operating costs, the optimal route can be
set auto mode to alert for waste collection based on VAR
measurement. Moreover, the optimal routing can also be set
manually according to the needs of waste management user.

C. Dynamic Scheduling

Besides the above, the added value is also the developed
model for dynamic routing and prior planning that helps
in dynamic scheduling and better system management. In
addition to specifying a time or set of times when a certain

Fig. 11. Control panel from I-Bin platform, DRM-optimal route map through
pattern-B.

route is run, the dynamic planning system provides three
subsystems, related to personnel, trucks, and tasks to support
collection, management, and reducing waste costs.

So far, hardware implementation is the critical challenge
with many issues such as (1) scarcity of various high-quality
components required, (2) real-time fault reading has emerged
with many components of detection, (3) the system tested and
limited to only 50 bins, and more challenges will arise when
it comes to managing more bins, (4) IoT-enabled technology
directly affected by power consumption, prompting consider-
ation of enabled solar charging for future use.

VI. CONCLUSION

This article discussed practical IoT-enabled monitoring solid
waste management system to be implemented in the city of
Baba Hassen (Algiers), combines the use of outdoor bins with
remote fill level sensor technology for triggering of smart
collection when outdoor bins are full or almost. The waste
level in each bin sensed and transmitted to a central manage-
ment platform can be accessed remotely in any web browser
to perform the collection process. The system provides route
details to the collection truck fleet management system, allow-
ing drivers to focus on routes with most bins of optimum fill
levels for collection. Using the I-Bin platform, city authorities
can now explore avenues for smart waste management using
the power of technology, resulting in cost reduction for waste
management, automation, and optimization of daily activities,
simultaneously improving services and avoiding bins over-
filling on street. Future work includes; (1) seamless integration
of smart bins with a cloud-based web application in order to
avoid delays in the internet service of mobile operators, and
(2) develop mobile apps through which citizens can report
incidents and locations of illegal or abandoned waste.
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Abstract—Real-Estate rent prediction in housing market anal-
ysis plays a key role in calculating the Rate of Return - a
salient index used to evaluate real-estate investment options.
Accurate rent prediction in real estate investment can help in
generating capital gains and guaranty a financial success. In
this paper, we carry out a comprehensive analysis and study of
seven machine learning algorithms for rent prediction, including
Linear Regression, Multilayer Perceptron, Random Forest, KNN,
Locally Weighted Learning, SMO, and KStar algorithms. We
train new model for the US territory, including three house types
of single-family, townhouse, and condo. Each data instance in the
dataset has 21 internal attributes (e.g., area space, price, number
of bed/bathroom, rent, school rating, so forth). A subset of the
collected features selected by filter methods for the prediction
models. We also employ a hierarchical clustering approach to
cluster the data based on two factors of house type, and average
rent estimate of zip codes. The empirical results suggest that the
rent prediction models based on lazy learning algorithms lead to
higher accuracy and lower prediction error compared to eager
learning methods.

Index Terms—housing analytics, applied machine learning,
rent prediction, data mining

I. INTRODUCTION

Real estate rent prediction has a key role in calculating the
Rate of Return- a measure used to evaluate the performance
of an investment in the housing market. Rate-of-Return can
measure the quality of a real estate investment over a time-
period and has two important factors: Net Present Value and
Future Value.Proper rental property investments can lead to a
successful and profitable Rate of Return over time. However,
such ventures can be very risky due to miscalculation or
inaccuracy of algorithms used in rent prediction. Applying
machine learning algorithms to perform house rent prediction
is not a novel trend. Lambert and Greenland [1] investigate
eager learning methods like Multi- Layer perceptron, and
bagging REP trees to estimate the rental rate for both the
land-owners and students interested in renting a place close
to a university campus. The training set contains two property
types: i) apartment and ii) condo. The coverage area of the
training set is limited to three distant zip codes surrounding a
university campus. The input features entertained in this work
include proximity to university campus, apartment appliances
(like Cable TV) and dimensions, the length of the apartment
contract, and the date of the residence’s constructions. The
study reports bagging REP trees as the best rent prediction
algorithm. However, the proposed global learning-based solu-

tion can generate a biased model due to the skewed data set,
all located surrounding a university campus.Machine learning
models can be used in social sciences [2]–[4] [5] [6] and
provides more view about peoples opinion about housing
market. Transfer models can provide more powerful insight
about house price prediction [7]–[9]

Machine learning models have advanced applications in
health [10]–[12], cyber security, computer hardware [13], [14]
and computer science [15]–[17] [18], [19]and business [20],
[21]. In the previous studies, the prediction models for real
estate rent/price prediction are very generic and they don’t
differentiate according to the house type and/or zip code [22]–
[24]. For instance, a generalized prediction model is proposed
by [25] for city-wise scope of data, to predict rent and house
prices. However, this can lead to inaccurate predictions. Rent
behavior is different, even for the real estate properties which
are in the same state/city or a close geo-spatial proximity from
each other. For instance, the zip codes 22066 and 20190 are
neighbors but they show a very different behavior in terms
of the average rent price. In addition, statistical data shows
that house type parameter affects the rent price due to internal
factors like area space, number of bed/bathrooms, HOA fee,
community factors, so forth.

The average rent price for a zip code depends on internal
factors (like house type, number of bedroom/bathrooms, house
price, area space, other) and external factors. In fact, external
factors like crime rate and school ratings corresponding to a
zip code impact the price of rent and are deal-breakers for
many real estate investors [26]. In this paper, internal house
properties as well as external attributes like walk score, transit
score, crime rate, and school rating are entertained. Walk score
indicates the errands that can be accomplished on foot or those
that require a car to nearby amenities. Transit score indicates
the connectivity (i.e., proximity to metro), access to jobs, and
frequency of service [27]. Crime score indicates the rate of
violent and non-violent incidents related to a zip code [28].

In the past studies, the impact of eager learning methods
for real estate rent/price prediction has been investigated
[1]. In general, unlike eager learning methods, lazy learning
(or instance learning) techniques aim at finding the local
optimal solutions for each test instance [29], [30]. Friedman,
Kohavi, and Yun in [29], and Homayouni, Hashemi, and
Hamzeh in [30] store the training instances and delay the
generalization until a new instance arrives. Another work
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carried out by Galv´an et al. [31], compares memory-based
(or locally) learning vs neural network methods, and report
the superiority of memory-based (i.e., lazy) learning method
over Neural Network approach using multiple data sets of UCI
machine learning data set repository, including Iris, Diabetes,
Sonar, Vehicle, car, and balance. In this study, the two lazy
learning algorithms, namely Integer Part and Atomic Radios
outperformed eager learning algorithms, namely SMO and
Naive Bayes algorithm. Our work is inspired by these research
explorations.

We collected a Zillow data set of 600K real estate properties
in Virginia State. In addition, transit score, walk score, and
crime rate are collected from information sources like alltran-
sit.cnt.org, walkscore.com, and crimereports.com respectively.
Transit parameters entertained in the data collected from
AllTransit data source clearly indicates the proximity to metro
as a significant parameter in determining the transit score of
a location.

The data set consists of three house types: town-house,
single family, and condo. This study is motivated by the need
to build models with respect to house type and zip code. To
deal with the sparse (i.e., thin) data in every zip code, we
divided the data set according to house type, and then applied
K-means clustering to generate subsets of instances within zip
codes with similar average rent prices. The clustering method
uses the similarity measure of average-rent to compute the
distance between the data points. The data samples in each
cluster is later used to train a rent prediction model.

In this work, we study the impact of several machine
learning methods on this data set by performing a comparative
analysis of lazy vs. eager learning methods. We report the
empirical results to show the superiority of lazy learning
algorithms over eager learning methods in real-estate rent
prediction for each house type and a subset of zip codes with
similar average rent prices. We examine the performance of
Linear Regression (LR), SMO, Multilayer Perceptron (MLP),
and Random Forest (FR) algorithms (eager/globally-based
learning) against KNN, locally weighted learning (LWL) and
K-star (K*) algorithms (lazy/memory-based learning), using
three performance evaluation metrics: i) R-squared , ii) Mean
Absolute Error (MAE), and iii) Area Under ROC Curve (AU-
ROC). The target variable is the rent price and the evaluation
metrics show the variance between the predicted target variable
and the actual rent price.

Our rent prediction algorithm uses a salient subset of data
set attributes, which is determined during feature selection
using Principal Component Analysis technique (PCA). PCA
technique filters out unwanted features based on each house
type (i.e., single family, town house, and condo), and indepen-
dent of the learning algorithm applied on the data.

For imputation, we removed the observations with many
missing attributes as the proportion of these instances to the
entire data set was less than 3%.

The remainder of this paper is structured as follows: In
section II related work is discussed. We describe the data
set used in this paper for analysis in section III. Section

IV describes our methodological framework including data
preprocessing, data exploration and feature selection, building
prediction models, and model evaluation. In section V, exper-
iments and results are discussed. Finally, section VI gives the
conclusion.

II. RELATED WORK

Real estate rent/price prediction using machine learning
techniques has already been studied in several works [22]–
[25]. In [32], PSO-SVM algorithm is used for real- estate price
prediction. In [33], [34], spatiotemporal dependencies between
housing transactions is used to predict future house prices.
However, this approach is limited by spatial autocorrelation,
since the degree of similarity between observations is not
solely based on the distance separating them.

Some of the previous work focus on hedonic price models
as a method of estimating the demand and value in the hous-
ing market and determination of house prices [35], [36]. In
these studies, rather than internal and external house features,
economic submarkets are used in the prediction model which
are defined in terms of the characteristics of neighborhoods or
census units. In [22] a sample size of 200 houses of all house
types in New Zealand were used in a hedonic price model
and an artificial neural network (ANN) model, and shows
that the eager method ANN outperforms the hedonic model.
The problem with the hedonic approach is disregarding the
differences between the properties in the same geographical
area.

Park and Bae in [37] determine the house sales trends of
the US housing market subject to the Standard & Poor’s Case-
Shiller home price indices and OFHEO which is the housing
price index of the Office of Federal Housing Enterprise
Oversight. The authors used and compared the classification
accuracy of four methods C4.5, RIPPER, Naı̈ve Bayesian, and
AdaBoost, where RIPPER algorithm outperformed others.

We are now at the age where people in different fields are
hacking their way into machine learning. Machine learning
techniques have become available as commodities which can
be used to perform prediction and classification tasks in vari-
ous domains like real-estate rent/price prediction. Bin Khamis
and Kamarudin in [20] compared the efficacy of the eager
learning method Neural Network (NN) against the hedonic
model Multiple-Linear Regression (MLR), and showed that
NN outperforms MLR. However, Galv´an et al. in [5], reports
the superiority of lazy learning methods over NN.

According to [38], eager learning methods can sometimes
lead to suboptimal predictions because of deriving a single
model that seeks to minimize the average error over the entire
data set, whereas lazy learning can help improve prediction
accuracy. While our study is inspired by [31], [38], we take
our analysis to the next level, by comparing the impact of
eager and lazy learning algorithms in the prediction accuracy
of the generated models with respect to each house type and
a subset of zip codes with similar average rent prices. We use
a two- layer clustering technique, and a subset of internal and
external real-estate property factors.
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Fig. 1. House Price Distribution

III. DATA SET DESCRIPTION

There are variety of housing data sources in the real estate
market. Zillow API [39] delivers home details including histor-
ical data on sales prices, year of sale, tax information, number
of bed/baths, so forth, for the US territory. In this paper,
we used the Zillow API to collect a data set of residential
housing data for the state of Virginia. The size of this data
set contains about 4000 housing property records (including
townhouse, single-family, and condo) with 21 attributes. In
addition, external attributes, namely walk score, transit score,
and crime rate are collected.

We collected transit score data from AllTransit data source
[27]: their dataset is collected from 824 agencies, and it
includes 662K stop locations and 13K routs. Transit and walk
scores are collected per household, while crime rate is obtained
for each zip code , normalized by the number of people living
in that area [40] using Selenium tool with Python. Crime score
data was normalized using Dickson method [40] indicated by
equation (1):

Incidentnorm =
CrimeIncidents

population
∗ 100, 000 (1)

We obtained zip code-wise population by collecting data from
www.moving.com.

IV. METHODOLOGY

A. Data Preprocessing

One of the rudimentary principles in calibration of machine
learning models when dealing with a biased data is to re-
sample the data to balance them [41]. Some of the areas have
much higher densities compared to other areas. To normalize
the data, we re-sampled the data in zip codes with higher house
prices due to their crowded density relative to the zip codes
with lower house prices.

For imputing the missing values of external attributes, we
used K-means clustering and KNN. The distances between
data points is calculated with respect to each cluster centroid.

To reduce the dimensionality of the data set and enhance
the generalization of the model, we perform feature selection
by applying PCA (principle component analysis) to all 21
attributes of the data set. However, before applying PCA,

Fig. 2. Correlation matrix based on house features

attributes are normalized based on Min-Max Normalization,
using equation (2):

Xnorm =
X −Xmin

Xmax −Xmin
(2)

B. Data Exploration

Figure 1 shows house Price Distribution for the state of
Virginia We analyzed the correlations between various vari-
ables of the data set to identify the co-linearity between
the variables. Discovering co-linearity between the data set
variables and the target variable yields valuable insights about
the dependent variables that affect the rent price. Figure 2
illustrates the co- linearity between the data set attributes in
the VA data set. Since zip code is a nominal attribute, there is
no collinearity between zip code and rent price. Also, there is
a strong dependency between rent and internal attributes like
number of bed/bathrooms, area space, year, and sale price. In
addition, there is a correlation between average rent price and
urban planning parameters (external attributes) of walk/transit-
score and crime-rate. The general trend indicates a positive
correlation between average rent and walk/transit score, and a
negative correlation between the average rent and crime rate
across multiple zip codes.

We hypothesize that there is a rent prediction model for
every house type within a zip code/similar zip codes. To test
this hypothesis, we carry out the following analysis:

Prior to attribute selection, to obtain a suitable represen-
tation of the data set, we apply PCA (principle component
analysis) to the 21 data set attributes. The attributes consist of
ZipID (a unique id for each house in the Zillow API), Number
of bed/baths, floor size (the area of the house based on SQF),
latitude and longitude (geographical location of each house),
year built (the year of house construction), status (house type),
zip code, house features (facilities in a house described by
owner), estimated rent (basic amount of rent price for each
house used as a class label in the prediction task), so forth.

Since zip code and house type are nominal attributes,
there is no collinearity between the rent price and these two
attributes.

C. Feature Selection

To identify important attributes, we apply PCA (principle
component analysis) - which is a well-known and studied
method- on three subsets of data samples, each subset covering
a different house type across all zip codes in the state of
Virginia. This is illustrated in Figure 3.
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unlike town house and condo, features like HOA fee,
walk score, and transit score show a very low variance for
single family instances. The higher variance of transit score,
especially for condos, explains the outpacing of median appre-
ciation rates of condos compared to single family detached-
houses in large metropolitan areas [42]. Number of bedrooms
is found to be an important feature only when house type
is single-family or town-house. Next, unlike town-house in-
stances, average school rating is discovered to be an important
feature for both single-family and condo instances. This can
be explained due to sparsity of school rating for town-house
instances in our data set. In our future work, we will employ
data mining techniques to obtain this information for town-
house instances.

We validated the above mentioned strategy by training
our models based on a data set including all house types,
and then based on each house type. We discovered that the
latter approach leads to relatively higher accuracy and lower
prediction error.

D. Data Clustering

First, we cluster the housing data set based on house type
and zip code attributes, to eventually learn a model for each
cluster. However, we observed that the some of the clusters
are very sparse with the number of instances below 100,
which could immensely affect the ability to train the prediction
models [43], [44]. To increase the density of the training
samples and facilitate the accuracy of prediction models at
the same time, we carried out a different strategy, first, we
divided the data set into three groups based on the house type
attribute. We refer to these groups as status-clusters. Next, we
calculated the average rent for every zip code in each status-
cluster. Furthermore, we applied K-means clustering to cluster
the content of each status-cluster based on the average-rent.
Using this clustering technique, we increased the density of
the training samples.

1) Problem Formulation: Given a status − clusterj ,i =
(sf, th, co) where sf=single-family, th= town-house, and
co=condo with a set of observations (o1, o2, · · · , om) where
each observation is a di dimensional vector, K-means cluster-
ing partitions the observations into n(n = k, h, gs.t., n� m)
sets S.

Fig. 3. The PCA plot for single family

Clustering the data points according average-rent implies
organizing instances of similar zip codes inside the same
cluster, e.g., cluster sj . The next task is to train a model for
each cluster sj : sj → Learner → fj , such that fj is a
rent prediction model. In this study, we build rent prediction
models with respect to each house type and a subset of zip
codes with similar average rent prices, using two eager and
two lazy learning algorithms.

2) Data Partitioning: In our experiments, we use 10-Fold
Cross-Validation to partition the training data set into 10
equal parts. During each round of 10 iterations, we repeat
the prediction by using one of the 10 parts as test data and
the other 9 parts as training data to create a prediction model.
Next, we select the model with the best accuracy. We then
evaluate the rent prediction model on the test data set that
covers 30% of the entire Virginia housing data set collected
from Zillow website.

The important attributes determined during feature selection
are used as input of the above-mentioned models to predict the
target variable rent price.

E. Model Evaluation

The key comparison measure used for regression analysis
and model evaluation described in this section uses three
different measures: i) Mean Absolute Error (MAE), ii) R-
squared, and iii) Area Under the Receiver Operating Character-
istics curve (AUROC or AUC). MAE measures the accuracy
of the prediction models over the test data set. R- squared
(or the coefficient of determination) is a quadratic statistical
scoring rule which shows how close the actual target data are
to the fitted regression line. R-squared is used in the paper to
show the variance between the predicted target variable and
the actual rent price. Hence, the lower MAE and the higher
R-squared, the better our model fits the data. The ROC curve
[45] is a graphical technique to visualize the performance of
prediction models and selecting the best model based on their
performance. AUROC measures the accuracy of a prediction
model. Based on these evaluation metrics, we calculate and
compare the efficacy of the produced rent prediction models
for seven machines learning algorithms MLP, RF, LR, SMO,
LWL, KStar, and KNN based on the hierarchical clustering .
For KNN’s combination function, we used simple unweighted
voting for K=3, based on Euclidean distance. The comparison
of MAE and R-squared is illustrated in figure 4 and figure 5.

V. EXPERIMENTS AND RESULTS

This section discusses the result of our experiments carried
out to evaluate and compare the performance of MLP, RF, LR,
SMO, LWL, KStar, and KNN algorithms. According to table
I, KStar algorithm outperforms the other algorithms. KStar
shows the lowest variations(R-squared) and highest accuracy
(MAE) compared to other algorithms tested in this work.
Based on the overall measure of the fit of the model, we
compare the best of eager methods with that of lazy methods.
Among the eager methods tested, LR and RF show the highest
accuracy, and LR shows the lowest variance (R-squared),
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TABLE I
MACHINE LEARNING MODELS PERFORMANCE

Single-Family Town-House CondoAlgorithm R-squared MAE AUROC R-squared MAE AUROC R-squared MAE AUROC
MLP(eager) 1373.4 410 0.865 150.4 105.4 0.913 218.8 152.4 0.896
RF (eager) 543.2 322.7 0.924 250.48 109.7 0.937 525.1 109.3 0.914
LR (eager) 497.004 294.1 0.853 119.230 83.37 0.941 156.9 112.7 0.891

SMO (eager) 1114.76 342.02 0.881 234.06 98.02 0.891 178.2 254.1 0.746
LWL (lazy) 489.6 299.2 0.951 146.96 98.1 0.951 260.3 121.4 0.905
KStar(lazy) 150.0 91.7 0.971 86.4 49.3 0.981 194.3 103.2 0.965
KNN (lazy) 167.0 321.065 0.89 140.00 97.15 0.912 101.1 110.78 0.907

Fig. 4. Model performance for single family and townhouse

Fig. 5. Comparison of Model performance

while KNN and KStar show the minimum variance among the
lazy methods. In addition, KStar shows the highest accuracy
compared to other ML methods tested in this work. In fact,
KStar algorithm decreased the prediction error by 69%, 41%,
and 8% for single-family, town-house, and condo respectively,
compared to LR method. Also, KStar decreased the prediction
error by 71%, 55%, and 5% for single-family, town-house, and
condo respectively, compared to RF method.

Finally, KStar decreased the prediction error by 71%, 49%,
and 6.8% for single-family, town-house, and condo respec-
tively, compared to KNN method. Based on figure 5 the low
variations of MAE measure across different algorithms for the
town-house records compared to single-family and condo is
happening due to skewness of the data set: the number of
single-family properties, and then condo, dominate the data set
compared to town-house records, which indicates the skewness
of the data set. In addition, according to Table I, AUROC for

KNN and LWL are very close, while eager version of SMO
shows the lowest AUROC among other examined algorithms.
The results show that KStar regression model provides the
best fit, and lazy learning methods overall, outperform the
eager methods. All algorithms perform relatively well when
it comes to the town-house data.

This result can be explained due to insufficient data in terms
of internal/external features, and the number of observations.
For instance, the single-family houses with the rent price above
$9K in cities like Fairfax and Gainsville are very sparse and
listed as “home-office by the owner to rent to doctors; these
houses are rented as “home-office” with the medical equipment
inside the rental property. We observed that for town-house
records, the performance of the learning method LR is very
close to KNN lazy learning method.

VI. CONCLUSION

Eager learning methods build a prediction model using the
entire training set which is later used on the test instances to
evaluate the performance of the model. While eager learning
methods tend to extract the general properties of data and min-
imize the global error, lazy learning methods select the most
appropriate samples in the learning process, and minimize the
local error.

Based on our experimental study in the domain of real-
estate, well-known Lazy learning methods can surpass eager
learning algorithms in rent prediction problem for each house
type (single family, town-house, and condo) in our housing
data set. We examined KStar, KNN, and locally weighted
learning models as the well-known representatives of lazy
learning methods, and compared them with MLP, LR, SMO,
and Random Forest eager learning algorithms. The results
indicate that the behavior of eager learning methods can
negatively affect the generalization capability of these models.

Given that deep learning methods work well on high dimen-
sional data, we plan to employ natural language processing
tools to extract metadata from property owner comments in
Zillow website, and increase the number of attributes. We also
plan to investigate the prediction accuracy of deep learning
models like Neural Network.
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 Abstract—Link prediction is an important task in many 

domains, including health sciences, biology, recommender 

systems, social networks, and many more.  It is one of the problems 

residing within the intersection of knowledge graphs and machine 

learning. Link prediction aims to discover unknown links between 

entities in a graph using various techniques. However, due to the 

size of knowledge graphs today and their complexity, it is a 

challenging and time-consuming task. In this work, we present 

RegPattern2Vec, a method to effectively sample a large knowledge 

graph to learn node embeddings, while capturing the semantic 

relationships between graph nodes with minimum prior 

knowledge and human involvement. Our results show that the link 

prediction using RegPattern2Vec outperforms related graph 

embedding approaches on large-scale and complex knowledge 

graphs.  
Keywords—knowledge graph, link prediction, machine learning  

I. INTRODUCTION 

Today, knowledge graphs (KG) are gaining popularity in 
many domains. KGs can be stored and represented using 
standardized vocabularies, including Resource Description 
Framework (RDF), Web Ontology Language (OWL), and 
various graph databases that are rapidly gaining popularity, 
nowadays. Today, KGs often are very large and represent vast 
amounts of actionable data and researchers and computing 
practitioners have turned to graph data mining to leverage the 
KG data even further. 

Recently, machine learning (ML) has been gaining 
popularity due to numerous successful applications in many 
different domains, including graph mining [1], image and video 
processing [2], [3], text mining [4], reinforcement learning [5], 
and many others.  It is also applicable to data mining of KGs. 
Software systems can automatically discover interesting 
patterns in KGs, while not being explicitly programmed to 
achieve that task. There are various types of learning algorithms, 
such as supervised and unsupervised learning, reinforcement 
learning, and many more. Classification and clustering are some 
of the most popular algorithms for machine learning on KGs. 
Experts take advantage of different algorithms to create 
recommendation systems for social media networks, 
entertainment libraries, find similarities in bibliographic 
networks, and many more. 

KGs in nature are similar to Heterogeneous Information 
Networks (HIN) [6], where a variety of node and/or relation 
types between are used to represent data. This diversity of types 
provides benefits for learning, as compared to Homogenous 
Network, where types of nodes and relations are uniform. 
Finding appropriate methods to capture this extra information 
and use it in ML algorithms is a significant challenge. 

Another major area, in the intersection of machine learning 
and KGs, is KG completion and, more specifically, link 
prediction. This problem has two aspects: predicting the missing 
links. KGs are usually populated automatically using variety of 
internal and external resources and due to the incompleteness of 
those resources, there might be some known links that are 
missing in populated KG. Here, one task of machine learning 
methods is to find those missing links and suggest that there 
should be connections between them.  

As the graph analytics techniques are computationally 
expensive, especially on large graphs, researchers often aim to 
reduce the dimensionality of a graph into a low dimensional 
space. Graph embedding aims to preserve the structure of the 
graph while representing it as low dimensional vectors [7]. 

Based on [7], there are six different categories to generate 
vectors from a graph. These include matrix factorization, deep 
learning, edge reconstruction-based optimization, graph kernels, 
generative models, and hybrid models.   In this work, we use a 
deep learning approach, in which random walks are used to 
sample the graph. This approach is based on a family of models 
from Natural Language Processing (NLP) called word2vec [8]; 
we specifically use the modified version of skip-gram model [9] 
in producing the vector embeddings. Skip-gram attempts to find 
the semantic similarity between words in a context by learning 
a meaningful representation for each word used in sentences in 
a corpus or documents. The main intuition is that we can 
discover the meaning of a word by understanding other words 
appearing close in a sentence. In the basic word2vec approach, 
the algorithm accepts a sentence and considers a window, 
usually of size 5 to 10, around the word of interest (center word) 
and generates training examples for a simple Neural Network 
(NN) with one hidden layer. The training examples are pairs of 
the center word and each of the words within the window size 
(context words).  Then it trains the Neural Network to maximize 
the probability of a context word, given a center word. Then, the 
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weights in the trained network are used as embeddings for each 
word in the corpus dictionary. 

In this paper, we adopted this NLP method to our novel 
graph flattening approach using regular expressions to produce 
vector representation for the nodes in the graph.  We formulate 
the link prediction as classification problem, using a model 
trained on the vector embeddings of the pairs of nodes connected 
by the link of interest. Our method, which we call 
RegPattern2Vec, shows high accuracy and discovers interesting 
possible links between unlinked nodes in the graph. 

II. RELTED WORK 

Past research includes several approaches to capturing the 
semantic relationship between graph nodes. Matrix 
factorization-based methods generate embeddings by factoring 
the matrix that represents the relations between nodes [10]. The 
matrix can be an adjacency or a Laplacian matrix, among other 
methods. Another technique that is used to generate vector 
embeddings, is Graph Kernels. Graph kernels are a measure of 
similarity of pairs of graphs. For example, [11] uses graph 
kernels for subtrees and similarity of instances in the original 
graph by counting common structures. Intuitively, vector 
embeddings of nodes with similar structure in a subtree are 
closer to each other. 

Generative models are also popular as a graph representation 
learning method. The generative and discriminative models play 
the minmax game, where the generator approximates the 
connectivity of a graph and a discriminator calculates the 
probability of edge’s existence. They are used to perform link 
prediction and node classification [12]. Finally, we discuss two 
approaches that can be classified as Deep Learning (DL) 
methods. DLs using random walks, such as metapath2vec [9], 
and DLs not relying on random walks [13] and [14], utilizing 
other techniques for computing vector embeddings. Whether 
employing minimization of Margin-Based Ranking Loss for 
entities or constructing a multilayer graph with structural 
similarity of all nodes in level of hierarchy, their goal is to 
translate the graph to a low dimensional space, where it can be 
used for applications such as link prediction or node 
classification. It is worth mentioning that there are other 
techniques such as using Convolutional Networks [15] and 
Autoencoders [16], which we do not discuss in this section 
because they fall into an entirely different type of methods. 
Generally, most GCN approaches suffer from scalability 
problems when the graph is large and dense due to the number 
of parameters and so are impractical to use. Therefore, different 
type of approach with a smaller number of parameters and 
hyperparameters will be required to large KGs such as 
approaches to sample the graph and learn representation in more 
efficient way, which will be discussed next. 

Since in our method we rely on deep learning using random 
walks, we will focus on similar approaches in greater detail. As 
the computation of all possible walks on a graph is 
computationally expensive, researchers tend to choose random 
walks on the graph using some probability distribution. This 
would be sufficient for walks on homogenous networks.  
However, in heterogeneous networks with multiple types of 
nodes and edges, we need to differentiate types of nodes/edges 
when selecting the next node. Metapath2vec++ [9] is an 

approach that considers a fixed path of node types, which is 
called a meta-path. For instance, on a DBLP computer science 
bibliographic dataset [17], the meta-paths APA, APVPA, and 
OAPVPAO were chosen, where A represents the author, P 
paper, O the organization, and V the venue. These meta-paths 
are used to bias the random selection of the next node with the 
appropriate type in a random walk. Although some results of 
automatically discovering meta-paths have been published [18], 
usually domain experts are needed to choose the meta-paths of 
their interest for random walks. A domain expert should fully 
understand the KG organization. Although some tools for a KG 
schema discovery exist, such as KGdiff [19], due to the 
complexity of KGs and the hierarchy of concepts in them, it 
becomes difficult and time consuming to create appropriate 
meta-paths. Their selection should consider several aspects, e.g., 
the problem we want to solve (node classification, clustering, 
etc.), either the selected subgraph or the whole KG, and the 
meta-path coverage within it (number of nodes that can be 
reached using meta-paths/meta-graphs). Although the meta-path 
approaches on HINs were often used for various tasks, they are 
not useful for capturing more complex relations among entities. 
Each type of node must be explicitly defined or the meta-path 
does not capture the variation of attributes linked to the nodes. 
[20] proposed meta-graphs, which in a nutshell are meaningful 
combinations of meta-paths. For instance, if there are two meta-
paths as APA, AVA, a possible meta-graph would be A-[P/V]-
A. The use of meta-graphs as constrained to random walks was 
tested in [21], but the choice of meta-graphs where they can 
improve the overall model poses another challenge.  To 
overcome these weaknesses, we introduce RegPattern2Vec, 
where a regular expression guides the random walks to sample 
sequences of nodes in a more efficient way, especially for large 
KGs. where other methods fail due to the lack of scalability.  The 
embeddings produced by our representation learning captures all 
of the necessary characteristics of each node to be used for high 
accuracy link prediction. 

III. PRELIMINARIES AND PROBLEM DEFINITION  

In this section, we first introduce some preliminary concepts 
and then define the problem of Link prediction on KGs using 
Random Walks constrained by Regular Expressions. As of this 
writing, a single, commonly accepted definition of a knowledge 
graph does not exist, yet, and many researchers provide their 
own definitions.   A good analysis is of KG definitions has been 
presented in [22], [23].  Here, we will use graph-based 
definition. 

Knowledge graphs. A knowledge graph (KG) is a directed 

graph �: (�, ℰ) whose nodes 	
 ∈ � are entities and edges �
 ∈ ℰ are relations connecting the entities.  Edges, usually referred 

to as triples of the form (	
 , e, 	�) , represent some type of 

semantic dependence between the connected entities. Nodes 

have an associated type mapping function � : � →  �, where � 
denotes a node type, while edges have an associated type 

mapping function � :  ℰ →  ℛ where ℛ denotes a relation type 
set. 

Given a knowledge graph G, an edge with a relation type R 
connects source nodes of type S and target nodes of type T 

defines a meta edge � �→  � . A set of all such meta edges for G 
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is called a schema graph (sometime referred to as meta-

template).  In fact, schema graph is a directed graph defined 

over node types �, with edges from ℛ, denoted as GS = (�, ℛ) 
[24]. 

Knowledge graphs are often represented as RDF [25] 
datasets, where nodes (entities) and relationships are 
represented using Uniform Resource Identifiers (URI).  Nodes 
and relationships have assigned types, given as URIs, as well.  
Furthermore, these types may form type hierarchies. RDFS [26] 
is often used to define a schema for an RDF knowledge graph. 
Knowledge graphs are closely related to Heterogeneous 
Information Networks (HIN).  In HINs, object (node) and 
relationship types both contain more than one element, that is, 
there are multiple labels for graph nodes and multiple labels for 
edges.  In case that type sets are singletons, the Information 
Network is called a Homogeneous Information Network (all 
nodes in the network are of the same type and all edges are of 
the same type).   

Despite the obvious similarity of KGs and HINs, there exist 
important differences between them.  An important distinction 

is that in HINs, a relation of type R ∈ ℛ uniquely determines 
the types of source and target nodes that can be connected by 
the relation R.  In knowledge graphs, however, a relation of type 
R may connect nodes of many different source types and target 
types.  Many other differences KGs and HINs exist, but they 
are not important for the research presented in this paper. 

It has been shown that the results of various graph-
embedding tasks are sensitive to the selection of a specific 
meta-paths [27]. In this paper, we propose a method of using 
regular expressions as a specification of a wide range of 
semantic relationships to be incorporated in random walks. 

Regular Patterns on KGs. Let �  be a knowledge graph, � =  ��,  ℰ�, with a node type mapping function � : � →  � 

and an edge type mapping function � :  ℰ →  ℛ . A Regular 
Pattern on � is a regular expression (pattern) [24] r formed over 
either set � or ℛ as the alphabet.   

We will not formally define regular expressions, since they 
are commonly used in computing, today. Briefly, a regular 
expression defines a set of strings (sequences, or words) over an 
alphabet; it defines a regular set [24]. We assume a standard 
format of regular expressions used in many programming 
languages today, for example in Python [28].  Here, we will only 
use a subset of possible regular expression constructs, including 
the concatenation, the alternative (|), repetitions of zero or more 
times (the Kleene star *), one or more times (+), specified 
number of times ({n, m} n through m, and {n,} at least n), and 
the complement matching [^xy] (any symbol other than x or y).  
Note that a meta-path, as defined in the metapath2vec algorithm 
[9], can be regarded as a regular expression over  � (or ℛ) since 
it can be regarded as a concatenation of node (or relation) types 
placed on the meta-path (again, a relation in HINs uniquely 
determines the source and target node types and vice-versa). 

As an example, given node types Ti ∈ � in a KG, we could 
formulate a variety regular patterns over node types, for 
example, T1 T2 T3, T1 (T2 | T3) T4, (T1 | T2) T3+ T4, any many 

others. Similarly, given edge types Ei ∈ ℛ in a KG, we could 
create regular patterns over edge types, such as [^R1] R2 R3* R4 
or  R1 (R2 | R3)* R4. Intuitively, a regular pattern defines a set of 
node (or edge) type sequences (a regular set), which we use to 
bias random walks on a KG to follow semantically relevant data.   

Many knowledge graphs utilize complex hierarchies of node 
(entity) types such as Yago[29], DBpedia[30], and NELL[31].  
Consequently, defining regular patterns based on node types is 
impractical, as they would require costly type inference (node 
types in actual sampled walks could be subtypes of those 
included in the defined regular pattern).  Hence, using regular 
patterns on edge types may be a better choice.   

In this paper, we focus on link prediction and so we rely on 
a specific general format of regular patterns for biasing the 
random walks. Assume that given a KG, we need to predict an 
edge (h, r, t), where h, t ∈  � , r ∈  ℰ, �(ℎ) = �, �(t) =�, and �(r) = ".  If the KG has a simple (non-hierarchical) 
structure of node types, our expression pattern can be based on 
node types and have a general format $[^&]+ $ &.  However, 
in a KG with a large node type hierarchy, we use edge-based 
patterns with the general format of [^R]{2,} R. That is, at least 
2 edges with relation types different than the one to be predicted 
followed by the edge relation type to be predicted. 

The intuition behind the above regular (expression) pattern 
formats primarily comes from the observations of meta-paths 
and meta-graphs, where the similarity of two nodes is calculated 
based on the number of paths between them that follow a 
specific meta-path [32]. While some works [9], [21], [33] use 
symmetric meta-paths to calculate similarity between nodes of 
the same type, others [34] use more complex meta-paths for a 
different types of nodes. RegPattern2Vec follows the latter idea 
of finding the similarity of nodes with different types, but meta-
paths and meta-graphs must be explicitly designed by domain 
experts and each such meta-path needs to be used in a separate 
experiment.  In general, individual meta-paths cannot capture all 
possible semantically relevant connections between the nodes of 
interest.  RegPattern2Vec, due to its use of regular patterns cover 
a large set of meta-path-like connections and takes advantage of 
a multitude of such semantic connections in one experiment. 

We can explain the RegPattern2Vec using a simple example 
shown in Fig. 1. The graph contains 4 different relations: R1, R2 
R3, and R4 (red, green, blue and yellow, respectively). The link 
that we want to predict is R2. Following the regular pattern, 
[^R2]{2,}R2, we have R1, R3, R4 ∈ [^R2].  An example walk 

following the pattern is '1 �)*+  ,1 �)*+  '2 �.*+  /1. The intuition is 
that if we found two nodes (a1 and a2) where they link to another 
common node (c1), they are semantically related and node a1 
might have the relationship R2 to d1, as well, which is useful for 
the link prediction task. 

In the example nodes a1 and a2 have two common nodes b1 

and c1 and plus the above path, '1 �0*+  11 �0*+  '2 �.*+  /1 is also 
allowed based on the regular pattern. It is possible that the 
intermediate nodes have a relationship with other nodes, such as 
nodes c1, c2, and c3. These links might be considered as loops 
within the same type of nodes. If the nodes are the same or 
different type, a regular pattern can find such path and there is 
hyperparameter to control number of such possible loop. If this 
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parameter is 1 the path '1 �)*+  ,1 �2*+ ,2 �)*+ '3 �.*+  /2 is allowed 
and if it was 2, a walk from node c1 can reach node c3 and the 

path '1 �)*+  ,1 �2*+ ,2 �2*+ ,3 �)*+  '4 �.*+  /3 is also permitted. Here, 
a1 and a2 are more similar than a1 and a4 but it can be beneficial 
to capture those paths, as well. By this logic, a random walk 
constrained by a regular pattern can reach different paths to 
capture more links within the graph, if necessary. 

IV. REGPATTERN2VEC 

RegPattern2Vec relies on random walks to produce graph 
embeddings. Random walks on knowledge graphs are 
constrained to those matching a defined regular pattern. 

A. Random Walks 

Random walks in RegPattern2Vec are designed to sample an 
arbitrary number of walks. Their number can be controlled by 
parameters, such as “walk length” and “number of walks” (per 
starting node). Even though the knowledge graphs we use are 
defined as directed graphs, here, we treat them as undirected. 
We do this to be able to sample paths from all possible paths 
according to a defined distribution. Having an undirected 
knowledge graph and a regular expression pattern, a random 
walk can be started from any instance of the starting edge (or 
node) type in the pattern.  

A regular pattern is converted to an equivalent Deterministic 
Finite Automaton (DFA) M [24] with the same input alphabet as 
the one used in the regular expression pattern definition. We will 
not introduce a formal definition of a DFA here but simply state 
that a DFA has a finite set of states, an input alphabet, a 
transition function δ, a starting state, and a set of final states. In 

our case, the state transition function is defined as δ: S×ℛ → � 

(or δ: S×� → �) and specifies state transitions based on edge (or 
node) types, depending on the regular pattern expression. We 
assume that δ is a partial function and for some states, transitions 
on some relation (or node) types may be undefined. We use the 
transition function δ of M to define the probabilities of node 
selections in our random walks.  

       It is obvious that if we repeat the walk from each node, we 
will discover more paths as the node might link to multiple 
nodes, which are allowed based on the regular pattern. We will 
call this parameter “number of walks”. We will discuss how to 
choose the parameter and analysis of their impacts in the next 
section. As in each step there might be multiple choices, 

randomization will help the random walk to select a next node 
in each step. In the scale-free networks, where the degree 
distribution follows the power law, some nodes, often referred 
to as hubs, have high number of incoming/outgoing edges. It 
seems that such nodes would dominate the random walks as they 
have a higher probability of being reached when the next node 
selection follows the normal distribution. As the frequency of 
nodes appeared in the walk is the key point of representation 
learning, we bias the walks while using a regular expression 
pattern and its equivalent DFA M, using the formula below: 

   5(	
6) 7 	
 , 8)  =
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        (1) 

      (1) 

Here, |N	|  is the of degree of node 	 , 	
  indicates the 

current node and 	
6) ∈ NOA  is the next candidate node, where 

NOA is the entire neighborhood of node 	
 .  Furthermore, si is the 

current state of M, that is, after processing the sequence of edge 

types �(E))… �(E
), and M’s transition function from state si 

on edge type �(E
) is defined and leads to state si+1. We can 

easily create a similar formula using a DFA M  with node types, 
instead of relation types, as shown in (1). By fine tuning the 
previously mentioned parameters, this probability distribution 
will be sufficient to reach as many node as possible (of 
reachable nodes) to be included in walks, which results in more 
accurate vector embeddings. 

B. Representation Learning 

RegPattern2Vec converts the graph into the sequences of 
nodes and, from this point, we treat the nodes as words in 
sentences, as produced by random walks. These sentences are 
used as input to a model, similar to the one used in 
metapth2vec++ [9], for generating node embeddings. This 
model is an improved version of the original skip-gram model, 
as it takes into consideration types of edges (nodes). This allows 
the embeddings to capture the similarity of edges (nodes) based 
on their types (often considered as classes) along with their 
appearance of closely connected nodes, as required by the 
pattern.  

C. Link Prediction 

RegPattern2Vec formulates Link Prediction in KGs as a 
classification problem. Each existing link (or edge) of interest is 
represented as a vector of real numbers and is treated as a 
positive example for training the model. We can combine two 
vectors using Hadamard product and used the resulted vector as 
features for machine learning algorithm with label as positive. 
As the negative examples are typically not included in 
knowledge graphs, we create combinations of pairs of nodes that 
are not connected by edges in the graph and use them as negative 
examples, which as a common approach in the published 
research in this area. RegPattern2Vec uses an  element-wise 
multiplication of vectors as the combination operation, which 

 
Fig 1. Illustration of random walks using regular expression. 
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transforms the pairs of nodes to another space. These examples 
are used to train a classification model, such as Logistic 
Regression, which can be used for link prediction.  

V. EXPERIMENTS 

A. Datasets 

In our experiments, we used two popular datasets, 
YAGO39K [35] and NELL [5].  YAGO39K contains a subset 
of the YAGO knowledge base [29], which includes data 
extracted from Wikipedia, WordNet and GeoNames. This 
subset contains 123,182 unique entities (nodes) and 1,084,040 
edges, using 37 different relation types. A histogram of relation 
type distribution in the YAGO39K dataset is shown in Fig. 2. 
NELL is a knowledge graph mined from millions of Web 
documents and contains 49,869 unique nodes, 296,013 edges, 
using 827 relation types.  In contrast to the Heterogeneous 
Information Networks, both datasets include many edges with 
the same relation type connecting nodes with many source types 
and/or many target node types. 

B. Link Prediction Experiments 

Following the work on link prediction on the YAGO dataset 
[35], we chose three different relation types namely isLocatedIn, 
isCitizenOf, and isLeaderOf. Based on the relation to be 
predicted, we split the KG data, as reported in Table 1. We need 
to extract some number of edges from each of the three types 
into three different test sets for three different tasks. To do so, 
we utilized minimum spanning tree to capture the minimum 
number of nodes that can be added to the test set while having 
the nodes in the training set. It is necessary, because our method 
requires that the node exist in the training data, although the 
node does not necessarily need to have the edge of interest in the 
training set. However, it can have other relations with other 
types of nodes. So, for each task, we extract the maximum 
number of edges of interest from the graph as the test set, while 
the remaining edges of interest and instances of other relations 
are combined to form the training data. We have already 
discussed how to use the edge of interest in creating the training 
data with positive and negative examples for a binary 
classification model. We can follow the same process to make 
examples for testing in order to evaluate the performance of our 
method.Following the work described in [5], we chose two 
relations CompetesWith and playsAgainst for our link prediction 
experiments with the NELL dataset.  The cited work reported 
the best metapaths used to predict these relations and used these 
metapaths for comparison. We performed a similar process (as 

described above) in order to split the data into a train and test 
sets. 

C. Performance 

Having approximately a balance training set we train a 
logistic regression for binary classification. We evaluate our 
model using 10-fold cross-validation and test it using unseen set 
that we extracted from the graph.  

To evaluate the performance of RegPattern2Vec on 
YAGO39, we chose metapath2vec as our baseline, shown in Fig 
3, to demonstrate that RegPattern2Vec can cover more meta-
paths without explicitly defining them and perform better, too. 
To get the best meta-paths for isLocatedIn and isCitizenOf 
relations, we chose the ones that achieved the best scores 
reported in the literature. However, were not able to find the best 
metapaths for isLeaderOf, and we designed them ourselves. 

After our experiments, Person STUVWXVYZ[*⎯⎯⎯⎯⎯⎯+  city STU`aWbVXcd*⎯⎯⎯⎯⎯⎯⎯+ country STU`aWbVXf⎯⎯⎯⎯⎯g  city was the best meta-path. For example, a leader of 
state, is specified as leader of cities with the state. That 
information suggesting the earlier meta-paths to perform better 
than any other meta-paths. The regular pattern for three 
aforementioned links were defined as follow: 

h^FGi�'/�EjLk2, l FGi�'/�EjLm 

h^FGin,'I�/oHmk2, l FGin,'I�/oHm 

h^FGpFIFq�HjLmk2, l FGpFIFq�HjLm 
To run the experiments, we kept the same parameter settings 
for each of the method, when working on a specific relation 
prediction. The settings included the number of walks from each 
node, the maximum walk lengths, the Logistic Regression 
parameters, and the metrics to evaluate their performance.
To select the best algorithm for binary classification we examine 
two famous and popular algorithms, Logistic Regression and 
Random Forest, and we tested several experiments with both, 
and it seems that logistic Regression in our case the best 
performing method.  

Therefore, all the experiments are performed with logistic 
Regression for evaluation purposes. RegPattern2Vec shown 
superior performance over metapath2vec method with best 
meta-paths possible. It is expected that RegPattern2Vec would 
perform better in link prediction tasks where it can obtain more 
semantics by exploring different path within the knowledge 
graph. In the case of the isLeaderOf relation, as the data does not 
contain information useful for predicting this relation, the 
performance is lower than for other relations.  

For the evaluation of RegPattern2Vec on NELL datasets, we 
chose metapath2vec and used the best meta-paths reported in [5]  

Fig 2. Distribution of relation types in the YAGO39K dataset. 

TABLE 1. STATISTICS OF SPLIT OF DATA FOR DIFFERENT EXPERIMENTS 

 isLocatedIn isCitizenOf IsLeaderOf 

Train Set Graph 1,039,499 1,080,570 1,083,079 

Train set edges 44,542 3,128 855 

Test set edges 44,541 342 106 
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for each of the relations. For CompetesWith, there were top five 
meta-paths. Our experiment showed that HeadQuarteredIn 
performs the best although it was ranked as the third in top 5. 
And for the PlaysAgainst relation, we selected two best meta-
paths for evaluation purposes. We used the following regular 
expression patterns: 

h^pnrs�I�GtFIℎmk2, l pnrs�I�GtFIℎ 

h^5u'vGwx'FHGImk2, l 5u'vGwx'FHGI 

 As shown in Fig. 3, RegPattern2Vec outperforms 
metapath2vec with different meta-paths for both relations in 
correctly predicting the unseen links between different nodes. 
The ROC shows that across most of the threshold the 
performance of RegPattern2Vec is significantly higher than 
metapath2vec with different metapaths.  

D. Patterns Discovered of Random walk guided by Regular 

Pattern 

Based on the dataset and underlying schema, 
RegPattern2Vec discovers different patterns in the data and uses 
them to accurately predict possible links in the KG. Fig. 4 shows 
the top 30 frequent meta-paths capture with RegPattern2Vec 
without explicitly specifying them. Although the number of 
possible relation sequences is very high, especially allowing for 
repetitions, some of the sequences can be seen frequently, based 
on the graph and they might significantly influence the vector 
embeddings. So, it is important to have a way to capture most of 
the patterns in the graph and consequently all path instances to 
allow the representation learning model to produce more 

accurate embeddings. This cannot be achieved by meta-paths as 
prior knowledge is needed to design each meta-path and they 
can be easily missed, especially when the schema of KG is 
unambiguous or not well-defined. Although just the frequency 
of each pattern in the data does not provide a good measure of 
how the pattern is important or useful for the link prediction 
problem, it can provide information about the graph itself and 
what are the frequent patterns in the graph. Then, the 
representation learning model can decide how frequent two 
specific nodes appear in the same context and provide a closer 
embedding for each of them, based on their local structures and 
neighbors. 

E. Effect of Hyper-parameters 

In this section we studied the effect of two important hyper-
parameters in the random walks on performance and elapse time 
namely  the number of walk and length of walks. The effect of 
different choices of these two on the AUC ROC is demonstrated 
in Fig. 5a for playsAgainst relation on NELL dataset. As more 
nodes are connected to each other, we need to sample more paths 
by increasing the number of walks or walk length. On the other 
side, due to the large size of KGs, one of the challenges of 
learning the embeddings is scalability and efficiency. we 
showed that increasing the number of walks can improve the 
performance, as the random walks are able to trace more paths 
in the data.  Fig 5b shows how the increase of this parameter 
affects the elapsed time of the random walk, in this case when 
experimenting with the competesWith relation on the NELL 
dataset in two cases of walk length 10, and 100.  As 
demonstrated the elapsed time is linearly related to the hyper-
parameters.  

VI. CONCLUSION AND FUTURE WORK 

In this work, we presented RegPattern2Vec, where a regular 
pattern guides the random walks in a knowledge graph to 
efficiently sample sequences of nodes to learn high quality 

 
Fig 3. Comparing ROC of RegPattern2Vec with baseline on two datasets. a) Three relations on YAGO39K b) Two relations on NELL 

 
Fig 4. The top 30 most frequent relationship patterns discovered by 
RegPattern2Vec for isCitizenOf relation. 

 
Fig 5. a) Effect of number of walks and walk length on AUC ROC b) 
Effect of number of walk per node on elapsed time of random walks with 

two different walk lengths 10 and 100. 
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embeddings for link prediction. We demonstrated link 
prediction using relation types, where the schema of knowledge 
graph is unknown, or node type hierarchy is complex. As a 
future direction for our work, we want to explore how to bias the 
random walks to favor the nodes or relations that might 
contribute more accurate link prediction results. Also, if the 
most frequent relations found in the patterns of walks would 
improve the results. We plan to achieve this by automatically 
tuning the bias score for each type of node (or relation), while 
training on the graph and checking the link prediction results to 
adjust the scores. The number of parameters to tune is related to 
the number of types or relations that we have in KG, which 
seems to be practical to a model to work with.  
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Abstract— Digital signatures are increasingly used today. It 

replaces wet signature with the development of technology. 

Elliptic curve digital signature algorithm (ECDSA) is used in 

many applications thanks to its security and efficiency. 

However, some mathematical operations such as inversion 

operation in modulation slow down the speed of this algorithm. 

In this study, we propose a more efficient and secure ECDSA. 

In the proposed method, the inversion operation in modulation 

of signature generation and signature verification phases is 

removed. Thus, the efficiency and speed of the ECDSA have 

been increased without reducing its security. The proposed 

method is implemented in Python programming language 

using P-512 elliptic curve and SHA-512 algorithm. 

Keywords—Elliptic Curve Digital Signature Algorithm 

(ECDSA), Elliptic Curve Cryptography, NIST P-521 Curve, 

Hash Function, Finite Fields, Inversion in modulation, Python.  

I. INTRODUCTION 

 Information security is one of the issues that gain 
importance with developing technologies. Digital signature is 
a concept that has a key role in ensuring information security 
today. It is used in many areas such as health, banking, 
commerce, internet of things, electronic voting. Digital 
signatures are used to provide integrity, authentication, and 
non-denial [1]. 

 ECDSA based on elliptic curve cryptography (ECC) is 
efficient compared to other signature algorithms such as 
Rivest Shamir Adleman (RSA) and digital signature 
algorithm (DSA) [2]. It was first accepted as the ISO 
standard (International Standards Organization) in 1998 and 
later the ANSI standard (American National Standards 
Institute) in 1999 and in 2000 as NIST (National Institute of 
Standards and Technology) and IEEE standards. It is 
accepted in international standards makes that is used widely. 

 ECDSA provides the same security level with smaller 
key size compared to other signature algorithms [3]. The 
security provided by RSA and DSA with 3072 bit key size is 
equal to the security provided by ECDSA with only 256 bit 
key size. Provides an advantage when resources such as 
processing power, storage space, bandwidth, and power 
consumption are limited [2].  Due to this feature, it is suitable 
for use in many applications such as Internet of Things, 
sensors, RFID, smartphones [4], smart cards, wireless 
devices [2]. 

There are many ECDSA variants in the literature and 
different algorithms are proposed. Some of the proposed 
methods want to increase speed, while others want to 
increase security [5-10]. In the proposed algorithm given in 

the study, the inversion operation in ECDSA is removed 
from the signature and signature verification phases without 
security level reduced. In addition, the multiplication 
operation is reduced in these phases. The inversion operation 
in modulation is added to the key pair generation phase. 
Since this phase is in the setup, it does not affect the 
signature and signature verification phases. Thus, a more 
efficient and security variant of ECDSA is designed. 
Designed algorithm as a variant of ECDSA is implemented 
in Python programming language using the P-521 elliptic 
curve recommended by NIST. 

The rest of this paper is organized as follows. In the 
second section, hash functions are explained and SHA 
algorithms are compared.   In the third section, ECC and its 
mathematical operations over finite fields are explained and 
also group order and elliptic curve discrete logarithm 
problem (ECDLP) are explained. In the fourth section, the 
ECDSA is introduced and key pair generation, signature 
generation and signature verification phases are explained. In 
the fifth section, the proposed algorithm are designed which 
is implemented in Python programming language. Finally, in 
the sixth section conclusions are given. 

II. HASH FUNCTION 

      A one-way hash function H(M), takes a variable length  
message, and produces a fixed length hash value h. 
Regardless of the length of the message M, even terabyte in 
size, the output value h is always fixed length. The message 
M cannot be found from the hash value h, denoted as one-
way property. In this way, reverse engineering is not 
possible. This process is defined as follows [11].  
 

h = H(M)                                        (1) 
 

The hash function can be used to ensure that the content 
of message M has not changed. If there is any change in the 
content, output value h will change. For this reason, it is 
used to ensure information security in many fields such as 
digital signature and digital forensic. The hash algorithm 
must provide to use safely one-way and collision resistant 
properties. Collision property is that the same output hash 
value h is produced for different input message values [12]. 
The collision case is defined as follows. 
 

M1 ≠M2,  H(M1) = H(M2)                         (2) 
 

There are many different hash functions such as MD 
(Message Digests) family, SHA (Secure Hash Algorithm) 
family, RIPEMD (RIPE Message Digest) family, Whirlpool 
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family [17]. The most widely used today is the SHA (Secure 
hash algorithm) family. The properties of the different SHA 
algorithms are shown in TABLE I [12].   

 

TABLE I.  COMPARISON OF DIFFERENT SHA ALGORITHMS 

Algorithm Message Length 

(bits) (Maximum) 

Block Size 

(bits) 

Word Size 

(bits) 

Hash 

(bits) 

SHA 1 264-1 512 32 160 

SHA 256 264-1 512 32 256 

SHA 384 2128-1 1024 64 384 

SHA 512 2128-1 1024 64 512 

 
In this study, the SHA-512 algorithm is used. It is an 
improved version of the other SHA family [17]. 

III. ELLIPTIC CURVE CRYPTOGRAPHY (ECC) 

 Elliptic curve cryptography (ECC) is a public key 
cryptography that was discovered independently of each 
other in 1985 by Neil Koblitz [13] and Victor Miller [14]. 
For ease of calculation, operations are performed on finite 
fields. The finite fields used in software and hardware 
applications may differ. Prime field ( �� ) for software 

applications and binary field �����  for hardware 
applications are widely used [15]. The equation, 

                   �� = 	
 + �	 +   ���� ��                      (3) 
 

which is known as Weierstrass equation, where � and   are 

constant integers less than � that is a prime number, and 
satisfys the following condition. 
 

                    4�
 + 27� ≠ 0   ���� ��                      (4) 
 

Let define an elliptic curve ���, � over prime field ��. The 

values of � and  in equation (3) are selected as -1 and 0, 

respectively. �� = 	
 − 	 is shown in Fig. 1. 
 

 
Fig. 1. �� = 	
 − 	 

A. Mathematical Operations of  ECC  

 Operations on a finite field are based on the affine 
coordinate system which each point in the coordinate system 
is represented by the vector (x, y). Mathematical operations 
performed over finite fields are defined below [15]. 

1) Point addition 
 

Let define two distinct points ��	�, ��) and ��	� , ��� on 

the elliptic curve ���, �. The point addition calculation is 
given as follows.  

 

                 ��	
, �
� = ��	�, ��� + ��	�, ���                (5) 
 

• if 	� ≠ 	�, then the point addition is defined by 

                          	
 = λ� − 	� − 	�                                (6) 
 

                        �
 = λ�	� − 	
� − ��                            (7) 
where 

      λ =  !" #

$!"$#
               (8) 

 

• if 	� = 	�, the infinity point (%) is obtained. 
 

2) Point Doubling 
 

Let define two points ��	�, �� ) and ��	� , ���  on the 

elliptic curve ���, �, which are equal to each other i.e. � =
�. Point doubling can be defined as follows.  

 

     ��	
, �
� = ��	�, ��� + ��	�, ��� = 2�             (9) 
 

where  

��	�, ��� = ��	�, ���.                         (10) 
 

The calculation of the point doubling is given as follows. 
 

                   	
 = λ� − 2	�                                 (11) 
 

                  �
 = λ�	� − 	
� − ��                           (12) 

where 

          & = 

$#

!'(

� #
                              (13) 

 

3) Point Subtraction 
 

Let define two distinct points ��	�, ��) and ��	� , ��� on 

the elliptic curve ���, �. The negative of the point � can be 
defined as follows. 

 

−��	� , ��� = ��	� , −���                     (14) 
 

The subtraction of two points is given as follows. 
 

   ��	�, ��� − ��	� , ��� = ��	� , ��� + ��	� , −���   (15) 
 

4) Scalar Multiplication 
 

Let define any point  ��	�, ���  on the elliptic 

curve  ���, �.  The scalar multiplication 9�  can be 
calculated as follows. 
 

9� = 2�2�� + ��� + �            (16) 
 

5) Inversion 
 

Let x be a non-zero element and y be the inverse of x in 

modulo p (x, y ∈ ��). The relation between x and y is given 

below.  
xy = 1 (mod p)                              (17) 

 

B. Group Order 

Let define an elliptic curve ���, � over finite field ��. 

The number of points in �,��- is called the order of ���, � 

over prime field ��  which is denoted as #�,�/- and is equal 

to 0. It must be prime number and satisfy the following 
equation. 
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01 = % (infinity point)                        (18) 

C. Elliptic Curve Discrete Logarithm Problem 

The security of ECC is based on the difficulty of the 
elliptic curve discrete logarithm problem (ECDLP). Suppose 

we know the values of � and � in Equation (19). Finding 

the value of 2 is quite difficult. 
 

                                     � = 2�                                        (19) 
 

D. Recommended Elliptic Curves 

There are elliptic curves recommended by NIST for U.S. 
Federal Government. Special curves are defined as over 

prime field ��  and over binary field ��� . Elliptic curves 

over �� are called Edwards curves and Montgomery curves. 

The prime fields: P-192, P-224, P-256, P-384, P -521, W-
25519, W-448, Curve25519, Curve448, E448, 
Edwards25519, Edwards448. Elliptic curves over binary 

field ���  are called Koblitz curves and pseudorandom 
curves. The binary fields: Curve K-163, Curve K-233, 
Curve K-283, Curve K-409, Curve K-571, Curve B-163,  
Curve B-233, Curve B-283, Curve B-409, Curve B-571 
[16]. 

IV. ELLIPTIC CURVE DIGITAL SIGNATURE ALGORITHM 

(ECDSA) 

ECDSA was proposed in 1992 by Scott Vanstone which 
is based on the implementation of the digital signature 
algorithm (DSA) on the elliptic curves [3]. Its security is 
based on the elliptic curve discrete logarithm problem 
(ECDLP). ECDSA consists of three phases: key pair 
generation, signature generation and signature verification. 
Let examine these three phases below [3]. 

A. Key Pair Generation 

1. Signer selects a random integer d ∈ [1, 0 − 1]. 
2. Compute  � = �1 hence  � = ,	6 , �6-. 
3. Signer’s public key is �, and private key is d. 

B. Signature Generation 

1. Signer selects a random integer k ∈ [1, 0 − 1]. 
2. Compute  21 = �	�, ���. 

3. Compute 7 = 	� (mod 0�. If 7 =0 then go to step 1. 

4. Compute 2"� (mod 0�. 

5. Compute SHA-1( M) and convert this bit string to 

an integer h (Hash(M)=h). 

6. Compute 8 = 2"��ℎ + �7� (mod 0� . If s =0 then 

go to step 1. 

7. The signature for the message M is �7, 8�. 

C. Signature Verification  

1. Verify r and s are integers and r, s ∈ [1, 0 − 1]. 
2. Compute  : = 8"� (mod 0�. 

3. Compute SHA-1( M) and convert this bit string to 

an integer h (Hash(M)=h). 

4. Compute ;� = ℎ: (mod 0� and ;� = 7: (mod 0�. 

5. Compute  �	�, ���= ;�1 + ;�� , < = 	� (mod 0�. 

6. If < = 7, the signature is valid, otherwise the 

signature is invalid.  

D. Proof of ECDSA Signature Verification 

Let’s perform the steps below in order to proof the 
signature verification. 

 

�	�, ���= ;�1 + ;��                               (20) 

If 21, ℎ:, 7:, : are put in equation (20). 
 

1. 21 = ;�1 + ;��. 

2. 21 = ℎ:1 + 7:�. 

3. 21 = ℎ8"�1 + 78"��. 
4. 21 = ℎ8"�1 + 78"��1. 

5. 2 = 8"��ℎ + �7�. 

Thus, signature verification has been proven. 

E. Security of ECDSA 

The security of ECDSA is based on the difficulty of 
solving the elliptic curve discrete logarithm problem 
(ECDLP). Suppose Eva is a black-hat hacker who want to 
forge our signature. She has domain parameters and our 
signature (r, s). If she gets hold of our private keys d and k, 
she can use our signature anywhere. Therefore, we must 
choose the elliptic curve parameters very carefully in 
accordance with the international standards. 

 

If Eva starts from the signature (r, s) known to everyone, 
finds the equality between k and d according to the 
following equation (21). h is calculated by h=hash(M) and r, 

s are already known. 
 

8 = 2"��ℎ + �7�                   (21) 

2 = 8"��ℎ + �7�                              (22) 

21 = �	�, ���                                  (23) 
 

    � = �1=,	6 , �6-                              (24) 

 

Finding k and d are very diffucult due to ECDLP. The k 
value must be selected independently for each message 
when signing multiple messages. If the value of k is not 
selected differently, the value of d can be recovered. 
Suppose we assume the same value of k for two different 
messages. Since the same k value is used, r value will be the 

same. The obtained signature will be (r,8�) and (r, 8�). The 

hash values ℎ�  and ℎ� obtained for two different messages 
are different. 
 

8� = 2"��ℎ� + �7�                          (25) 
 

 8� = 2"��ℎ� + �7�                          (26)  
 

28�- 28�= �ℎ� + �7� - �ℎ� + �7�            (27)                            

where 

28�- 28�= �ℎ� - ℎ��                         (28) 
 

   2= �ℎ� - ℎ�� / �8� - 8��                       (29) 
 

�= �28� − ℎ�� / 7                            (30) 

 
First k is calculated form equation (29), then d from 
equation (30). However, this probability is ignored by 
choosing a random number. 
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V. PROPOSED ALGORITHM AND IMPLEMENTATION 

       In the ECDSA, inversion operation in modulation is 
performed in both signature generation and signature 
verification. Inversion operation in modulation is a 
mathematically difficult operation. For this reason, signature 
generation and signature verification times are getting 
longer. The use of ECDSA in many areas depends on the 
speed of these processes. Security can be increased in 
ECDSA, but it is difficult to make the algorithm more 
efficient at the same security level. In the proposed method, 
the inversion in signature generation and signature 
verification phases is eliminated with the change in key pair 
generation algorithm. In the key pair generation algorithm, 

public key �  is calculated by taking the inversion of 
randomly selected integer d. The proposed method is given 
below. The computer used has an Intel (R) Core (TM) i7-
7500U CPU processor and 8GB of RAM. Algorithms have 
been run 7 times with the “timeit” command and averaged. 

A. Proposed Key Pair Generation Algorithm 

1. Signer selects a random integer d ∈ [1, 0 − 1]. 
2. Compute  � = ��"� ��� 0�1. 

3. Signer’s public key is �, and private key is d. 

B. Proposed Signature Generation Algorithm 

1. Signer selects a random integer k ∈ [1, 0 − 1]. 
2. Compute  21 = �	�, ���. 

3. Compute 7 = 	� (mod 0�. If 7 =0 then go to step 1. 

4. Compute SHA-512 (M) and convert this bit string 

to an integer h (Hash(M)=h). 

5. Compute 8 = ��2 − ℎ� (mod 0�. If s =0 then go to 

step 1. 

6. The signature for the message M is �7, 8�. 

C. Proposed Signature Verification Algorithm 

1. Verify r and s are integers and r, s ∈ [1, 0 − 1]. 
2. Compute SHA-512 (M) and convert this bit string 

to an integer h (Hash(M)=h). 

3. ;� = 8 (mod 0� and ;� = ℎ (mod 0�. 

4. Compute  �	�, ���= ;�� + ;�1 , < = 	� (mod 0�. 

5. If < = 7, the signature is valid, otherwise the 

signature is invalid.  

D. Proof of Signature Verification 

Let perform the steps below in order to proof the 
signature verification. 

 

1. 8 = ��2 − ℎ� 

2. 8�"� = �2 − ℎ� 

3. 1�8�"�� = 1�2 − ℎ� 

4. 18�"� = 21 − ℎ1 

5. 21 = ℎ1 + 18�"� 

6. 21 = ℎ1 + 8� 

7. 21 = ;�1 + ;�� 

Thus, signature verification has been proven. 

E. Implementation 

Firstly, let choose the NIST P-521 (p=2=�� − 1� curve 
over the prime field for implementation. The NIST P-521 
domain parameters are shown in TABLE II. Then, let 
choose a message M that is “This is my signature”. 

TABLE II.  NIST P-521 DOMAIN PARAMETERS 

p 

 

0x    1FF FFFFFFFF FFFFFFFF FFFFFFFF FFFFFFFF FFFFFFFF                
FFFFFFFF FFFFFFFF FFFFFFFF FFFFFFFF FFFFFFFF FFFFFFFF   
FFFFFFFF  FFFFFFFF FFFFFFFF  FFFFFFFF  FFFFFFFF 

a -3 

 

b 

0X      51 953EB961  8E1C9A1F 929A21A0 B68540EE A2DA725B 
99B315F3 B8B48991 8EF109E1 56193951 EC7E937B 1652C0BD 
3BB1BF07 3573DF88  3D2C34F1  EF451FD4 6B503F00 

 

n 

0X     1FF   FFFFFFFF FFFFFFFF FFFFFFFF FFFFFFFF FFFFFFFF 
FFFFFFFF  FFFFFFFF FFFFFFFA 51868783 BF2F966B 7FCC0148 
F709A5D0  3BB5C9B8  899C47AE  BB6FB71E 91386409 

 

Gx 

0X   C6 858E06B7 0404E9CD 9E3ECB66 2395B442 9C648139 
053FB521 F828AF60 6B4D3DBA A14B5E77 EFE75928 FE1DC127 
A2FFA8DE 3348B3C1 856A429B  F97E7E31  C2E5BD66 

 

Gy 

0X    118 39296A78  9A3BC004 5C8A5FB4 2C7D1BD9 98F54449 
579B4468 17AFBD17 273E662C 97EE7299 5EF42640 C550B901 
3FAD0761  353C7086   A272C240  88BE9476  9FD16650 

 
Later, let’s implement the key pair generation algorithm. 
 

• Signer selects a random integer d ∈ [1, 0 − 1]. 

d=4764934111023554209164756839776691760950357761
406156323126415632553003634680741850157564093178
936351777068447570149848499099892358593730272618
669107276817092. 
 

• Compute  � = ��"� ��� 0�(Gx, Gy). 

>"?�@A> B� = 25505519889877195245184165258137271
060822312343524136624809380646926848765896076264
896241035823235487915180466885765312259549394543
58235923884330108721986044. 
 

C=(697589017079691619811651998078043754419665610

919989743845304218683989330510289996737581789119
023134658438591681299224078232547270027753749678
93254296431153 , 374013274480870730435871093074676
389930487437769659703207735684537166084818688647
166319034070356308955652745845814220304369974048
1794305072272384767968108861). 
 

Later, let’s implement the signature generation algorithm. 
 

• Signer selects a random integer k ∈ [1, 0 − 1]. 

k=5427075795105267971775828753324518913843418964
409127171774736678067416337955213290722244443903
505208675745658209223805258285430440610821156685
094504004397628. 
 

• Compute  2�1$ , 1 � = �	�, ���. 

�D?, E?�=(2812016407114405561511487321626266331752
141256561994586621921523149233387593949797763305
037322611761926014035715659087053633252036152283
695578449212012199543 , 11559452412785644166202877
054483253787319252027547236328920051235642046828
105433427016556778613677917564164064852649077876
42904522849642300801043628621282942). 
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• Compute SHA-512 (This is my signature)=M. 

ffb0b8b412770e7fbf5ab45b856c370cbee55dfa342ce9bb482
3d948695b55ebe1a46d033ad079cc66f5a98f428f2a2844f30
77b730f16372a65f182dd4de8aa. 
 

• Convert this bit string to an integer h (Hash(M)=h). 

h=1339158858588673863260013955638610026597118881
078379632176939222042222034772759392771778417430
552909866608932505224688581677422536469577656782
5092379011242. 
 

• Compute 8 = ��2 − ℎ� (mod 0�.  

s=2607559320763899803327136276061519193439178158

775573887881053302331335267941265356049837226927
580719650702480369589703677870499454714625442203
629539099449873. 
 

r= D? =2812016407114405561511487321626266331752141
256561994586621921523149233387593949797763305037
322611761926014035715659087053633252036152283695
578449212012199543. 
 

• Message M is signed and the signature is �7, 8�. 

Finally, let’s implement the signature verification algorithm. 
 

• ;� = 8 (mod 0� and ;� = ℎ (mod 0�. 

F? =260755932076389980332713627606151919343917815
877557388788105330233133526794126535604983722692
758071965070248036958970367787049945471462544220
3629539099449873. 
 

FG =133915885858867386326001395563861002659711888
107837963217693922204222203477275939277177841743
055290986660893250522468858167742253646957765678
25092379011242. 
 

• Compute  �	�, ���= ;�� + ;�1 (mod 0�. 

�D?�=2812016407114405561511487321626266331752141

256561994586621921523149233387593949797763305037
322611761926014035715659087053633252036152283695
578449212012199543. 
 

•  7 = 	� (mod 0�. The signature has been verified. 

VI. CONCLUSION 

In this study, a more efficient and secure version of 
ECDSA is designed and implemented. The inversion 
operation that is included in both signature and verification 
in ECDSA is an expensive and time consuming operation in 
modular arithmetic. Execution times (µs) of mathematical 
operations in different elliptic curves defined on prime fields 
recommended by NIST are given in TABLE III. Note that 
inversion operation requires much more execution time than 
other operations. Please note that the duration of the 
multiplication is much higher compared to addition and 
subtraction. Hardware-based applications require more time 
to perform inversion operation in modular arithmetic than 
software-based applications. 

 

Based on this challenge, the proposed method only 
includes inversion operation in the key pair generation 
algorithm. Since this algorithm is in the set-up phase of the 

parameters, it will not affect the signature and signature 
verification time. 

TABLE III.  EXECUTION TIME (µS) OF MATHEMATICAL     

OPERATIONS 

Operation\Fields HI?JG
 HIGGK

 HIGLM
 HINOK

 HILG?
 

Addition in 

Modulation 

0.221 0.264 0.241 0.244 0.237 

Subtraction in 

Modulation 

0.217 0.228 0.223 0.228 0.225 

Multiplication in 

Modulation 

0.338 0.408 0.320 0.823 1.02 

Inversion in 

Modulation 

3.79 4.4 4.02 5.62 7.34 

Point Addition 50.4 52.9 51 54.4 57.9 

Point Doubling 64.1 65.8 65.6 69 74.8 

 
 

Compared to other variants in the literature and ECDSA, 
the proposed method gives better results due to the shorter 
times and less mathematical operations. The comparison of 
the proposed method, ECDSA and other variants by number 
of operations is shown in TABLE IV. (A.M. : Addition in 
Modulation, Su.M : Subtraction in Modulation, M.M. : 
Multiplication in Modulation, I.M. : Inversion in 
Modulation, S.M. : Scalar Multiplication, P.A. : Point 
Addition, S.G. : Signature Generation, S.V. : Signature 
Verification, ⊕ : XOR)  

TABLE IV.  COMPARISON OF ECDSA AND VARIANTS 

Algorithm Phases  A. M. Su.M  M. M I. M. S. M. P.A 

 

 

ECDSA 
S.G. 1 - 2 1 1 - 

S.V. - - 2 1 2 1 

Ref. [5] S.G. - - 4 2 1 - 

S.V. - - 1 1 1 - 

Ref. [6] S.G. - 1 2 1 - - 

S.V. - - 2 1 2 1 

Ref.[7] S.G. 2+1(⊕� - 3 - 2 - 

S.V. 1(⊕� - - 1 2 1 

Ref. [8] S.G. 2 - 3 1 2 - 

S.V. 1 - 1 1 2 1 

  Ref. [9] S.G. 2 - 3 1 2 - 

S.V. - - 4 1 2 1 

The 

Proposed 

Method 

S.G. - 1 1 - 1 - 

S.V. - - - - 2 1 
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Execution times (milliseconds: ms) of the ECDSA and 
the proposed method during the signature generation and 
verification phases are shown TABLE V. The proposed 
method provides 25% and 18% time advantage in the 
signature generation and verification phases, respectively. 

TABLE V.  COMPARISON OF EXECUTION TIMES  

Algorithm Signature Generation Verification 

ECDSA 48  83  

The Proposed Method 36  68  

 
The proposed method can be used in many software and 

hardware applications that require speed and security thanks 
to the features it provides. It is particularly suitable for 
constraints such as low power, limited memory and 
computing capacities that exist in areas such as the Internet 
of Things, which are increasingly becoming important 
today. 
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Abstract—Due to the low cost and high data transmission 

speed, the demand for wireless communication systems (WLAN, 

Wi-Fi) is increasing day by day. Nowadays, high-speed data 

transmission can be provided to a whole area or a building using 

WLAN and Wi-Fi systems. Since better performances and 

efficiency are expected for WLAN and Wi-Fi systems in the future, 

considering these issues, a Half-wave Dipole Antenna has been 

designed with an operating frequency of 2.45 GHz (ISM-Band). 

The antenna has been developed using the Copper (annealed) and 

the Perfect Electrical Conductor (PEC) material in the CST Studio 

Suite 2019 Software.  After completing the simulation of the 

antenna, a Return Loss of -31.019 dB has been successfully 

achieved. A Gain of 2.026 dBi and a Directivity of 2.032 dBi was 

also achieved, respectively. The antenna's efficiency was 

determined as 99.70%, which was calculated by using the value of 

Gain and Directivity. The other obtained performance parameters 

of the antenna are Surface Current, Bandwidth, etc. Considering 

all of the above performance parameters, the simulated Half-wave 

Dipole Antenna will be an ideal option for the WLAN and Wi-Fi 

systems.  

Keywords— Dipole Antenna, Wi-Fi, WLAN, Gain, VSWR, 

Surface Current, Return Loss, CST. 

I. INTRODUCTION 

In recent times, the improvement of technology has rapidly 
increased, and the use of the internet has also increased to a 
significant level in both developed and underdeveloped 
countries. For the requirement of high-speed data transfer, a 
variety of wireless networks, such as WiMAX, WLAN, Wi-Fi, 
etc., plays an important role [1].  WLAN (Wireless Local Area 
Network) refers to a form of computer network service that uses 
wireless networking to link multiple devices in a small area to 
form a Local Area Network (LAN) [2]. Wi-Fi refers to a 
wireless networking system that connects users to the internet, 
including computers, handheld devices (smartphones and 
wearables), computers (laptops and desktops), and other 
appliances [3]. Wireless communication networks have grown 
and continue to expand based on many technologies, including 
2G/3G.  Different types of frequency bands can be used for 

wireless communication such as Several frequency bands can be 
used to design the antenna, such as ISM-band (433.05-
434.79 MHz, 866-868 MHz, 902-928 MHz, 2.4-2.4835 GHz, 
and 5.725-5.875 GHz), L-Band (1-2GHz), S-Band (2-4GHz), 
C-Band (4-8GHz) [4]. The most common frequency band is 
ISM-Band (2.4-2.5 GHz). Among them, ISM-Band is most 
commonly used. To have sufficient coverage for potential 
operating frequencies, modern antennas must comply with the 
ISM band or wideband requirements [5]. 

There are different types of antennas such as Monopole, 
Dipole, Microstrip Patch Antennas, etc., for wireless 
communication. Performances of these antennas are various 
according to the dimensions of the antenna and their substrate 
material. The antenna's size must be small enough to fit inside a 
wireless networking system with limited space. When it comes 
to commercial antennas for wireless networking, the most 
popular antenna is the dipole antenna [6]. One of the benefits of 
dipole antennas is that they can receive balanced signals 
essential for wireless communication. The antenna's two-pole 
nature allows a device to transmit signals from a wide range of 
frequencies. It also enables the system to resolve signal conflicts 
without sacrificing transmission efficiency [7]. Low-frequency 
bands are more preferable because achieving better 
performances with high frequencies is a big challenge. The 
drawback of using a high-frequency band is that the path 
distortion or free space loss is high in this type of band, causing 
the signal's degradation to interference plus noise ratio (SINR) 
[8]. This paper proposes to design a half-wave dipole antenna 
for Wi-Fi and WLAN using the ISM band to achieve a higher 
Bandwidth and a Return Loss (S1,1) to communicate faster. 

II. DESIGN AND METHODOLOGY 

A half-wave dipole antenna was designed to operate at 2.45 
GHz for improved performance in the Wi-Fi and WLAN 
Communications Systems genre. The proposed model's 
geometric orientation in free space was depicted in Figure-1. 
From the Geometry, it can be seen that the intent of feeding is 
a distance between the two arms of the antenna, known as the 
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feeding gap denoted by g. L indicates the antenna's total length; 
antenna arm thickness is designated by D. The dipole's 
radiation resistance is 73 Ohm, which corresponds to the line's 
impedance [9]. 
 

 

 

 

 

                      g 

 

 

 

 

Fig.1. Geometry of the proposed Half-Wave Dipole Antenna 
 

The frequency spectrum is first defined by the maximum and 
minimum magnitudes of the frequency, which are respectively 
1GHz and 10GHz. Then the resonant frequency, f = 2.45GHz, 
was selected. Then the wavelength (λ) was calculated by using 
the given equation (1) [9]. 

� �
�

�
 (1) 

The total length of the antenna was calculated by using the 
resonant frequency, f using the following equation (2) [9]. 

� �
���

�
 (2) 

By using the value of the total length, L, the antenna's feeding 
gap, g was calculated by using the following equation (3) [9]. 

	 �
�


��
 (3) 

The dipole radius was calculated by using the following 
equation (4) [9]. 

� �


����
 (4) 

Table-I represents the input parameter values of the designed 
Half-Wave Dipole Antenna. 

TABLE I. INPUT PARAMETERS OF THE DESIGNED HALF-WAVE DIPOLE 

ANTENNA 

Input Parameters with their symbols Dimensions Unit 

Radius of Dipole (R) 53.74 mm 

Length of Feed (F) 10 mm 

Length of Dipole (L) 54.64 mm 

Input Impedance (Z) 73 Ω 

Wavelength (λ) 109.28 mm 

Figure-2 and Figure-3 depict the side view and the perspective 
view of the half-wave dipole antenna. 

 

Fig.2. Side view of the Half-Wave Dipole Antenna 

 

Fig.3. Perspective view of the Half-Wave Dipole Antenna 

III. RESULT ANALYSIS 

A. Return Loss 

Return Loss(S1,1) in telecommunication networks refers to the 
magnitude of the signal that returns or bounces from the 
antenna due to a discontinuity of the optical fiber or 
transmission line grid. It is expressed in decibels (dB) [10]. It is 
better to have a larger Return Loss (S1,1) because the antenna 
absorbs less energy while the Return Loss(S1,1) is minimal. 
Figure-4 depicts the proposed antenna's Return Loss (S1,1) 
where the obtained Return Loss(S1,1) has a value of -31.019dB 
and Bandwidth has a value of 0.5384GHz at the operating 
frequency of 2.4345GHz. At the operating frequency of 7.5176 
GHz Return Loss (S1,1) of -12.506dB and a Bandwidth of 
0.1171GHz were also achieved. 

 
Fig.4. Return Loss (S1,1) in Free Space 

B. VSWR 

The transmission line's impedance and the antenna's impedance 
must align to a considerable degree to transmit the necessary 
power to the desired antenna [11]. VSWR is crucial in this 
regard. The Voltage Standing Wave Ratio (VSWR), also 
known as SWR, is a measurement of how quickly 
radiofrequency power is transferred from a given power source 
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to a load via a transmission cable. Figure 5 depicts the proposed 
antenna model's obtained VSWR, which is 1.0585 at the 
operating frequency of 2.4495GHz. 

 

Fig. 5. VSWR in Free Space 

C. Gain & Directivity 

For evaluating the efficiency of an antenna, Gain and 
Directivity are two essential parameters. The Gain here denotes 
the amount of power transferred to the main beam, while the 
Directivity denotes the calculation of concentration radiation in 
a specific direction. The Gain denotes the power transferred to 
the main beam, and the Directivity is the calculation of the 
concentration radiation in a given direction [12]. Figure 6 and 
Figure 7 depict the 3D Gain and Directivity, with an obtained 
Gain of 2.026dBi and a Directivity of 2.031dBi at the operating 
frequency of 2.45GHz. The antenna's efficiency was measured 
to be 99.70% by using the formula  

Efficiency = [Gain/Directivity] * 100% 
 

 

Fig.6. Gain of the Antenna in Free Space  
 

 
Fig.7. 3D Directivity in Free Space 

D. Surface Current 

Figure 8 depicts the proposed antenna model's surface current 
with an obtained value of 12.7A/m at the operating frequency 
of 2.45 GHz. 

 
Fig.8. Surface Current in Free Space 

E. Farfield Radiation (Polar Form) 

Figure-9, Figure-10, and Figure-11 depict the Farfield 
Radiation (Polar Form for Phi 00, 900, 1800) at the operating 
frequency of 2.45 GHz. In both of the cases, the Main lobe 
magnitude is 2.03 dBi. 

 
Fig.9. Farfield Radiation (Polar Form, at Phi=00) 
 

 

Fig.10. Farfield Radiation (Polar Form, at Phi=900) 

 

Fig.11. Farfield Radiation (Polar Form, at Phi=1800) 
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Table II represents the summary of the obtained output 
parameters. 

TABLE II. SUMMARY OF THE OBTAINED PARAMETERS 

Antenna Output Parameter Obtained Values 
S1,1 -31.019dB 

Bandwidth 0.5384GHz 
Gain 2.026 

VSWR 1.0585 
Efficiency 99.70% 
Directivity 2.032 dBi 

Surface Current 12.7 A/m 
 

IV. COMPARATIVE STUDY 

Various antenna parameters like Gain, Bandwidth, Return Loss 
[S1,1], from many previous research works have been analyzed. 
Compared to the other reference paper mentioned in Table III, 
a better (S1,1) parameter after conducting the simulation on CST 
at 2.45 GHz has been obtained. Since the value of the Return 
Loss is higher, the proposed model will accept more RF 
(Radiofrequency) energy compared to the other model. 

 
TABLE III. COMPARISON OF THE ANTENNA MODEL WITH PREVIOUS 

RESEARCH PAPER 
Return Loss 

(S1,1)  
(dB) 

Bandwidth 

(Max) 
(GHz) 

Gain 
(dBi) Comment Ref. 

-23 1.79 3.1 
Low Gain, 

High Bandwidth [13] 

-19.89 0.2 2.07 Low Gain, 
Low Bandwidth [14] 

- 2.5 3.7 
Low Gain, 

Low Bandwidth [15] 

-18.86 0.23 4.01 Low Gain, 
Low Bandwidth [16] 

-27 0.4 4.59 
Low Bandwidth, 

Low Gain [17] 

-31.02 0.54 2.03 
High Efficiency,  

Low Gain,  
Low Bandwidth 

Proposed 
Antenna 

 

V. CONCLUSION 

For the sake of high-speed data transmission and for using the 
internet more conveniently, a Dipole Antenna has been 
designed for WLAN and Wi-Fi systems with an operating 
frequency of 2.45 GHz (ISM-band) ranging from 1 to 10 GHz 
in CST Studio Suite Software. Furthermore, the proposed 
model's different parameters are depicted in this article.  
Besides, the designed antenna model has an (S1,1) value of -
31.019 dB with a bandwidth of 0.5384 GHz.  The antenna 
model's size has been kept compact to conserve space. The 
efficiency of the antenna is 99.70% which shows its 
effectiveness. To overcome Wi-Fi and WLAN systems' future 
challenges, The Return Loss (S1,1), Gain, Bandwidth, and other 
obtained performance parameters of the antenna can be easily 
upgraded. A summary of all the performance Parameters was 
given in Table-ii, and a comparison of these parameters with 
some previous researches was mentioned in Table-iii. Taking 
both of these factors into consideration, it can be said that the 
proposed model may be an outstanding solution for Wi-Fi and 
WLAN communication systems, with its promising future.  
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Abstract— COVID-19 is a global pandemic that has caused 
an increase in remote work. Sitting in various positions at 
home without the proper back support is undesirable and can 
cause chronic back pain and other undesired side effects. 
Therefore, a new non-intrusive method to continuously 
monitor back postures in homes is proposed. A shirt is 
designed with integrated magnets. A magnetic sensor would be 
placed above the body's sternum, and magnets will be 
implemented on a shirt. The sensor will help ascertain the back 
posture position (straight or curved) and help provide 
feedback to mend the posture if deformed. In this paper, the 
initial results using the proposed system are presented using a 
wearable sensor system with a magnet integrated garment that 
can continuously monitor the varying sitting postures 
throughout daily lives. In addition, we discuss how the lower 
body posture affects the magnetic recording otherwise not 
detectable using the accelerometer-based systems currently 
available on the market. 

Keywords—activity detection, posture detection, magnetic 
sensor 

I. INTRODUCTION 

Wearable sensing through clothing minimizes the need 
for bulky devices, enabling a pragmatic approach to long-
term monitoring of the body. Minimizing the wearable 
system allows for body movements to be captured easier 
without affecting everyday activities. In order to maximize 
the effectiveness, a loose shirt is implemented as the 
proposed platform in the wearable solution. 

With the rise of remote work due to the COVID-19 
crisis, the proposed system aims to detect the spinal postures 
of people working at home. Make-shift home offices often 
lack ergonomic furniture that impedes healthy posture [1]. 
Without proper desks or chairs, many remote workers find 
themselves on couches or kitchen tables hunched over their 
laptops, causing an increase in neck and lower back pain [2]. 
Additionally, the use of non-ergonomic equipment may 
increase Musculoskeletal (MSK) disorders [2]. MSK 
disorders are defined by pain and limitations in mobility, 
dexterity, and overall body functionality [3]. The number of 
people with MSK disorders and lower back pain will 
increase in the near future due to the COVID-19 crisis.  

Many studies suggest an ideal home workstation setup 
where ergonomic principles are unattainable, creating a 
footrest when feet do not touch the floor when sitting [4]. 
Another study investigated adjustable desks and their 
relationship to healthy postures [4]. Other studies have 
investigated different sensing techniques to monitor back 
posture [5, 6, 7]. A research group investigated the use of 
conductive silicon to movement [8, 9]. Current advertised 

products to detect slouching only focus on forwarding or 
backward spinal postures. The proposed wearable system 
can detect the left and right and the forward and backward 
spinal postures.  

Presented are the results of using a magnetic sensor to 
detect upper body posture while remotely working from 
home. First, the design of the garment-integrated system is 
introduced. Then, results from the posture monitoring sensor 
system are analyzed and presented. Finally, current progress 
and the next steps of the research are declared. 

II. SENSORS AND SYSTEM OVERVIEW 

The objective is to detect the relative position of small 
magnets on a shirt using a magnetic sensor. The position 
will be used to determine upper body postures. Therefore, 
the proposed system will have a grid of magnets integrated 
onto a shirt and record the sensor's output [10, 11].  

The magnetic sensor chosen for the proposed wearable 
system is Mbientlab's MetaMotionR (MMR). The wearable 
sensor provides real-time and constant monitoring of 
environmental data. The spinal position is extracted using x, 
y, and z-axis data collected. The x-axis data corresponds to 
left and right movement, and z-axis data corresponds to the 
front and backward movement, while the y-axis data 
corresponds to up and down movement of the upper body. 

A grid of nickel-plated neodymium magnets (D42-N42) 
is placed in a 3x3 grid on a T-shirt. The magnets are placed 
on the shirt's front for the proposed system, as shown in 
Figure 1. Nine pockets placed 2 inches apart horizontally and 
4 inches apart vertically are sewed onto the shirt for the 
magnets to be placed. Consistent magnetic polarity is 
ensured by fixing the magnets to cuttings of cardstock before 
placed in the pockets. The MMR sensor is placed on the 
body beneath the shirt and at 2 inches below the top row's 
middle magnet. 

 

Figure 1. Subject wearing the magnet integrated shirt.  
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III. DATA COLLECTION AND SYSTEM TESTING 

The MMR sensor can configure sampling frequencies for 
all data types using the mobile phone application. For all 
experiments, the sensor recorded the magnetometer data at a 
frequency of 25 Hz. The data recorded was placed through a 
lowpass Butterworth filter to eliminate unwanted noise. All 
data captured from the MMR was processed in MATLAB. 

A. Initial Test Procedure and Results 

Two protocols were designed and conducted to monitor 
upper body postures. For both protocols, the participants 
began and ended with a straight posture. Furthermore, the 
participants held each position for 15 seconds intervals. A 
straight posture is established with the head and upper body 
aligned with the spine. In the first protocol, the participants 
leaned left and right at 20 degrees. In all trials, leaning left 
increases the magnetic flux and leaning right decreases 
magnetic flux in the x-direction. It is determined that the x 
and y fields are beneficial when analyzing changes in side-
to-side postures.  

In the second protocol, participants pose their own 
version of a slouching posture by leaning forward of 
approximately 20 degrees or more. In all trials, the magnetic 
flux increases in the x-direction when the participant leaned 
forward. Changes in the y- and z-directions represent the 
shirt hanging away from the body, which creates a distance 
between the MMR sensor and the magnetic grid.  

B. Further Testing Procedures and Results 

 In the initial testing, the magnetic flux does provide a 
consistent value to indicate straight posture. But, as it can be 
seen from figures 1 through 3, there exists a slight amount of 
noise due to the movement of the person. The Z-field of the 
sensor data, which detects the magnetic field variation with 
respect to the distance from the chest to the shirt, is bit 
noisier. This is due to the folding and creasing of the shirt 
that occurs after the movement. The magnetic flux shows the 
leaning direction of the participant. Therefore, the magnetic 
flux is beneficial when analyzing changes in side-to-side 
postural behavior. To determine when a participant is in a 
neutral posture, accelerometer and gyroscope measurements 
are added to the wearable system. The MMR sensor also 
provides accelerometer and gyroscope measurements. The 
DC offset with respect to the gravity present in the 
accelerometer measures the acceleration forces on the body 
to determine the position and monitor the movement of the 
body while the gyroscope measures the change in rotation 
angle of the body. In all trials, the accelerometer, 
magnetometer, and gyroscope are set to a sampling 
frequency of 25 Hz. The same two protocols as the initial 
testing were performed with the participant sitting and 
standing. Furthermore, each posture position is held for a 15 
second interval. Although the accelerometer data is less 
noisy on the static posture data, its limitations are that it 
cannot detect the postural changes of the lower body while 
the magnetic sensor can, as it detects the changes due to a 
coupling of the lower body movement with the shirt 
movement, which in turn changes the magnetic fields 
detected by the magnetometer. 

In both protocols, the participants began and ended with 
a straight posture. In the first protocol, the participant leaned 
left and right at 20 degrees.  Figures 2, 3, and 4 show the 
magnetic flux, acceleration, and angular velocity strengths 

detected when the participant was sitting. The change in 
magnetic flux shows the side-to-side postural changes. 
Leaning left increases the magnetic flux and leaning right 
decreases the magnetic flux in the x-direction. The 
fluctuations in the y- and x-direction of the accelerometer are 
used to analyze when the participant has a straight, neutral 
posture. Leaning left decreases the change in acceleration 
and leaning right increases the change in acceleration in the 
x- and y-directions. 

 

 
Figure 2. Magnetometer readings of the participant leaning straight, 
forward, and straight while sitting. 

 
Figure 3. Accelerometer readings of the participant leaning straight, 
forward, and straight while sitting. 

 

Figure 4. Gyroscope readings of the participant leaning straight, forward, 
and straight while sitting. 
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 In all trials, the accelerometer has an initial value 
approximately zero-G for x and z axis while the y-axis show 
near one-G for sitting straight up postures. When the 
participants return to the straight posture after altering 
postures, the values of the beginning and ending straight 
posture simulations align. Therefore, accelerometer shows 
when a participant has a straight, neutral posture. The exact 
value of the straight posture will change depending on the 
participant and where the shirt falls on the body. The 
fluctuations in the y- and z- directions of the gyroscope are 
useful when determining a change in posture position occurs. 
Leaning left produces a short decrease in the angular velocity 

and leaning right produces a sharp increase in the y- and z-
directions. Changes in the angular velocity is indicative of 
the participants holding a constant posture. 

The second protocol to simulate a slouching posture was 
then performed. In this protocol, the participants leaned 
forward at 20 degrees. Figures 5, 6 and 7 display the 
changes in magnetic flux, accelerometer/position, and 
angular velocity of when the participant was standing. When 
the participant is leaning forward, the magnetic flux is 
increased in the y- and z-directions. The accelerometer data 
shows an increase in the y-direction when the participants 

 
Figure 5. Magnetometer readings of the participant leaning 

straight, forward, and straight while standing. 

 
Figure 6. Accelerometer readings of the participant leaning 

straight, forward, and straight while standing. 

 
Figure 7. Gyroscope readings of the participant leaning 
straight, forward, and straight while standing. 

 

 
Figure 8. Magnetometer readings of the participant sitting 

straight, crossing right leg over left leg, and sitting straight. 

 
Figure 9. Accelerometer readings of the participant sitting 

straight, crossing right leg over left leg, and sitting straight. 

 
Figure 10. Gyroscope readings of the participant sitting 

straight, crossing right leg over left leg, and sitting straight.  
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leaned forward. The x and z directions decrease in the 
accelerometer data when leaning forward. The 
accelerometer shows participants holding a straight posture 
due to its initial and ending value being the same. The initial 
value will slightly change depending on the participants; 
however, it is observed that the value is approximately zero. 
The gyroscope data has a sharp increase in the angular 
velocity in x- and y-directions when the participant leans 
forward. This is indicative of the sensor becoming closer to 
the ground as the participants lean forward. 

Throughout all trials, changes in magnetic flux 
corresponds to the direction the participant has leaned. The 
addition of the accelerometer indicates when a participant 
has a straight posture. The gyroscope indicates when and 
how quickly a change in posture occurs. All measurements 
indicate how long the participant is holding the posture; 
however, the gyroscope provides the most promising results 
in identifying the instance in which a posture is held, 
although this information can also be extracted from the 
magnetometer. 

C. Common Posture Testing and Results 

The initial two protocols gave baseline results of straight 
posture compared to a slouching left, right, or forward 
posture. The results were then used to observe the most 
common types of posture while sitting at a desk. In all trails, 
the participants held each position for a 15 second interval. 
The sampling frequencies of the magnetometer, gyroscope, 
and accelerometer was set to 25 Hz. For all trials, the 
participant began and ended with a straight posture.  

For the first simulation, the participants crossed the right 
leg over left leg. Figures 8, 9, and 10 show the change in 
magnetic flux, acceleration, and angular velocity when the 
participant crosses the right leg. It is observed that the 
magnetic flux decreased in the x- and y-directions. The z-
direction of the magnetometer is noisy due to the movement 
of the shirt when adjusting position. The accelerometer data 
shows an increase in the y- and z-directions when crossing 
the right leg. The accelerometer shows the participant 
holding a non-straight posture due to the constant increase in 
the y- and z-directions. The gyroscope data has sharp 
increases in the angular velocity in the x-, y- and z-
directions. This is indicative of the quick change in posture 
position, which can be tracked via sensor data analysis. 

For the second simulation, the participants crossed their 
left leg over the right leg. It was observed that behaviors of 
the accelerometer, and gyroscope data values were the same 
as the observed data patterns of crossing the right leg over 
the left leg. For all trails regarding the participants crossing 
the right or left leg over the opposite leg, it was observed that 
the magnetometer can detect the change in the crossed legs. 
Depending on where the participants cross their leg, near the 
knee or further up the opposite leg, the values of the 
magnetometer data will change; however, the data patterns of 
the values remain the same. The folding or creasing of the 
shirt will also change depending on the position of the 
crossed leg. This is indicative of how noisy the data becomes 
in the z-direction. This noise due to the creasing and folding 
of the shirt allows the system to distinguish the lower body 
postures. For accelerometers, when the lower body position 
change occurs, there are instantaneous changes but the 
change in value is not maintained throughout the duration of 
the posture because the accelerometer responds to the 

acceleration and when the sensor does not move, it responds 
to gravity only.  The gyroscope data is again an indicative of 
the instance when the adjustment in position occurs.  

Other experiments to simulate common postures at a 
desk involve various ways of crossing one or both legs. 
Trials simulating the tucking of a leg under the bottom of the 
participants as well as placing the bottom of one foot on the 
chair and leaning on the same leg were conducted. 
Furthermore, methods involving the movement of an arm in 
relation to the upper torso, such as the participants leaning 
the head on the hand with the elbow on the desk, were 
examined. In all simulations, the magnetometer, 
accelerometer, and gyroscope data values were observed and 
analyzed. Again, the changes in the magnetic flux observed 
are indicative of the position the body. In summary, the 
magnetometer data corresponds to how far the participants 
have leaned as well as the sensor placement in relation to the 
grid of magnets on the shirt. Furthermore, the magnetometer 
is affected by the folding of the shirt. It is observed that the 
folding or creasing on the shirt will provide some noisy data 
when altering positions. The accelerometer helps determines 
when the participants are holding a neutral posture and when 
a change of posture occurs. The gyroscope is indicative of 
the time it takes to change posture position and when the 
participant holds the posture steady.   

D. Current Research Progress 

Currently experiments are being completed to allow the 
system to automatically detect the posture position and 
provide feedback to the participant. The experiments 
previously discussed were manually identified and labeled 
by the research team. An algorithm to determine how far the 
participants are leaning is being created: it will correlate the 
angles of leaning to specific postures. This will allow the 
algorithm to self-identify posture positions and provide 
feedback to the participants. The feedback will suggest ways 
in which the participants can change their posture positions. 
If the participants are leaning in a specific direction for a 
given amount of time, the system will identify the poor 
posture behavior, alter the participants of the behavior, and 
give directions to the participants to correct their posture. 
The system will recommend the participants to be in specific 
positions for a given amount of time to elevate the stress on 
their backs from the poor posture behaviors. The algorithm 
will provide the feedback recommendations from the data 
collected in the previous experiments. It will learn and adjust 
to the different postural positions and provide the most 
optimal feedback to the participants.  

Allowing the system to have a feedback recommendation 
allows for participants to monitor their own postural 
behaviors when working from home. This will help elevate 
the stress on backs when sitting for long periods of time 
without proper posture due to lack of ergonomical furniture. 
For the purpose of this document, however, only the data 
collected and analyzed which proved constant throughout all 
trials from the magnetometer, accelerometer, and gyroscope 
changes were discussed. 

IV. CONCLUSION 

Through the initial experiments, an unique inexpensive 
wearable system using magnets, magnetometers, 
accelerometers, and gyroscope measures to monitor poor 
postural behaviors has been developed. The system provides 
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a continuous monitoring of the spine in side-to-side and 
forward leaning positions. The wearable system is washable 
and can be used multiple times, allowing for an easy access 
to work at home. With the increase in remote work due to the 
COVID-19 crisis, the wearable system is an in-home health 
monitoring tool that can be used on participants in all ages. 
Furthermore, with more research and development, the 
wearable system may be used for long-term clinical 
monitoring on Spine Curvature Disorder (SCD), a medical 
condition that affects the shape of the spine.  
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Abstract - Heat exchangers are commonly used in industries 

for the transfer of heat from one fluid to another fluid or from 

one form to another form. In this process of heat transfer, there 

is a need for continuous monitoring and control of the system to 

achieve desired heat levels. Normally, a robust PID controller is 

used for this purpose. To tune these PID controllers, many 

conventional methods are available. Of these methods, the OLTR 

(Open Loop Transient Response) methods are frequently used to 

obtain the gain parameters of the controllers. However, these 

methods are limited with respect to adjustment of steady-state 

error. As the heat exchanger systems are so sensitive to 

transients, any minor error can deviate the system behavior. In 

such systems, EPI (Error performance Index) methods provide a 

better system response by effectively nullifying the steady-state 

errors. Hence, this paper presents the design of PID controller 

gain parameters using various EPI methods. MATLAB/Simulink 

software is used to model the entire heat exchanger system and 

various control methods. The results justify that a better 

response is achieved with the use of ITAE based EPI method.  

Keywords - Heat exchanger system, manual setting of gains, 

PID controller, EPI Tuning methods, Performance parameters, 

MATLAB/Simulink 

I. INTRODUCTION  

The heat exchanger is generally used in industries for the 
transfer of heat energy from one liquid to another liquid as 
shown in Fig. 1. It is equally used for the cooling process also 
as mentioned in [1]. Some of the applications of heat 
exchanger systems are extensively refrigerating systems, air 
conditioning systems (AC’s), sewage management systems, 
petroleum extracting, internal combustion engines (ICE) and 
refineries. In heat sinks, the heat generated from the electronic 
components and mechanical components is absorbed and 
transferred to the coolant fluid with the help of a heat 
exchanger [2]. In all these applications, there is a need for 
continuous supervision and control over the system. The 
common way to achieve this is by using a PID controller [3]. 
Obtaining the gain parameters for the PID controller that suits 
the system is a difficult task and there are many tuning 
methods available to compute gain values. Of all these 
available methods, the OLTR method is the oldest method and 
most commonly used [4]. These methods use the open-loop 
response of the system to obtain gain parameters [5]. The gain 
values that are obtained using these methods may not be 
effective for the closed-loop system and many methods in this 
group give only proportional gain and integral gain values to 
control the system [6], [7]. The differential gain parameter 

which plays an important role in controlling the system is 
ignored by the methods of this group. 

 In EPI methods, there are procedures to compute all the 
three gain parameters [8], [9]. These methods use the error 
between the reference (set value) and the present value of the 
output to compute gain values. This method is well suited to 
the considered heat exchanger system as the difference in 
temperature is a crucial factor to generate the output. The 
transfer function of a heat transfer system is given by (1). 

 
Fig. 1. Simplified representation of heat exchanger module. 
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II. EPI METHODS BASED PID TUNING FOR THE CONTROL OF 

HEAT EXCHANGER SYSTEM 

A. Design of PID controller by manual setting up of gains: 

The design of the PID controller includes proper tuning of 
gain parameters. These gain parameters are designed by 
changing the parameters manually according to system 
requirement or can be computed by some predefined tuning 
methods [10]- [12]. Many tuning methods are available to set 
PID gains and out of them, EPI methods are mainly chosen to 
control many system parameters. The PID controller block 
consists of proportionality gain, integral gain constant as well 
as derivative gain constant. All resultants of these three 
constants are summed up by using an adder block. The output 
of the PID controller will be a control signal which is a sum of 
all three gain constants as shown in Fig. 2. The mathematical 
notation of the controller is shown in (2). The values of KP, KI 
and KD determine the dynamic performance of the system. 
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  ( )U t = Output of PID controller (control signal) 

 pK  = Constant of Proportionality 
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Fig. 2. MATLAB/Simulink model to represent the manual setting of PID gain. 

The advantage of increasing the value of KP is the decrease 
of error in steady-state and reduced rise time. It has a 
disadvantage of increased signal peak overshoot and change in 
settling time of the signal. Increasing the value of KI creates an 
advantage of the decrease in rise time and error, but it affects 
the peak overshoot and settling time. Increasing the value of 
KD reduces the peak overshoot of the signal and settling time, 
but results in a minor decrement in rise time and does not 
affect the error. Hence, in general for any systems which 
require a quick response, a PD controller is highly preferred, 
and for the systems which are more sensitive to steady-state 
error, a PI controller is preferred. At present, in many parts of 
industries, the PID controller is preferred because of having 
flexible control among all performance parameters. So, for a 
system to be stable and to acquire the desired response, an 
appropriate controller need to be designed [13]. 

B. Controller design with EPI tuning methods: 

Error performance indices methods help to attain an 
improved performance and stability for the heat exchanger 
module. The steps which are to be followed to calculate the 
gain parameters are described as follows [14]. 

 Step-1: This step includes removal of negative feedback 
loop and controller of the system so that no control action is 
provided to the system. The feedback loop is connected 
between output of the system and the input of the controller.  

 Step-2: Here, the step response of the system is probed and 
the response obtained is termed as process reaction curve.  

 Step-3: In this step, a tangent is drawn to the open-loop 
reaction curve at the contact point of inflection. Inflection 
point is termed as the point at which the tangent and reaction 
curve have maximum contact area. At this point, the slope of 
the reaction curve starts decreasing. From the marked points, 
lag time (Lt), process reaction time (Tp) and stationary gain 
(K) are computed. 

 Step-4: This step includes the calculation of PID gain 
parameters (KP, KI, KD) by using (3)-(5). The constant values 

x1, x2, x3, y1, y2, y3 are given in Table. I for the calculation of 
Kp, TI, TD. 

 Where ‘Lt’ is the time interval between origin and the point 
at which the tangent line crosses the x-axis (time axis). Also, 
‘Tp’ is defined as the time interval between point of intersection 
of tangent with time axis and the point on the time axis at 
which the tangent crosses the desired input as shown in Fig. 3. 
‘K’ is stationary gain. Fig. 4 shows the simple flowchart 
representation of the process used to find gain parameters using 
EPI tuning. 

 

Fig. 3. Process reaction curve. 
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• Start

• Making the system with no control action

• Giving step input signal to the system and notice the system response

• Draw a tangent to the curve at inflection point

• Make a note of dead time(��), Stationary Gain(K) and Process Reaction time (��)

• Compute values of PID gains by using ��, �� , �� formulas.

• stop

 

Fig. 4. Steps for computing tuning parameters using EPI methods. 

TABLE I.  PARAMETERS FOR CALCULATING PID GAINS USING EPI METHODS 

Constants ISTSE ITAE ISTE ISE 

x1 1.042 0.965 0.968 1.048 

y1 -0.897 -0.85 -0.904 -0.897 

x2 0.987 0.796 0.977 1.195 

y2 -0.238 -0.1465 -0.253 -0.368 

x3 0.385 0.308 0.316 0.489 

y3 0.906 0.929 0.892 0.888 
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III. TIME-DOMAIN PERFORMANCE INDICES 

When a closed-loop system response changes with respect 
to time, it is termed as the dynamic performance of the system. 
There are certain performance parameters as mentioned in [15], 
which are helpful to validate the system response. They are 
described as follows. Fig. 5 represents all the performance 
indices, which are helpful to analyze the stability of a system. 

• Delay-Time(Td): In transient state, the time required for the 
system response to outstretch from 0 – 50% of the desired 
value for the initial period of time is defined as Delay Time. 

• Rise-Time(Tr): In transient state, the time required by 
system response to outstretch from 10 – 90% of the desired 
output for the initial period of time is said to be Rise-Time. 

• Settling-Time(Ts): In transient state, the time required by 
the system to fix in a band of (2 – 5%) tolerance is termed 
as settling time. 

• Peak-Overshoot(Mp): The deviation of the output response 
well above the desired output value (setpoint value) is 
considered as the Peak Overshoot. It is calculated by (6). 

  -   
(%) 100

 
P

Peak value Desired value
M

Desired value
= ×  (6) 

• Steady State Error(SSE): The deviation of the system 
response from the desired value in steady-state is 
considered as steady-state error. 

The simulink model for the heat exchanger system considered 
for the analysis is shown in Fig. 6. It contains step input signal 
block which is also termed as a desired response, summation 
block which calculates the error, PID block which is used to 
control the system and scope which is used to visualize the 
output response of the system. 

 
Fig. 5. Performance parameters for a first-order system response. 

IV. SIMULATION RESULTS 

The following simulations represent the output responses of 
the system achieved by applying PID gains to the controller. 
controller gains for various tuning methods are represented in 
Table. II. Performance indices are used to justify the system 
stability in the time domain. For a system that has less 
performance indices values are said to be a stable system. ISE 
and ISTE methods give more oscillations in their transient time 
as shown in Fig. 7 and Fig. 8. For ISTSE and ITAE methods, 
the responses recorded less oscillations in transient time as 
shown in Fig. 9 and Fig. 10. Comparative visualization of all 
the system responses is shown in Fig. 11, where it is easy to 
compare responses in terms of performance indices. 

TABLE II.  CONTROLLER GAINS FOR VARIOUS EPI METHODS 

S. 

No 

Tuning 

Methods 
Kp Ki Kd Ti Td 

1 ISE 3.1713 0.06636 26.607 47.788 8.391 

2 ISTSE 2.954 0.05133 16.016 57.543 5.422 

3 ISTE 3.153 0.05565 20.576 56.654 6.596 

4 ITAE 2.755 0.070. 13.987 39.176 5.077 

 

 
Fig. 6. MATLAB/Simulink model for heat exchanger system with PID controller designed with various EPI methods. 
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Fig. 7. Response obtained by using ISE tuning method 

 

Fig. 8. Response obtained by using ISTE tuning method 

 

Fig. 9.  Response obtained by using ISTSE tuning method 
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Fig. 10. Response obtained by using ITAE tuning method 

 

Fig. 11. Comparative system responses obtained by all EPI tuning methods. 

TABLE III.  TIME DOMAIN PERFORMANCE INDICES OF THE SYSTEM SIMULATED WITH VARIOUS EPI METHODS 

S. No. 
EPI Tuning 

Method 

Time Domain Performance Indices 

Delay-Time/ Lag 

Time (Td)  
Rise-Time(Tr) Settling-Time(Ts)  Peak-Overshoot(Mp)  

Transient Nature 

of the System 

1. ITAE Method 18.1 25.6 88 24.81 Oscillatory 

2. ISE Method 16.01 19.05 200 40.11 Oscillatory 

3. ISTE Method 16.02 21.23 132 34.64 Oscillatory 

4. ISTSE Method 17.2 24.95 109 27.53 Oscillatory 

 

V. CONCLUSION 

This paper implements and evaluates all the Error 
performance index based PID tuning methods for heat 
exchanger control system. Various time-domain performance 
results are obtained for the comparative analysis. These are 
computed for each EPI method and tabulated as shown in 
Table. III. By comparing all these obtained values, the 
following conclusions are made. 

• ITAE method takes less time to settle, less percentage 
of peak overshoot and no steady-state error when 
compared with other EPI methods. 

• ISE method has shown degraded performance for this 
system as it has a high settling time and peak overshoot. 
Further, it is having high oscillatory behavior in the 
transient state. 

Thus, among all the EPI methods, ITAE is recommended as 
the superior method for the design of the PID controller for the 
heat exchanger system. 
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Abstract - The industrial heating furnace (IHF) is a system that 

requires continuous monitoring and control over the temperature. 

A small deviation in the temperature may create a huge impact on 

the system. So, there is a need for proper control for IHF. The 

conventional way is using PID (Proportion + Integral + Derivative) 

controller as the process controller in industries. Many standard 

tuning algorithms are present to compute gain values for the PID 

controller. The drawback of these conventional controllers is poor 

disturbance rejection as these are tuned offline to the system so 

that they cannot address the disturbances that occur while the 

system is working. So, there is a need for an artificial intelligent 

controller that can rectify the disturbance that occurs while the 

system is running. This can be achieved by using Fuzzy logic based 

controller that feeds the gain values externally to the PID 

controller according to the disturbance. The entire system design 

is simulated with the help of MATLAB/Simulink software. The 

outcome depicts that the proposed fuzzy-based controller has the 

best dynamic performance, rapidity, and good robustness.  

Keywords - Industrial Heat Furnace, Tuning Methods, 

Proportional-Integral-Derivative, Fuzzy Logic, MATLAB/Simulink. 

I. INTRODUCTION 

The device that is used for heating the materials in industries 
is defined as a furnace. Heat will be generated in the furnace by 
mixing up fuels with air. Industries use these types of furnace 
equipment for melting up of metals, for combining two metals, 
forging (shaping) of metals, galvanizing, enamelling (coating of 
glass on the metals) etc. Some of the furnaces types are 
household furnaces, metallurgical furnaces, and industrial 
furnaces.  

The use of Household furnaces is to generate heat inside the 
house. Generally, a household furnace is installed by providing 
the movement of fluid, which may be through hot water, steam 
or air. Metallurgical furnaces are used in factories for casting 
metal. In these, furnaces are used for heating and reheating of 
the metals which are used in: Slitting mills, including tinplate 
works and Rolling mills and industrial furnaces or direct fired 
heaters, are used for generation of heat in the industries. These 
furnaces are also used to serve the reactor which provides heat 
for the reaction. These types of furnaces have many designs. The 
designs vary because of fuel used and purpose of heating and the 
method of initiating combustion air. A simplified representation 
of an industrial process furnace is as shown in Fig.1. 

In IHF the control aspect of temperature is the key part of the 
industrial process. So this control of the temperature can be 
achieved using a conventional PID controller [1]. For obtaining 

the gain values for this PID controller many traditional tuning 
methods are available [2]. Of these available tuning methods, 
some of the methods use only the open-loop response of the 
system which may not be appropriate when these values are used 
for closed-loop response of the system and another group of 
methods requires the sustained oscillations for calculating the 
gain values as it is not possible for all kinds of systems [3]-[5].  

 
Fig. 1. Simplified representation of an industrial process furnace 

In the same way, certain limitations are associated with each 
of the traditional tuning methods. So, picking up the correct 
tuning method for the targeted system becomes a difficult task 
and also the main imperfection of these traditional methods is 
that the rejection of disturbance is very poor and also these 
cannot address the online disturbance i.e. disturbances that occur 
while the system is running [6]-[8]. To overcome all the above-
discussed problems there is a necessity of going to a fuzzy logic-
based PID (FLP) controller which uses the fuzzy theory for 
obtaining the gain values according to the disturbance and feed 
them to the conventional PID externally [9], [10]. So, in this 
paper FLP controller is used to control IHF. The IHF can be 
qualitatively modelled using equations (1) - (2). The transfer 
function for this system can be obtained from [11]. 
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Where, K = 11, which represents the static gain; T = 50 sec, 
which represents the time constant; τ = 8 sec, which represents 
the lag delay time. 

II. IMPLEMENTATION OF CONVENTIONAL PID CONTROLLER 

Many industrial applications use PID controller for 
controlling different processes like temperature flow, pressure 
flow, liquid level etc. PID controller sets the system response to 
our desired response by choosing appropriate Kp, Ki, Kd gains 
values. Many conventional tuning rules are present to calculate 
the gain values but selecting a particular tuning rule for a PID 
controller is a tough task [5]. Moreover, all these methods are 
offline and need to set up manually to the controller. 
Proportional, Integral and Derivative gain are added up to obtain 
controller output as shown in (3). 

0

( )
( ) ( ) ( )

t
p

p p d

i

K de t
U t K e t e t dt K T

T dt
= + +   (3) 

Where, 

U (t) = controller’s output signal given to system 
KP = Proportional-Gain 
KI = KP / Ti = Integral-Gain 
KD = KP × TD = Derivative-Gain 
E = Error = Desired value (DV) – Obtained Value (OV) 
T = Time or instantaneous time 

The following are some of the PID tuning rules for designing 
gain values of the PID controller. 

Ziegler and Nichols introduced two methods namely 
Ziegler-Nichols (ZN) closed-loop method and Modified 
Ziegler-Nichols (MZN) method in the year 1942 [3]. While 
designing their controller tuning algorithms they used a 
phenomenon called allowable stability which mentions that the 
ratio of two succeeding peaks of the system response is close 
equals to 1/4 as shown in Fig.2. Modified Ziegler-Nichols 
(MZN) is another tuning method for designing gain values of 
closed-loop systems which are introduced by Ziegler and 
Nichols. The main focus is to initiate this method to provide 
good stability and better time-domain specifications when 
compared with the ordinary ZN tuning method. 

 

Fig. 2. Allowable stability condition for ZN method 

Tyreus-Luyben’s method was originated in the year 1992 
which depends on oscillations in Ziegler-Nichols Method but 
with some minute changes in formulas for calculating PID gains. 
This method gives better stability in contrast to the Ziegler 
Nichols method [7]. The output response of the system which 
uses this method will have less oscillatory and less subtle 
uncertainty. Shinskey PID Controller is another tuning method 
for a closed loop control system. The main scope of this method 
is to yield good stability and better time-domain specifications 
and Zhaung-Atherton PID Controller is another tuning method 
for the closed loop control system. The main objective of this 
method is to provide good stability and better time domain 
specifications. So the formulas for designing the controller gains 
for various methods are given in Table. I. 

The entire system design with the conventional controller is 
shown in Fig.3 where the desired value is considered as a step 
signal and controller gains are taken as shown in Table. II. 

 

Fig. 3. System design with conventional PID controller 

TABLE I.  DESIGN FORMULAS FOR VARIOUS PID TUNING METHODS 

Parameters Zeigler-Nichols Modified-ZN Tyreus-Luyben Shinskey Method Zhaung & Atherton 

Ti 

��

2
 �� 2.2 � �� 1.43 � �� 

0.05 � ��

36.3 � ��  1
 

Td 

��

8
 

��

3
 

��

6.3
 0.52 � �� 0.13 � �� 

Kp 0.6 � �� 0.2 � �� 0.45 � �� 
0.95 � ��

11 � �
 0.51 � �� 

Ki 

��

��
 

��

��
 

��

��
 

��

��
 

��

��
 

Kd �� � �� �� � �� �� � �� �� � �� �� � �� 
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TABLE II.  PID GAINS WITH DIFFERENT TRADITIONAL METHODS 

S.No 
Tuning 

methods 
KP TI KI TD KD 

1. 
Ziegler-

Nichols PID 
Controller 

0.574 15.2 
0.0377

6 
3.8 3.6358 

2. 

Modified    
Ziegler-

Nichols PID 
Controller 

0.1913 30.4 
0.0062

9 
10.13 1.9885 

3. 
Tyreus-

Luyben PID 
Controller 

0.43 66.88 
0.0064

3 
4.825 2.0747 

4. 
Shinskey 

PID 
Controller 

0.3281 11.44 0.0286 4.16 1.3648 

5. 

Zhuang-
Atherton 

PID 
Controller 

0.4879 54.312 
0.0089

8 
3.952 1.9281 

III. IMPLEMENTATION OF PROPOSED FUZZY LOGIC BASED 

PID CONTROLLER 

Fuzzy logic is the most effective controller for nonlinear, 
time-variant systems and also it doesn’t require the transfer 
function of the system for obtaining gain values [12]. The IHF 
considered in this paper is a nonlinear system as the temperature 
of the furnace should be regulated constantly even in the case of 
disturbances that occur externally. So, to achieve this, the FLP 
controller is used for controlling the IHF in this paper. The fuzzy 
logic controller converts all the input and output values given to 
it in the range of 0 to 1. Thus, converted inputs and outputs are 
mapped using the fuzzy inference structure (FIS) as shown in 
Fig.4. In fuzzy logic control (FLC) all the crisp values are 
converted into the fuzzified values (between 0 to 1) and this 
process is called fuzzification. In this fuzzification process, 
many membership functions such as trapezoidal, triangular, 

signum etc., membership functions (MFCN) are available. 
These MFCN’s are to be taken according to the type of the 
system. Mamdani and Sugeno are the two conventional 
fuzzification processes that are available. The defuzzification 
process starts after the processing of input data is done. The 
defuzzification process is quite opposite of the fuzzification 
process. In this, the fuzzified values are converted back into the 
crisp values. In the case of the defuzzification process, there are 
many methods such as the centre of sums, first of maxima 
method etc. are available.  The relation between the input and 
output MFCN is done by creating the set of rules. The efficacy 
and the intelligence of the FLC depend on the rules that are fed 
to it. By using the FLP, it takes the supremacy of both the 
conventional PID controller and the intelligent FLC in 
controlling the system [13]. The gain values according to the 
disturbance are fed to the conventional PID controller so that it 
can address the disturbances efficiently [14] - [16]. So, this paper 
proposes the FLP controller developed using the gaussian 
MFCN and Mamdani method. MATLAB/Simulink model of the 
system with Fuzzy PID controller is shown in Fig.6 and the 
ranges of each MFCN is described in Table. IV. The Table. III 
and Fig. 5 shows the rules for mapping input and output where 
P1>P2>P3. 

 

Fig. 4.  FIS structure of FLC 

 

Fig. 5. Statements used to develop the FIS 

TABLE III.  RULES USED FOR IMPLEMENTING THE PROPOSED FUZZY LOGIC CONTROLLER 

INPUT-1 
EOR-1 EOR-2 EOR-3 EOR-4 EOR-5 EOR-6 EOR-7 

INPUT-2 

RT-ERR-1 KINTG- 3 KINTG -3 KINTG- 3 KINTG -3 KINTG -2 KINTG- 1 KINTG-4 

RT-ERR-2 KINTG 3 KINTG 3 KINTG 2 KINTG 2 KINTG 1 KINTG-4 KINTG-7 

RT-ERR-3 KINTG 3 KINTG- 3 KINTG- 2 KINTG- 1 KINTG-4 KINTG-7 KINTG-6 

RT-ERR-4 KINTG- 3 KINTG- 2 KINTG- 1 KINTG-4 KINTG-7 KINTG-6 KINTG-5 

RT-ERR-5 KINTG- 2 KINTG- 2 KINTG-4 KINTG-7 KINTG-6 KINTG-5 KINTG-5 

RT-ERR-6 KINTG- 1 KINTG-4 KINTG-7 KINTG-6 KINTG-6 KINTG-5 KINTG-5 

RT-ERR-7 KINTG-4 KINTG-7 KINTG-6 KINTG-5 KINTG-5 KINTG-5 KINTG-5 
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TABLE IV.  RANGES USED FOR IMPLEMENTING FUZZY LOGIC CONTROLLER 

MFCN Ranges 

Input Variable 

Error  

EOR-1 [0.8496-5.937] 

EOR-2 [0.849 -4] 

EOR-3 [0.85 -2.03] 

EOR-4 [0.8495 0] 

EOR-5 [0.849 2] 

EOR-6 [0.8495 4] 

EOR-7 [0.8509 6] 

Rate of error 

RT-ERR-1 [0.8493 -6] 

RT-ERR-2 [0.8493 -4] 

RT-ERR-3 [0.8493 -2] 

RT-ERR-4 [0.8493 0] 

RT-ERR-5 [0.8493 2] 

RT-ERR-6 [0.8493 4] 

RT-ERR-7 [0.8509 6] 

Output Variable 

Kp 

KPRP-1 [0.8493 -6] 

KPRP-2 [0.8493 -4] 

KPRP-3 [0.8493 -2] 

KPRP-4 [0.8493 0] 

KPRP-5 [0.8493 2] 

KPRP-6 [0.8493 4] 

KPRP-7 [0.8509 6] 

Ki 

KINTG-1 [0.8493 -6] 

KINTG-2 [0.8493 -4] 

KINTG-3 [0.8493 -2] 

KINTG-4 [0.8493 0] 

KINTG-5 [0.849 2] 

KINTG-6 [0.8493 4] 

KINTG-7 [0.8509 6] 

Kd 

KDERV-1 [0.8493 -5.968] 

KDERV-2 [0.8493 -4] 

KDERV-3 [0.8493 -1.937] 

KDERV-4 [0.8493 0] 

KDERV-5 [0.8493 2] 

KDERV-6 [0.8493 4] 

KDERV-7 [0.851 6.03] 

 

Fig. 6. System design with FLP Controller 

IV. RESULTS AND ANALYSIS 

The results are segregated into time-domain response 
analysis and frequency-domain response analysis. These results 
discuss the system behaviour under the transient state and the 
steady state as described follows. 

A. Time-Domain Response Analysis 

The following results show the time domain system response 
with various conventional PID controller and FLP controller. 
The time-domain specification will help to judge whether the 
system response is better or not. Various time-domain 
performance indices like Rise time (RT), Delay Time (DT), 
Settling Time (ST), peak overshoot (PO) and transient behaviour 
for all the system responses are listed in Table.5. The responses 
which are having less settling time with no peak overshoot and 
smooth transient behaviour will be considered as a good 
response. The output response of the system with the ZN 
method, MZN method and Shinskey method has a high Peak 
overshoot. In transient state, all the system responses with 
conventional tuning methods show oscillations except Fuzzy 
PID and Tyreus-Luyben as shown in Fig.7 and Fig.8. 

 

Fig. 7. Comparison of various traditional PID methods for the system 

 

Fig. 8. System output with FLP controller. 

TABLE V.  TIME DOMAIN PERFOEMANCE INDICES OF CONVENTIONAL VS PROPOSED FUZZY PID CONTROLLER 

S. 

No 
Tuning methods 

Delay-Time (DT) in 

sec 

Rise-Time (RT) in 

sec 

Settling-Time (ST) 

in sec 

Peak-Overshoot 

(PO) in % 

Transient 

Behavior 

1 Ziegler-Nichols PID Controller 3.59 5.544 109.14 47.25 Oscillatory 

2 
Modified Ziegler-Nichols PID 
Controller 

15.87 33.155 170.194 15.81 Oscillatory 

3 Tyreus-Luyben PID Controller 5.363 20.698 39.665 1.5 No Oscillations 

4 Shinskey PID Controller 11.48 12.455 175.3 57 Oscillatory 

5 Zhuang-Atherton PID Controller 9.6 8.86 106.3 7 Oscillatory 

6 Fuzzy-PID Controller 24.4 65.754 129.2 No Overshoot Smooth 
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B. Frequency-Domain Response Analysis 

The most commonly used methods for analysing the stability 
of the system in the frequency domain is the bode plot. Bode 
plot analysis is a process of analysing the transient-state and the 
steady-state response of the system with the help of frequency 
and phase. The stability of the system is given can be decided 
with the help of gain margin (GM) and phase margin (PM). So, 
to analyze these parameters, the bode plots are drawn as given 
through Fig. 9 to Fig. 14. The observations from these plots are 
given as follows. 

 Fig 9 shows the bode plot for the ZN-PID method and from 
this, it can be observed the PM value are 138, -180 and the 
GM value is 0.  

 Fig 10 shows the bode plot for the MZN PID method and 
from this, it can be observed the PM value are 152, -180 and 
the GM value is 0.  

 Fig 11 shows the bode plot for the Zhaung-Atherton PID 
method and from this, it can be observed the PM value is -
180 and the GM value is 0.  

 Fig 12 shows the bode plot for the Shinskey-PID method 
and from this, it can be observed the PM value are 119, -
180 and the GM value is 0.  

 Fig 13 shows the bode plot for the Tyreus-Luyben PID 
method and from this, it can be observed the PM value are 
152, -180 and the GM value is 0.  

 Fig 14 shows the bode plot of the FLP method and from 
this, it can be observed the PM value is -180 and the GM 
value is 28.2.  

Normally, the response with high PM and GM are considered as 
the more stable system. Hence, it can be concluded that the 
proposed FLP method is superior in terms of GM. 

 

Fig. 9. Bode plot for ZN-PID controller 

 

Fig. 10. Bode plot for MZN PID controller 

 

Fig. 11. Bode plot for Zhaung-Atherton PID controller 

 

Fig. 12.  Bode plot for Shinskey-PID controller 

 

Fig. 13. Bode plot for Tyreus-Luyben PID controller 

 

Fig. 14. Bode plot for FLP controller 
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V. CONCLUSION 

With the use of the traditional PID controller for controlling 
the IHF system, there are some drawbacks such as poor rejection 
of disturbance, picking of the appropriate method according to 
the system, etc. These are addressed by using the proposed FLP 
controller. With the use of the proposed FLP for the IHF system, 
the following achievements are obtained. 

 As the IHF system has non-linear characteristics, the 
controller design using traditional methods is not effective. 
Whereas, the use of the proposed FLP controller has 
produced better output. 

 The proposed FLP controller produces a smooth response of 
the system with no peak overshoot wherein case of using the 
traditional controller, the system produces an oscillatory 
response with peak overshoot. 

 The proposed FLC has a higher capability to reject the 
disturbance. 
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Abstract—Smartphones are considered as the most 

pervasive electronic devices all over the world. These hand-

held devices are carried with people wherever they go. Thanks 

to the availability of communication infrastructures anywhere, 

people depend on these devices to accomplish some tasks 

related to their work (resp. study), indispensable social media 

tool and a storage tool for a lot of user's private content such as 

photos, videos, messages, emails, etc. For that, smartphones 

should be protected against unauthorized access. Current 

access control models to services and applications of the 

smartphones are static (fixed) even though the user context is 

dynamic, and some access control model could not be 

appropriate in some contexts for the security and safety of both 

user's privacy and smartphone. Moreover, existing access 

control models are not dedicated to personal devices like 

smartphones but oriented to multi-users and network devices. 

In this paper I propose a context-aware access control model 

for smartphones which adapts dynamically to the user's 

context and provide appropriate access control mechanism to 

improve the security and safety of both user's privacy and 

smart phones. 

 

Keywords—smartphones, access control, context, 

authorization, dynamic, permission. 

I. INTRODUCTION  

People nowadays rely on their smartphones to 
accomplish a lot of their everyday tasks, social 
communication and storing private contents. Smartphones 
are becoming a precious device for them which should be 
protected against unauthorized access and should be kept 
secure all the time. Current access control mechanisms to 
services and applications of the smartphone are mostly static 
(set once by the user) even though the user context is 
dynamic and access control model could not be appropriate 
in some contexts for the security and safety of both user's 
privacy and smartphone. Some safe and trusted contexts such 
as sitting alone at home do not require a powerful 
mechanism for access control to smartphone and its 
applications because the security risks (e.g., shoulder surfing 
or the use by non-trusted person) are minim. On the other 
hand, if the user is in a public place such as a cafe, the smart 
phone access system should consider the risk of using the 
smartphone in such a place like shoulder surfing when user 
access some services to keep his/her privacy away from the 
eyes of nosy people. Also reinforce the security of the 

smartphone when there is a possibility that the user's 
smartphone is used by a stranger which could be happen 
frequently when the user forgets to take his smartphone with 
him/her and leaves it with companions for whatever reason. 
In addition, mostly access control mechanisms are not 
oriented to personal devices like smartphones but to multi-
users devices and networked equipment. In this paper I 
propose an approach to adapt the access control system to the 
changing context of the user to provide appropriate and 
secure access to smartphone and its applications. The 
context-aware access control adaptation is done using 
contextual information especially location and surrounding 
people. 

The rest of this paper is organized as follows: Section 2 
presents previous work on access control models. Section 3 
discusses the risks of using a smartphone related to location 
and nearby people. Section 4 describes the proposed 
approach for context-aware access control and Section 5  
concludes the paper. 

II. PREVIOUS WORK 

 

In the field of information security, Access control is a 
fundamental security mechanism to regulate who can access 
an asset and what can be done with it. Access control is a 
selective restriction of access to computer devices, networks, 
applications and data. Its main goal is to minimize the 
security risks of an authorized access by ensuring that users 
are who they claim they are and have been granted the 
appropriate permissions.  Generally, the access control 
system process consist of three basic steps:1) identification is 
the act of uniquely identify a person (resp. a subject) which 
performed generally by providing a user name, smart card or 
anything else that uniquely identify the user. 2) 
authentication which consists of proving a claimed identity 
by providing the appropriate credentials such as password,  a 
personal identification numbers (PINs), a security token, 
biometric scans or other authentication factors. 3) 
authorization that specifies access right/privileges to 
resources and what can be done according to permission 
granted. 

Among the first models of access control is the 
Discretionary Access Control (DAC) [1] which is based on 
an access control list that describes what operations can be 
done on a given object by each subject. Another model is the 
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mandatory access control in which a central authority 
regulates access rights to resources according to a multiple 
level of security. The role-based access control model was 
introduced by [2] to enforce the previous access control ones 
where access to resources is granted according to the job 
function of a user (resp. group of users) inside an 
organization instead of identities of individual users. Wang et 
al.[3] proposed the Attribute-based access control (ABAC) 
model in which access to resources was granted according to 
the attributes of users, systems and environmental conditions. 
Das et al [4] developed the MITHRIL framework [5] which 
included an access control component called the MithrilAC 
that used the Attribute-Based Access Control standard. The 
aim of the MithrilAC component was to capture the behavior 
of an application in a particular context and user’s access 
control needs in order to refine the access control policy. 
Arfaoui et al. [6, 7] proposed a new context-aware attribute-
based access control scheme which took into account the 
dynamic change of context. the proposed approach was 
oriented to IoT devices which have limited processing 
capabilities. They combined the user's attributes with 
contextual information to check if the user satisfies or not the 
access policy.  They used the  CP-ABE (ciphertext-policy 
attribute-based encryption) scheme and embed the contextual 
information into access structures using contextual tokens.  
Kayes et al. [8] Presented a survey of security, privacy and 
access control research which used contextual information 
and oriented to cloud and fog networks. They proposed a 
Fog-Based Context-Aware Access Control (FB-CAAC) 
framework for accessing data from distributed cloud data 
centres along with IoT devices and fog computational nodes. 
Kayes et al. [9] proposed a Context-Aware Access Control 
(CAAC) Policy Framework based on the role-based access 
control approach which used a formal policy model to 
specify user-role and role- permissions assignment based on 
relevant contextual information. The policy used a context 
specification language and ontology for modeling context-
aware access control (CAAC) policies. Ternka et al. [10] 
made an interesting survey on authentication and 
authorization methods for internet of things in which they 
showed how context-awareness extends security. Some other 
work like [11, 12, 13] were oriented to context-aware 
authentication systems rather than to the whole access 
control process. 

III. RISKS RELATED TO LOCATION AND NEARBY PEOPLE 

 
Nowadays, the best known and used technologies for 

wireless communication are Bluetooth and Wi-Fi and all 
smartphones are equipped with both wireless technologies. 
Several risks related to our pervasive use of smartphones 
need to be addressed and wireless security is just one often-
overlooked piece of the mobile security. In a public place or 
in a crowded untrusted place, hackers can potentially gain 
access to a smartphone through either Bluetooth or Wi-Fi 
protocols. They can eavesdrop on our conversations and 
even steal our personal and business’ data stored on 
smartphones. Some well-known attacks related to Bluetooth 
protocol are: 1) Bluebugging or Bluejacking attacks which 
are somehow old and recently are easily prevented. 2) 
Bluesnarfing attack where it is possible to access personal 
content and even copy the content of the smartphone. Alike,  
common Wi-Fi attacks include: 1) session Hijacking where 
hackers use sniffer tools to look through transmitted packets 

and find the information needed, generally occur when using 
an open Wi-Fi network. 2) Evil Twin attack where a fake 
access point with the same name of the one used by the user 
is setup by the attacker to capture all the data traffic made by 
the user's smartphone. 3) Man in the middle attack where the 
hacker listen and modify transmitted data between the user's 
smartphone and other parties. This attack can be initiated 
using DHCP spoofing among others methods.  

To avoid the aforementioned attacks on wireless 
protocol, user's should avoid using public Wi-Fi networks or 
use a connection encrypted by a VPN (Virtual Private 
Network). Keep Bluetooth settings to non-discoverable or 
invisible in public places and switch it off when it is not in 
use. Also require user approval for devices pairing with the 
smartphone. 

Due to the user's mobility, most smartphones services 
and applications can be accessed even in public places 
resulting in a high probability of a social engineering attack 
called shoulder surfing which consists of  observing other 
people’s information without their consent over their 
shoulders. This attack is generally used to obtain information 
such as passwords and other confidential data. To protect 
against such attack, the smartphone should demand a two-
factors authentication (preferably one of them biometric) to 
access sensitive applications in public places. It is also 
possible that the smartphone notify the user to be with 
his/her back to the wall or to angle the smartphone screen so 
that other people cannot see what he/she is typing or 
watching. These are the two common ways to protect from 
prying eyes. 

IV. CONTEXT-AWARE ACCESS CONTROL MODEL 

 

A smartphone provides a set of services to the user and 
allow him/her to access and use several applications. In order 
to access the smartphone services and applications, user 
should be granted authorization to use the smartphone which 
generally locked for security purpose an require an 
authentication method which mostly a password, a PIN 
(personal identification number), a pattern drawing, 
fingerprint etc. But some users allow a direct access to their 
phone which is not advised at all in some contexts. Once user 
has access to smartphone, he/she could access most 
applications which do not require new authentications since 
user was already authenticated previously except some 
applications which demand a new authentication at each 
access. This situation exposes the smartphone to many risks 
related to access to personal data (resp. credentials) and the 
possibility of it being stolen if another person accesses the 
user's smartphone or sees the content of the smartphone by 
another person during normal use by the owner of the 
smartphone.  

A. Applications classification 

 

In order to provide a personal authorization system, 
smartphone user should provide his/her preferences in term 
of which permission should be granted to which applications. 
For this reason, applications (including access to 
smartphone) are classified in two categories: sensitive and 
normal. 
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It is up to the user to classify each application to either 
sensitive or normal application. The classification is done 
according to whether the application contains private data or 
user's credentials. For example, the clock application could 
be classified as a normal one because it does not contain any 
user's private data or credentials and access such application 
does not present any risk. However, a banking application 
should be classified as a sensitive one because it contains 
both private data and user's credentials. One example of 
possible applications classification is given by Table 1. 

TABLE I.  APPLICATIONS CLASSIFICATION 

Application 
Type 

Sensitive Normal 

Access to smartphone (unclock) █  

Clock  █ 

Social media (facebook, what’s up, …) █  

Calender  █ 

Banking █  

Photo/video galery █  

Phone book █  

Games  █ 

Health  █  

e-mail █  

Weather  █ 

SMS █  

… … … 

 

B. Locations classification  

 

User and his/her smartphone can be in multiple locations 
which can be classified mainly in two types of location: 

• Private location: set of places where risks of 
accessing smartphone and its applications are 
minim. It is somehow a trusted location. The 
best example of such location is home where 
user is not afraid that his/her smartphone can be 
used by a stranger and steal or view his/her 
personal data (resp. credentials). Such locations 
do not require high level permissions. 

• Public location: the set of places where there are 
a lot of strange and non-trusted people and 
present a high security risk for smartphone 
accessing. These types of locations generally 
refer to public places and can be subdivided into 
two types:   

 Trusted public place: security risks on 
smartphone are not raised in such place. it is 
a trusted place. The ideal example of a 
trusted public place is the user's office at 
work. 

 Non-trusted public place: user does not has 
a private corner in such places and 

surrounded with a lot of strange people. 
These places present a high risks on 
smartphones. 

A somewhat similar classification that allows the user to 
choose his trusted places to automatically unlock his/her 
smartphone without going through the authentication step is 
provided by the Google Smart Lock for android devices [14] 
(see Figure 1). However such application does classification 
into either trusted places or non-trusted places. In addition, 
this application is specific for only automatic unlock of 
smartphones and not for unlocking or accessing other 

applications.   

Fig. 1. Google Smart Lock [13] 

C. User’s situations classification 

 

Due to the permanent user mobility, context of use of 
smartphone is ever changing. One important information 
which affect the context of use of smartphone is the user's 
nearby people. The main risk generated by this context 
element is the shoulder surfing attack especially when the 
user is surrounded by some people and trying to  access 
sensitive (resp. private) data through his/her smartphone. 
This context element is not independent but influenced by 
the user's location. Even though in a same situation where 
the user is alone, it differs either his alone in a private place 
or alone in a public place. So granting permission to user 
should consider both his/her situation and location. There are 
two main situations: 

• Alone: In this situation, the risk of shoulder 
surfing attack is practically absent. 

• Not alone (surrounded): in this situation the 
occurrence of a shoulder surfing attack is 
strongly possible. 

D. Smartphone’s use context 

 

In all, there are six smartphone's  use contexts related to 
locations and user's nearby people which are the result of the 
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cartesian product of the set of possible user's locations and 
user's situations (Fig.2 shows all possible smartphone’s use 
context).: 

 C1: The user is alone in a private place. 

 C2: The user is not alone in a private place. 

 C3: The user is a lone in a trusted public place. 

 C4: the user is not alone in a trusted public 
place. 

 C5: The user is alone in a non-trusted public 
place. 

 C6: The user is not alone in a non-trusted public 
place. 

 

 

Fig. 2. Set of smartphone use context 

E. Context-aware authorization model 

 

In each of the aforementioned contexts, the user is 
vulnerable to some threats. Generally we can classify these 
threats into four classes (T1, T2, T3, T4) as follows: 

• Use of public Wi-Fi network (T1): the use of a 
public WiFi network can make the smartphone 
vulnerable to some attecks as mentioned in 
section III. 

• Open Bluetooth (T2): if the user's smartphone is 
open it could be vulnerable to some kind of 
attacks related to Bluetooth 

• Visible content (T3): when the smartphone 
content is visible, shoulder surfing attack may 
occur by nosy people and prying eyes   

• Available smartphone (T4): if user forget to 
carry his smartphone with him where ever he 
goes, it could be then accessed by someone else. 

To every context of use is assigned a risk degree from the 
following list: {Zero, Low, Average, High, Very high} 

depending on how many type of the above risks present in 
that context. 

In context C1, when the user is alone in a private place 
and using his private Wi-Fi network with trusted people, 
normally there is no threats and the risk degree will be zero 
in such context. Context C2 is alike to context C1 except the 
user is not alone, so the threat of accessing his/her 
smartphone by someone else or watching his/her personal 
content over his/her shoulder is present. So the risk degree 
will be Average. When the user in alone in a trusted public 
place, the smartphone will be connected to a trusted Wi-Fi 
network and controlled environment (case of office). The 
smartphone is vulnerable to one possible threat related to 
open Bluetooth connection where people generally omit to 
close their Bluetooth in a trusted place. In this case the risk 
degree is low because the possibility of making Bluetooth 
attacks in a trusted place is minim. In context C4, when the 
user is not alone in a trusted public place, the smartphone can 
be vulnerable to both shoulder surfing attack and access by 
other people in addition to possible Bluetooth related attack. 
In this case the risk degree is high. When the user is alone in 
a non-trusted public place (context C5), the smartphone is 
vulnerable to both Wi-Fi related attacks and  Bluetooth 
related attacks. The risk degree will be then average. Finally, 
in context C6 when the user is not alone in a non-trusted 
public place, the smartphone is vulnerable to the four 
possible threats. and the risk degree of such context is very 
high. Table II shows the risk degree of each possible context 
of use.  

TABLE II.  RISK DEGREE OF EACH CONTEXT 

 T1 T2 T3 T4 
Risk 

degree 

C1     Zero 

C2   █ █ Average 

C3  █   Low 

C4  █ █ █ High 

C5 █ █   Average 

C6 █ █ █ █ Very 
high 

 

Authorization to access smartphone or its applications 
will basically depend on two factors: context of use and 
sensitivity of the applications. The authorization system will 
consist of a simple if-then statements where the antecedent 
(the if-clause) is composed of the context of use and (logic 
and) the type of demanded application whereas the 
consequent (the then-clause) is the appropriate authorization. 
This rule-based authorization adaptation system will provide 
an acceptable decision speed which is required for the 
usability of the smartphone and it does not consume much 
resources of the smartphone which are limited in most cases. 

Normal applications of the smartphone are granted a 
direct full access without any authentication after an 
authenticated access to the smartphone. For sensitive 
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applications, access will be granted according to the current 
context of use and its degree of risk. The latter will 
determine the access method using a one-factor, two-factor 
or three-factor authentication to enforce the security of the 
smartphone. 

In case of the usage of sensitive applications within the 
six aforementioned contexts, the access method will be 
chosen according to the risk degree of each context of use 
which composed of five degrees namely: zero, low, average, 
high and very high. The authorization method will adapted to 
current context of use as follows: 

• In context C1with zero risk degree, the access to 
the smartphone and its application is direct with 
full permissions. 

• In contexts C2 and C5 with an average risk 
degree, the access to the smartphone will be 
granted by unlocking the smartphone using any 
method (passcode, PIN, graphic pattern, 
fingerprint, ...) and sensitive applications will be 
accessed using a one factor authentication 
method. Normal applications will be accessed 
directly without authentication. 

• In context C3 with a low access degree, the 
access to the smartphone is granted after 
unlocking the smartphone using any method and 
access to all applications is direct without 
additional authentication. 

• In context C4 with a high risk degree, Access to 
smartphone is granted after unlocking it and 
access to sensitive applications will be granted 
after a two-factor authentication (e.g. password 
+ fingerprint). 

• In context C6 with a very high risk degree, 
access to smartphone is granted after unlocking 
it and access to sensitive applications will be 
granted after a three-factor authentication. 

 

The set of rules that allow to use the appropriate access 
method is given by TABLE III.  

TABLE III.  ACCESS METHODS RULES OF ADAPTATION 

Context Unlock Sensitive App. Normal App. 

C1 Automatic Direct access Direct Access 

C2 & C5 
Explicit 
unlock 

One-factor 
authentication Direct Access 

C3 
Explicit 
unlock Direct Access Direct Access 

C4 
Explicit 
unlock 

Two-factor 
authentication 

Direct Access 

C6 
Explicit 
unlock 

Three-factor 
authentication 

Direct Access 

 

The explicit unlock means that the user should 
authenticate before using the smartphone. Two-factors and 
three-factor authentication are obviously considered heavy 
solution for the smartphone usability, but security has a price 
and users should invest in their privacy and security. 

V. CONCLUSION AND FUTURE WORKK 

Smartphones are carried with users where ever their go 
and we rely on them to perform several tasks in our everyday 
lives. Moreover we store in them a variety of private 
contents. The security of smartphones is becoming a must 
and a permanent concern for users. smartphone should be 
protected against unauthorized access. Unfortunately existing 
methods of access control do not consider the ever changing 
context of user and do not adapt dynamically to this context 
in order to provide an appropriate access method. In this 
proposed I proposed a context-aware access control method  
based on two main elements of context namely location and 
nearby people. The proposed approach change the access 
method according to the current context and the type of 
application to be accessed. The future work will consist on 
detailing sensitive applications and provide a more 
appropriate access method. 
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Abstract—Connected and Autonomous Vehicles (CAVs) com-
bine both the characteristics present in autonomous vehicles and
those already implemented in large parts in connected vehicles.
Therefore, CAVs expose a larger attack surface. In this work,
we propose a threat model concerning the attacks that can
take place in the community of CAVs by exploiting the Vehicle
to Vehicle (V2V) communication channels. Then, we simulate
the proposed model using NetLogo (1000 simulation for each
scenario). The adoption of multi-agent-based simulation allows
us to abstract the nature of the attack, which leaves us to focus
on the macroscopic effect of this on different traffic densities.
The got results show that the more a CAV is engaged in dense
road traffic, the more it is likely to be compromised. Finally, in
order to reduce the effect of this category of cyberattacks, we are
introducing countermeasures to be adopted in the development
of security policy within the context of Intelligent Transportation
System (ITS).

Index Terms—connected and autonomous aehicles (CAVs), cy-
berattack, cybersecurity, intelligent transportation system (ITS),
multi-agent-based simulation (MABS), Threat Model, V2X, V2V.

I. INTRODUCTION

The capacity of a vehicle to exchange information with
its environment according to the V2X paradigm is at the
heart of the development of intelligent transport systems. This
being effective thanks to the sensors available to the CAV
allowing it to extract useful information concerning its ambient
environment. Such information can be road signs, start lines
or obstacles to avoid. A CAV can use the cellular or ad-hoc
networks at its disposal to share relevant information with
other components of the intelligent transport system.

802.11p gave emergence to two more or less similar pro-
tocols: DSRC adopted by North America and C-ITS used in
Europe. Adoption of one of these standards allows moving ve-
hicles to establish communications with other vehicles nearby
and with road infrastructure. In this approach, a CAV can
transmit messages step by step without having to resort to
the cellular network. Such interactions are characterized by

very low latencies and ranges of the order of a kilometer.
The main applications using this type of communication are
those related to CAV safety, such as collision avoidance and
overtaking assistance systems.

The decentralized nature of V2V communications results
in a significant attack surface [1], [2]. Sybil is an example
of an attack that the intelligent transport system may be the
target [3]. This attack consists of forging false identities of
CAVs in order to make the rest of the system believe the
presence, in a zone, of a certain number of these. The aim is
to manipulate the behavior of the intelligent transport system
according to a logic previously set by the attacker. Forced
routing of packets to a destination other than that intended
by the source is another type of attack that CAV systems can
suffer from. We know this type of attack as black holes.

The safety of the CAV relies on the reliability and se-
curity of communications carried out according to the V2V
paradigm [4], [5]. This requires a minimum of reciprocal trust
between the various stakeholders. The authors of [6], [7] have
already pointed out the threat of computer attacks targeting
CAVs because of their interaction with their environment. For
example, an attacker can block a CAV just by sending it
malicious packets [6]. Many works have noted that the systems
embedded in CAVs are vulnerable to remote attacks or those
targeting its sensors [8], [9]. Therefore, it is crucial to consider
these attacks and the spread of their underlying malwares as
an emerging phenomenon in the CAVs community when they
will hold a considerable part of road traffic.

Malware spreading in V2V ad-hoc networks is not the same
as the one in the computer networks. Thus, applying the
classical approaches as they exist to protect a CAV from other
CAVs, may not be a good countermeasure. We can summarize
the major differences in: (i) time and traffic conditions involve
a dynamic topology of the network; (ii) Driving way or
mobility is another factor that can affect the V2V links
configuration which can bring more or less cybersecurity risks
to the targeted vehicle; (iii) Target pointing is another reason
that can distinguish CAVs networks from computers ones.

Two models can help to characterize a V2V network978-1-6654-4067-7/21/$31.00 ©2021 IEEE
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topology: the CAV mobility and the V2V communication
models. The CAV mobility model deals with the movement
of CAVs and defines the neighborhood of each CAV. This
model depends on traffic density and road topology. The V2V
communication model deals with data transmission and its
underlying constraints such as interferance and transmission
power. To study Malware propagation behavior in a such
Networks, one needs to know all their topological details.

In what follows, our contribution is threefold: (i) we set up
a threat model for traffic of CAVs, in a four-lane highway,
in which one of the CAVs is malicious. (ii) We simulate our
model by adopting the multi-agent-based approach to consider
emerging phenomena and this using the NetLogo software.
After carrying out 1000 simulation runs for each scenario,
we visualize the results as tables and plots using Matlab. (iii)
Finally, we introduce draft solutions aimed at clarifying the
logic of the distribution of roles on the different stakeholders
in order to reduce the intensity of cyber attacks having traffic
density as a catalyst.

We can summarize the structure of this paper, as follows:
We find just after the introductory section (sec. I), A section
dedicated to the review of the literature related to the subject,
here discussed (sec. II). At, the end of this section we give
the research gap treated. The next section (sec. III) presents
the adopted threat model. It determines the threat agent, the
attack surface and the attack methods. Section IV concerns
the simulation scenarios adopted and the different parameters
considered. Quite after, section V discusses the main results.
The last section (sec. VI) is dedicated to the conclusion of this
work.

II. LITERATURE REVIEW

A. Automotive cyber-security incidents

According to [10], the profitability of cybercrime, including
the (ITS) sector, exceeds that of global illicit drug trafficking
by 200 billion dollars (600 billion dollars against 400 billion
dollars).

Thieves in India could steal 41,118 vehicles in 2019, ac-
cording to a statement from Gurugram police. This has been
possible using only inexpensive electronic devices [11]. Once
the vehicle is stolen, its GPS service is deactivated, its license
plates changed and a new registration certificate is issued.

Researchers stopped a Tesla Model X by attacking its
Advanced Driver Assistance System (ADAS) by inserting
an image of the stop sign in a roadside advertisement. The
autopilot saw the image as a real sign. Likewise for Mobileye
630 Pro. Also, this type of attack can be applied remotely using
a portable projector thus triggering a braking or a deviation,
of the vehicle, towards oncoming traffic which can be fatal
[12].

Security researchers from the Sky-Go team could open the
doors and remotely start the engine of a Mercedes-Benz E-
Class by exploiting 19 vulnerabilities [13].

B. Related works

We can find in the research literature various works that
model the dynamics of malware spreading in computer net-
works. The most significant ones are based on [14], which ad-
dresses the epidemic spreading in a homogeneous population
of individuals applying mathematical theories. The authors in
[15] explain that medium access control mechanism reduces
the virus spreading in WSN and they demonstrate that the
higher is the node density or the node communication radius
the higher is the number of infected nodes. Authors in [16]
provide a controlled epidemic model with alert and develop an
optimal control problem based on the elaborated model. That
is a solution for dynamic containment of malware, at a lower
cost. Khayam and Radha in [17] establish a model describing
dynamics of worms spreading in WSN that has two categories
of nodes: Suscptible or Infected. They defined Suscptible and
infected as to be, respectively, a node that can be infected when
coming in contact with infectious node and a node which has
received a worm payload.

In [18], the authors provide a two-layer model to describe
network to network propagation of malware. They establish
that the exponential distribution is the most likely distribution
in the early stages while power law with a short exponential
tail and the power law are, respectively, the more adequate
distributions for the late and final stages. They have performed
real-world experiments on malware data sets to validate their
theoretical findings.

The authors in [19] have studied worms spreading over
VANETs. They have considered low-density traffic and the
congested situations to build a model based on stochastic
infectious disease modeling. The established model allows
to investigate worms spreading parameters in the considered
context. The same work analyzes scenarios for preemptive and
interactive patching.

The work [20] provides an alternative way to deal with con-
tagions in vehicular environments by considering epidemic’s
blocking as a separate process from the curing one. The
adopted approach consists on using distributed infrastructure
rather than the fixed one to block the spreading of malicious
software. To validate their work, the authors setup a simulation
to emphasis the performance of the followed method.

After modeling the mobility, the communication channel,
the MAC and the worm propagation, the authors in [21]
analyzed the spreading of worms in the case of urban traffic
under some assumptions. They utilized Monte Carlo simu-
lation to reveal the impact of transmission range, velocity,
vehicles density and MAC on worm spreading in VANETs.
The authors, finally, determine the relation of the infection
rate with network parameters.

Most of the works mentioned above focus on the micro-
scopic aspects of the security of CAVs or their underlying ad
hoc networks facilitating cooperative driving. However, when
one considers several CAVs new case studies emerge thus
revealing new challenges manifesting themselves just at the
macroscopic scale. The impact of road traffic density on the
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number of CAVs compromised by a malicious CAV forming
part of the same traffic is an example which, to the state of
our knowledge, has not yet been dealt with in the research
literature.

III. THREAT MODEL

A. Threat Agent

The first component to consider in our threat model is the
threat agent. In this work, a threat agent is any CAV whose
controller has sufficient motivation to attack any other CAVs
by exploiting the attack surface offered to him. These moti-
vations can be financial, such as organized crime, industrial
competition, or the theft of resources, or ideological, as with
terrorism and hacktivism. Also, a threat agent must have all the
knowledge and resources necessary to complete successfully
his attack. In the simulation section (sec. IV), a black hat CAV
(black CAV) represents a threat agent.

B. Attack Surface

Because of its aspects of autonomy and cooperation, a
CAV exhibits a fairly large attack surface. We can distinguish
the classes of vulnerabilities that can be exploited locally
from those that can be exploited remotely. In the latter’s
context, we can cite, among others, the updating of maps,
the communication of the CAV with the road infrastructure
(V2I) and the communications taking place between CAVs
according to the V2V paradigm. It is the latter that we will
consider further. We will be interested in attacks originating
from communications according to the V2V paradigm.

C. Attack methods and Attack Potential

Based on the STRIDE framework [22], the attack methods
that can be implemented within the framework of the consid-
ered attack surface fall under the following four categories:
(i) Spoofing, (ii) Tampering, (iii) Denial of service, and (iv)
Information disclosure.

Regardless of the attack as specified by STRIDE, an attack
always needs a window of opportunity i.e. the time needed to
be completed, the financial means, the knowledge regarding
the target CAV, the required expertise and the means in terms
of equipment. We propose to capture most of these factors by
the simulation parameters proposed in TABLE I.

IV. AGENT BASED SIMULATION OF V2V PENETRATION
RATE

The interest of multi-agent modeling lies in its ability to
provide models considering different levels of abstraction. The
agents taken apart are of a lower level of abstraction compared
to that of a system formed by these agents. It describes the
causes and rules of behavior at a local level. So instead of
describing the dynamics of a system by mathematical equa-
tions, the multi-agent paradigm dissects the global system into
several agents and makes it possible to deduce the dynamics
of the system from the interactions taking place between the
different agents and with their environment. We recognize at
this level the notion of emergence [23].

In this part of our work, we use NetLogo as a simulator
which is a well-known, in the scientific researchers com-
munity, as a cross-platform software that allows modeling
conforming to the multi-agent paradigm [24]. Turtles are the
agents in NetLogo. A script written in a language specific
to NetLogo describes the dynamics of the system and the
behavior of each turtle. A user can interact with NetLogo
using a graphical user interface to configure the simulation
parameters of a system with buttons linked to the script
and to visualize its evolution using outputs gadgets such as
monitors. Two procedures that a NetLogo-based simulation
cannot get rid of: the setup and the go procedures. The first
procedure concerns the initial parameters of the simulation and
the second the evolution of the system by one step.

A. Simulation Parameters

In this section, we propose to simulate the impact that a
black hat CAV would have on CAV traffic as a function of
its density. For this, we consider the following simulation
parameters: (i) The duration of the attack which presents the
time slots during which the black hat CAV tries to compromise
one or more target CAVs. (ii) The maximum number of
attacks that a CAV can attempt to carry out simultaneously.
This parameter is variable during a simulation run and varies
between one attack and the maximum number of this one fixed
by the user. (iii) The chance of an attack to succeed. (iv) The
maximum self-restraint which reflects the tendency of a CAV
to change the lane, this parameter is deduced from the number
of brakes that a CAV has performed. (v) The deceleration takes
place if one CAV is hampered by another one. (vi) acceleration
is a parameter which reflects the increase in speed when the
context permits. (vii) The number of CAVs is the number of
this one without counting the CAV of the attacker. We assume
for this parameter that the section of highway considered is
saturated if one hundred CAVs occupies it. (viii) The purpose
of the V2V link scope range parameter is to consider the
physical limits of the communication channels between two
CAVs and the number of these that a CAV wishes to put in
place for cooperative driving. (ix) The last parameter specifies
the number of CAVs used to perform the attack. We fixed it
at one throughout the simulation.

TABLE I
SIMULATION PARAMETERS VALUES

Simulation Parameter Value
Attack-Duration 10

Max-Simultaneous-Attacks up− to 5
Attack-Success-Chance 50%

Max-Self-Restraint 50
Deceleration 5
Acceleration 5

Number-of-CAVs 25 (resp. 50; 100)
V2V-Links-Scope-Range 5

Number-of-Black-Hat-CAVs 1

TABLE I summarizes the values adopted for each param-
eter during the simulation. Note that the Max-Simultaneous-
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Fig. 1. The Graphical Interface screenshot of the performed Simulation

Attacks parameter is free to take any value between one and
five. In addition, the Number-of-CAVs parameter takes the
values 25%, 50% and 100% respectively, which corresponds
to the simulation scenarios carried out.

Fig. 1 is a screenshot of the graphical interface provided by
NetLogo to allow the user to control the simulation parameters.
In the world part of this interface, there is a highway occupied
by twenty-five CAVs. CAVs whose colors tend towards blue
are CAVs susceptible to be attacked by black CAV. While the
red and green CAVs are CAVs already attacked by the latter
and which were, respectively, compromised and resistant.

B. Simulation Logic

When the simulation is launched, the black hat CAV tries
to attack other CAVs and this according to a logic dictated
by the values assigned to the different parameters. Apart from
the number of CAVs we do varied here. All other parameters
are fixed. For example, the CAV cannot exceed a well-
defined range through the parameter V2V-Links-Scope-Range.
Also, the number of attacks in parallel cannot be higher than
that fixed by the parameter Max-Simultaneous-Attacks. After
interaction with the black CAV, a target CAV is compromised
(red CAVs) or protected (Green CAVs). The choice between
these two states (red or green) is made randomly with the
contribution of a weighting by the value of the Attack-Success-
Chance parameter.

One CAV is black and the other CAVs are blue is the
first step in every simulation run. When we execute the go

procedure the black CAV tries to compromise the blue CAVs
according to the logic mentioned in the previous paragraph.
The consumption of a tick characterizes each step. In our case
an attack attempt can last up to ten ticks after which a target
CAV is either compromised or protected. However, it should
be noted that once a CAV is subjected to an attack, it is not
in the next ticks of a simulation run. Finally, a simulation run
ends if all the CAVs are visited by the black one or if a certain
maximum number of ticks is set by the user.

V. DISCUSSION

A. Simulation Results

TABLE II
SIMULATION RESULTS SUMMARY

T. Den. (%) Rate Mean Std. Dev. 95% C. I.
25 0.3002 0.1068 [0.2935, 0.3068]
50 0.3516 0.0802 [0.3467, 0.3566]

100 0.3907 0.0498 [0.3876, 0.3938]

To get the results in TABLE II, we ran the simulation
a thousand times (1000 runs) for each traffic density. At
the end of each simulation run, we measure the rate of
CAVs having been compromised. As shown by the figures in
TABLE II, the more the traffic density increases, the more
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Fig. 2. The graphics showing the obtained results for the three densities

the rate of compromised CAVs increases. Also, we notice
that the difference between the different mean of the rate of
compromised CAVs tends to shrink despite the increase in
traffic density. For example, the deviation of 25% in the range
of traffic density less than 50% induces a deviation of the order
of 0.05 regarding the sample mean rate, while a deviation of
50% in that greater than 50% only introduces a difference of
0.04 in terms of the sample mean rate. For each calculated
sample mean, using the Matlab software, we associate it with
a 95% confidence interval specifying the possible values that
the true mean can take.

In Fig. 2, we represent the histograms associated with each
simulation scenario and their respective Quantile-Quantile
plots. We note, from the histograms that the distributions of the
rates corresponding to the different scenarios take the form of
a Normal centralized on the means specified in TABLE II and
having a width dictated by the standard deviations mentioned
in the same table (TABLE II).

QQ plots inform us of the degree to which the quantiles of
the sample data fit well with that of a Standard Normal. We
can see that for a traffic density equal to or greater than 50%,
the fitting of the quantiles resulting from the data generated
by the simulation with those of a Standard Normal, is more
consequent than that for low densities.

If we inspect the Q-Q plots, we can see that for the traffic
density of 25%, the small values of the sample data deviate
a lot from those corresponding to the theoretical distribution.
We can attribute this to the fact that during a simulation, the

black hat CAV can always find several CAVs to compromise,
greater than the number theoretically predicted by the normal
distribution. This is mainly because of the non-uniform nature
of the movements of the CAVs. While, sample data values
greater than 0.6 are lower than those that enter the normal
distribution because of their scarcity in the low-density case.

For the Q-Q plots corresponding to the traffic densities of
50% and 100%, we notice the reduction in the deviations
of the sample data from the normal. In fact, more values
of the compromised CAV rate are occupied as the traffic
density becomes greater and the simulation time has virtually
no impact on these values.

B. Lessons to learn

The results got during the simulation highlight the close
relationship that exists between the density of CAVs in a road
and the rate of successful attacks considering a single attack-
ing CAV. To develop countermeasures, this may require the
intervention of several stakeholders who share responsibilities
according to the following logic: (i) Road traffic management
can play a major role in reducing attacks between CAVs,
and therefore limit the spread of malware within the CAV
community. In fact, the more the road traffic management
system keeps low and regular traffic densities, the lower the
rate of attacks or malware propagation. (ii) The incentive
to promote public transport and transport sharing are other
solutions allowing the reduction of the attack rate because they
have a direct impact on the reduction of the traffic density.
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(iii) Designers and developers of CAV control software and
protocols should know the more communication links a CAV
establishes with its counterparts, the greater the risk of the
latter being compromised. So establishing the bare minimum
of V2V links would compensate for the effect of traffic density.
(iv) The responsibility of CAV manufacturers to make their
product difficult to compromise will have a direct impact on
the reduction of attacking CAVs and make the target CAVs
more resistant.

VI. CONCLUSION AND FURTHER WORKS

During this work we produced a threat model to specify
the study considered here. Then we used NetLogo which is
a simulator dedicated to performing agent-based simulations.
We have fixed all the simulation parameters except for the
density of CAVs in order to study the impact of this on the
evolution of the rate of compromised CAVs when the latter
are targets of cyberattack originated from other CAV.

The results show that the more dense the traffic in which a
CAV is engaged, the more it is susceptible to being attacked by
another CAV. However, the results show that the evolution of
the rate in question is not necessarily monotonous. In fact, the
velocity of change in the rate of successful attacks decreases
while approaching 100% density.

In order to reduce the impact of traffic density on the
security of target CAVs, we have proposed draft solutions
to which several stakeholders such as CAV manufacturers,
Governments, standardization Bodies, and researchers can
contribute, each according to their perspective. Basically, these
draft solutions proposed revolve around regulating the density
of traffic and compensating for the effect that the density of
CAVs has on the rate of successful attacks by optimizing the
number of V2V links required that a CAV must establish with
its counterparts.

As future work, we intend to examine other situations by
varying other parameters such as those related to the way of
driving, with the structure of roads, and those of intelligent
traffic management.

REFERENCES

[1] M. Raya and J.-P. Hubaux, “Securing vehicular ad hoc networks,”
Journal of computer security, vol. 15, no. 1, pp. 39–68, 2007.

[2] H. Hasrouny, A. E. Samhat, C. Bassil, and A. Laouiti, “Vanet security
challenges and solutions: A survey,” Vehicular Communications, vol. 7,
pp. 7–20, 2017.

[3] J. R. Douceur, “The sybil attack,” in International workshop on peer-
to-peer systems. Springer, 2002, pp. 251–260.

[4] K. AZGHIOU, M. El MOUHIB, and A. BENALI, “Perspective on the
reliability behavior of intelligent transport systems during the transition
phase from legacy vehicles to autonomous and connected ones: four-
road intersections as a case study,” in 2020 IEEE International IOT,
Electronics and Mechatronics Conference (IEMTRONICS). IEEE, 2020,
pp. 1–6.

[5] K. Azghiou, M. El Mouhib, M.-A. Koulali, and A. Benali, “An end-
to-end reliability framework of the internet of things,” Sensors, vol. 20,
no. 9, p. 2439, 2020.

[6] A. Lang, J. Dittmann, S. Kiltz, and T. Hoppe, “Future perspectives: The
car and its ip-address–a potential safety and security risk assessment,” in
International Conference on Computer Safety, Reliability, and Security.
Springer, 2007, pp. 40–53.

[7] P. Papadimitratos, “?on the road?-reflections on the security of vehicular
communication systems,” in 2008 IEEE International Conference on
Vehicular Electronics and Safety. IEEE, 2008, pp. 359–363.

[8] J. Petit and S. E. Shladover, “Potential cyberattacks on automated vehi-
cles,” IEEE Transactions on Intelligent transportation systems, vol. 16,
no. 2, pp. 546–556, 2014.

[9] J. Cui, L. S. Liew, G. Sabaliauskaite, and F. Zhou, “A review on safety
failures, security attacks, and available countermeasures for autonomous
vehicles,” Ad Hoc Networks, vol. 90, p. 101823, 2019.

[10] S. Tengler. The top twenty unspoken automotive
cybersecurity questions and their risks. [Online]. Available:
https://www.forbes.com/sites/stevetengler/2020/09/01/the-top-
twenty-unspoken-automotive-cybersecurity-questions-and-their-
risks/?sh=5c78816c457d

[11] Upstream. Car theft using chinese gadgets in gurugram. [Online]. Avail-
able: https://upstream.auto/research/automotive-cybersecurity/?id=4720

[12] ——. Hacking driver assistance systems using depthless
objects. [Online]. Available: https://upstream.auto/research/automotive-
cybersecurity/?id=4870

[13] S. TEAM, “Security research report on mercedes benz cars,” 360 Sky-
Go Security Team, Tech. Rep., 2020.

[14] W. O. Kermack and A. G. McKendrick, “A contribution to the mathe-
matical theory of epidemics,” Proceedings of the royal society of london.
Series A, Containing papers of a mathematical and physical character,
vol. 115, no. 772, pp. 700–721, 1927.

[15] W. Ya-Qi and Y. Xiao-Yuan, “Virus spreading in wireless sensor
networks with a medium access control mechanism,” Chinese Physics
B, vol. 22, no. 4, p. 040206, 2013.

[16] T. Zhang, L.-X. Yang, X. Yang, Y. Wu, and Y. Y. Tang, “Dynamic
malware containment under an epidemic model with alert,” Physica A:
Statistical Mechanics and its Applications, vol. 470, pp. 249–260, 2017.

[17] S. A. Khayam and H. Radha, “A topologically-aware worm propagation
model for wireless sensor networks,” in 25th IEEE international con-
ference on distributed computing systems workshops. IEEE, 2005, pp.
210–216.

[18] S. Yu, G. Gu, A. Barnawi, S. Guo, and I. Stojmenovic, “Malware
propagation in large-scale networks,” IEEE Transactions on Knowledge
and data engineering, vol. 27, no. 1, pp. 170–179, 2014.

[19] S. A. Khayam and H. Radha, “Analyzing the spread of active worms
over vanet,” in Proceedings of the 1st ACM international workshop on
Vehicular ad hoc networks, 2004, pp. 86–87.

[20] P. Basaras, I. Belikaidis, L. Maglaras, and D. Katsaros, “Blocking
epidemic propagation in vehicular networks,” in 2016 12th Annual
Conference on Wireless On-demand Network Systems and Services
(WONS). IEEE, 2016, pp. 1–8.

[21] J. Wang, Y. Liu, and K. Deng, “Modelling and simulating worm
propagation in static and dynamic traffic,” IET Intelligent Transport
Systems, vol. 8, no. 2, pp. 155–163, 2014.

[22] Microsoft. The stride threat model. [Online]. Avail-
able: https://docs.microsoft.com/en-us/previous-versions/commerce-
server/ee823878(v=cs.20)?redirectedfrom=MSDN

[23] J. Fromm, The emergence of complexity. Kassel university press Kassel,
2004.

[24] U. Wilensky, “Netlogo (and netlogo user manual),” Center for con-
nected learning and computer-based modeling, Northwestern University.
http://ccl. northwestern. edu/netlogo, 1999.

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 1063



Efficient CPW Fed UWB Antenna with Triple Notch 

Band Characteristics 
Srijita Chakrabortya, Dr. N.N.Pathakb ,Dr.Mrinmoy Chakrabortyb 

aInstitute of Engineering & Management,Kolkata, W.B., India,  bDr. B.C. Roy Engineering College, Durgapur 

 

Abstract: A novel CPW fed UWB antenna with 

4GHz/5.48GHz/7.5Ghz triple notch band features has been 

proposed. The antenna which has a dimension of 35.4mm×28.8mm, 

is composed of pentagonal radiating stub with CPW framework. 

The ultra wide band from 3.03GHz to 11.1GHz  frequency range 

has been obtained and by inserting three simple L shaped regular 

slots at the ground plane and the stub and optimized in order to 

achieve desired stop band characteristics . The triple frequency 

band notched characteristics has been achieved at IMT 

(International Mobile Telecommunications) advanced system 4th 

generation mobile communication system (3.4-4.2GHz), WLAN 

(5.15-5.3GHz) and X Band satellite communication(downlink) 

(7.25-7.75GHz).  The antenna shows broad bandwidth, good 

impedance match and omnidirectional radiation patterns in the 

entire frequency range.   

Keywords: UWB antenna, Notch characteristics, L slot, 

CPW Fed 

 

I. INTRODUCTION 

Ultra-wideband (UWB) technology has received much attention 

due to some important features such as low cost, low complexity, 

low spectral power density, high precision ranging and have 

become the most potential candidate for short-range high speed 

wireless communication systems. As a key component of the 

UWB systems, the antennas with ultra-wide bandwidth have 

been widely investigated by both industry and academia since 

the Federal Communications Commission (FCC) released 3.1 to 

10.6 GHz unlicensed band for radio communication. To meet 

UWB requirements several coplanar waveguide-fed and 

microstrip-fed planar antennas have been proposed till date. 

Using frequency band rejected characteristics structure, several 

UWB antennas have been attempted to solve interference  

problems. Many techniques, such as an isolated slit inside a 

patch, two open-end slits at the top edge of a T-stub, two parasitic 

strips, embedded semi-circular annular parasitic strip; and a pair 

of T-shaped stubs inside an elliptical slot, inclusion of an 

additional small radiating patch, L-shaped quarter wavelength  

 

resonators coupled to the patch have been used to design band 

notched antennas [1,2,3].   

It is difficult to monitor the bandwidth of the notch-bands in a 

limited space when designing a dual or triple notch band antenna. 

The key challenges in achieving an effective triple band-notch 

UWB antenna with balanced VSWR characteristics is strong 

coupling between the band-notch characteristic designs for 

adjacent frequencies. [4,5,6,7]. 

To realize ultra wide band, complementary antenna design 

technique can be implemented where the patch and ground are 

complementary to one another with respect to their positions.. It 

can be observed that ground plane effect is reduced in case of 

complementary structures and thus ultra wide band is realizable. 

In this paper, a novel pentagonal CPW fed antenna has been 

proposed which consist of a pentagonal patch with microstrip 

feed and rectangular ground plane. After realization of the ultra 

wide band , three simple L shaped slots are inserted at the ground 

plane and patch to notch the application frequency bands viz. 

IMT (International Mobile Telecommunications) advanced 

system 4th generation mobile communication system (3.4-

4.2GHz), WLAN (5.15-5.3GHz) and X Band satellite 

communication(downlink) (7.25-7.75GHz). 

II.ANTENNA DESIGN AND ANALYSIS 

The final optimized design of the proposed antenna was 

simulated using the electromagnetics simulator tool as shown in 

Fig. 1. The simulated antenna was printed on the FR4 substrate 

with thickness of 1.6 mm, relative dielectric constant of 4.4, and 

loss tangent of 0.002. The radiating patch is fed by microstrip fed 

line.  The simulated antenna is found to exhibit omnidirectional 

radiation pattern, stable gain and good impedance match 

throughout the entire bandwidth. Detailed dimensions of the 

CPW fed UWB antenna are shown in Fig.1. 
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Fig 1. Pentagonal UWB antenna 

 

 The antenna is found to give perfect UWB characteristics 

throughout the entire frequency range. 

Capacitive loaded transmission line resonator can be realized 

using microwave loop resonators. Microwave loop resonators 

can essentially behave as slow wave structures confining the 

current density within.  Thus slow wave loop resonators can be 

effectively implemented to notch any desired application 

frequency bands. It is a general observation that with the increase 

of the resonator width the frequency notch bandwidth increases 

and vice versa. The notch characteristics can be implemented by 

shifting the resonator to the optimum position and modifying the 

structures.  

In this proposed paper we have introduced L shaped slot 

resonators to notch the frequency bands viz. IMT (International 

Mobile Telecommunications) advanced system 4th generation 

mobile communication system (3.4-4.2GHz), WLAN (5.15-

5.3GHz) and X Band satellite communication(downlink) (7.25-

7.75GHz). Here initially the length of the resonator has been 

varied to get the notched frequency band and by varying the 

resonator width the bandwidth is further adjusted. The width of 

all the slots are 0.2mm. Detailed dimensions of the slots are 

shown in Fig.2.One of the main problems that is generally 

encountered in UWB antenna with triple notch characteristics is 

mutual electromagnetic coupling between the resonators. 

Electromagnetic coupling is a phenomenon where an 

electromagnetic field in one resonator results in electrical charge 

in another.  A transferring of electromagnetic properties from 

one location to another takes place without any physical contact 

which tend to modify the notch bands. To minimize coupling the 

resonators must be placed in an optimum position. 

 

Fig 2: UWB antenna with L shaped slot resonators 

III. RESULTS AND DISCUSSION 

S11 Versus Frequency Graph 

The S11 versus frequency graph of the UWB antenna is given in 

Fig. 3, where it can be seen that the antenna resonated from 

3GHz to 11.2 GHz, covering the entire UWB frequency range. 

Fig. 4 demonstrates the impedance versus frequency variation of 

the CPW fed UWB antenna. It is observed that at resonance, the 

resistive part of impedance of the antenna varies between 40-60 

ohms; while the reactive part varies from -10 to +10ohms for 

optimal performance. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3: Return loss versus frequency of UWB antenna 
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Fig 4: Impedance loss versus frequency of UWB antenna 

 

Therefore at the resonating frequency the UWB microstrip 

antenna is perfectly matched for optimum performance. Fig. 5 

displays the gain versus frequency variation of the CPW fed 

UWB antenna and it has been seen that throughout the UWB 

band, the overall gain is more than 3dBi. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Gain versus frequency variation of UWB antenna 

In the proposed UWB antenna, the first slot is introduced in the 

ground plane to obtain the first notch (IMT frequency band) with 

notch bandwidth 3.4GHz to 4.2Ghz and VSWR 5.1 dB.  Second 

slot is introduced at the patch to obtain the second notch (WLAN 

band) with notch bandwidth 5.15GHz to 5.3Ghz and VSWR 

5dB. Third slot is introduced in the ground plane to obtain the 

third notch (X band communication downlink) with notch 

bandwidth 7.23GHz to 7.80Ghz and VSWR 5dB. 

Extensive study has been conducted on individual L shaped slots 

by varying the resonator width. It has observed that as the 

resonator width is increased the notch bandwidth gradually 

increases confirming the theory of resonators. The variation of 

resonator width has been plotted in figure. Moreover it has been 

seen that the slots are placed at an optimum position so as to 

minimize the coupling effect. Figure 6 and figure 7 demonstrates 

the return loss and VSWR characteristics of the UWB antenna 

with triple notch band characteristics. Figure 8 demonstrates the 

impedance versus frequency curve for pentagonal UWB antenna 

with three notches. 

 

 

 

 

 

 

 

 

 

 

 

Fig : 6 Return loss versus frequency curve for pentagonal UWB 

antenna with three notches 

  Fig : 7 VSWR versus frequency curve for pentagonal UWB 

antenna with three notches 
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Fig : 8 Impedance versus frequency curve for pentagonal UWB 

antenna with three notches 

 

IV. CONCLUSION 

In this work, a CPW fed pentagonal planar ultra-wideband 

(UWB) antenna with 4GHz/5.2GHz/7.5GHz  triple band notch 

characteristics has been proposed. Three L shaped slots are 

placed in to achieve triple notched bands of 3.4-4.2 GHz, 5.15-

5.3 GHz, and 7.24-7.80 GHz. It has been seen that changing of 

parameters of the band notch structure influences only the 

notched bands, the rest of the UWB frequency band remains 

unaffected. Thus the UWB antenna with triple notch band 

characteristic can find immense application in practical 

UWB systems.  
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Abstract—This work focusses on predictive PI (PPI) control 

law employing on a class of stable, nonlinear benchmark 

process. To facilitate controller parameter(s) updation, two 

different types of derivative based Kalman filter (KF) strategies 

like Extended Kalman filter (EKF) and Ensemble Kalman filter 

(EnKF) techniques were taken into consideration. The servo-

regulatory performance of the PPI controller was found 

satisfactory even in presence of white Gaussian noise. From the 

extended simulation studies, it can be inferred that EnKF-PPI 

control logic implemented on the nonlinear dynamical systems 

are having slightly better performance over EKF-PPI control 

law. Demonstration and practical utility of the PPI control 

method in the presence of process uncertainty or process-model 

mismatch scenario have also been investigated in this work. 

       Keywords— Van de Vusse Reactor, parameter estimation, 

PPI, EKF, EnKF. 

I. INTRODUCTION 

Unitary controls schemes like P/PI/PID control laws have 
drawn significant attention over wide range of control theory 
and applications due to its simplicity and cost effective nature 
[1-3]. To facilitate better closed loop performances using PID 

control law, many researchers have put their efforts [9, 11]. 
For the time-varying processes, offline PID controller tuning 
rule is not sufficient enough to provide adequate 
performances. To enhance the transient performances online 
tuning methodologies would be more appropriate for the 
process whose parameters are uncertain or the case where 
plant dynamics exhibits under multi-operating regions [13]. 
Self-tuning control (STC), Gain schedule (GS) scheme, model 
reference adaptive controller (MRAC) are the commonly used 
adaptive control schemes used for a class time-varying 
stable/unstable systems [2, 16]. However, the tuning 
methodologies for the classical adaptive PI (CA-PI) control 
methods are broadly be classified in some major categories 

like PID0, PID1, PID2 and PID3 [8]. While synthesizing PI 
control rule, it comes under PID1 or PID2 category. 

As a well-established and widely-used example of online 
tuning methodologies, predictive PID control theories took 
attention on several realistic applications over last two decades 
[5]. The PPI control strategies were studied in several 
engineering applications like predictive set point algorithm[4], 
nonlinear state-feedback based approach [5], robust type of 
PPI control scheme [10], state-space method using pole 
placement technique [11], event based PPI controller [12], 
PPI control rule without using any addition filter [13], 
fractional order PPI [14], using EKF [15, 18] and Unscented 
Kalman filter (UKF) [17] methods, Grey-Wolf optimization 
logic [19] and so on. 

This work deals with extension of Pandey et al. (2021) 
with imposing state and input constraints in order to address 
desire trajectory tracking and disturbances attenuation 
problems in the presence of white Gaussian noise for a class 
of finite dimensional, nonlinear processes. Thus, the aim of 
this paper exploits designing of derivative based Kalman filter 
approaches, where the controller parameters were updated by 
the predictive mechanism. A Typical structural characteristic 
based benchmark industrial process were presented and 
analyzed in this theoretical foundation. Hence, the motivation 
of the developed work extends with employing an efficient, 
computationally less complex type of control methodologies, 
which preserves satisfactory set-point tracking performances 
and would be sufficient enough to attenuate noises and able to 
cope up with parametric uncertainties. Performance analysis 
of different PI control efforts using derivative based estimators 
were discussed well. Since, the salient features of the proposed 
PPI control logics are summarized below: 
1) Able to preserve desired closed loop performances with 
complex nonlinear processes by adjusting controller 
parameters while process moves to the new operating regions. 
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2) The methodologies can be implemented on a wide range 
of linear/nonlinear, stable/unstable processes. 
3) Alike other types of PI control laws, PPI method practices 
explicit considerations of input/state constraints. 
4) The developed techniques promises desired set-point 
tracking performance or regulatory compliance even in the 
presence of observational noise. 
5) They also facilitate satisfactory robust performances even 
with model-plant mismatch scenario. 

The organization of the research work is mentioned as: 
Section I emphasizes academic literatures and more 
significantly the motivation of the proposed scheme. Section 
II addresses derivative based Kalman filter strategies used to 
formulate control framework. Details of the case based 
example specifying with servo-regulatory compliance, 
elimination of observational noise, performance comparison 
and assessing robustness with different control strategies were 
discussed in section III. Section IV offers conclusion of this 
control method. 

Basic Preliminaries and Assumptions: Here, 
mu ∈ ⊆U R represents the manipulated variable(s), 
nx ∈ ⊆X R  denotes the state(s), r

pv ∈ ⊆PV R  

signifies the process output(s), d is the added nonlinear 

component or external perturbation(s) ( )dn
d ∈ R . It should 

be noted that   , , andu x pv d are time-varying signals. 

However, under some necessary conditions and convexity 
assumptions, the proposed control schemes are established 
well.    

Assumption1: Consider the vector : dnn m
f × ×R R R

is continuous in uand d and is locally Lipschitz in x and it 

follows the condition (0, 0, 0) 0f = . 

Assumption2: The vector field : rg R is also continuous 

in x. Predetermined set point ( )r

sppv ∈ R and the process 

output ( )pv are assumed either as constant or slow time-

varying, bounded and piecewise signal 

min max min max ( ( ) , ( ) )sppv pv t pv pv pv t pv≤ ≤ ≤ ≤  for all 0t ≥

with having finite number of discontinuities. 

Assumption3: Both ( )u t and ( )d t are bounded and 

piecewise continuous signals for all 0t ≥ with having finite 

number of discontinuities. 

II. CONTROL SCHEMES 

A. Classical adaptive PI control scheme:  

The classical adaptive PI control rule is expressed by the 
common equation as mentioned below [3]:  

( ) ( 1) ( ( )) ( *( )* ( ))* /c s c it t k t T k te eu u τ= − + +D        (1) 

Here, ck and iτ  denote the proportional-gain and 

integral-time-constant of the CA-PI control rule respectively. 

sT specifies sampling instance. e represents measurement 

error and can be expressed by:  

( ) ( ) ( )spt y t y te = −           (2)  

( ) ( ) ( 1)t t te e e= − −D           (3)  

B. Proposed adaptive PI control law using EKF tuning 

logic: 

Firstly, the PI controller tuning parameter(s) ( ; )c ik τ  

were updated/estimated by EKF technique and we have 
named this scheme as EKF-PI shortly. The basic steps involve 
with updation/estimation of the controller parameters are 
given as follows [6,15]:  

Initialization of the controller parameters:   

0 0[ˆ ]a a
E=Θ Θ               (4) 

0 0 0 0 0[( )( ) ]ˆ ˆa a a a T
EΘ = − −P Θ Θ Θ Θ         (5) 

Time update equations: 

( ) ( 1)ˆ ˆf a
t t= −Θ Θ           (6) 

( ) ( 1)
f

t tΘ Θ −= +P P Q          (7) 

Computation of Kalman gain: 
1

, ( ) ( ( ) )
f T f T

EKF t t
−

Θ Θ Θ Θ Θ Θ= +K P PJ J J R        (8) 

ΘJ  denotes Jacobian of the measurement matrix and is 

described by: 

( ( 1), )

ˆ ( )f

T
h t

t
Θ

 
 
 

−

Θ=Θ

∂
=

∂Θ

x Θ
J         (9) 

Hence, the measurement update equations are as follows: 

,
ˆ ˆ ˆ( ) ( ) ( ( ( 1), ( )))

a f f

EKFt t h t tΘ= + − −Θ Θ K pv x Θ      (10) 

,( )( ) ( )a f

EKFt tΘ Θ Θ Θ= −P I K J P        (11) 

C. Proposed adaptive PI control law using EnKF tuning 

logic 

      In another approach, ( ; )c ik τ were estimated/updated by 

EnKF technique (we have named this algorithm as EnKF-PI 

shortly). Let’s assume, 
f

Θ  and 
a

Θ  represent forecast and 

posterior ensemble mean of the estimated parameter(s) ˆ f
Θ

and ˆ a
Θ  respectively whereas 

f
P and 

a
P  corresponds to the 

covariance’s of the forecast and analysis respectively. 
Skipping the filter initialization (mentioned in equation: 4-5), 
time update equations can be written as [21]: 

ˆ ˆ( ) ( ( 1)) wf a
t f t= − +Θ Θ        (12) 

1

ˆ ˆ1
( )( )

1

N
f T f f f f T

k

H H H
N =

≡ − −
−
P Θ Θ Θ Θ      (13) 

1

ˆ ˆ1
( )( )

1

N
f T f f f f T

t

H H H H H H
N =

≡ − −
−
P Θ Θ Θ Θ     (14) 

1

, ( )f T f T

EnKF H H H
−

Θ = +K P P R       (15) 

( ) ( )i t t v+=pv pv         (16) 

,
ˆ ˆ ˆ( )( ) ( ) ( ( ))a f a

EnKF i t Ht t tΘ −= +Θ Θ K pv Θ               (17)       

We have prepared mean square error (MSE) and control 
effort (CE) chart for identifying close loop performances of 
the said controllers [17, 20]. 

2

,

1

   
1

; for 1...
t

sp i i

i

MSE pv pv i N
t =

= − =      (18)    

1

   
1

( ) ( 1) ; for 1...
t

i i

i

CE u t u t i N
t =

= − − =       (19) 

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 1069



III. PROCESS DESCRIPTION AND SIMULATION STUDIES  

      The processes taken for the simulation study is Van de 
Vasse Reactor.  

A. Process description: 

Let us consider, constituent ‘a’ decomposes into product 
‘b’ in an isothermal CSTR. Product ‘b’ further converted into 
product ‘c’ and finally transformed into product ‘d’. The 
reaction chain can be expressed as [7, 18]:  

a b c→ →  

2a d→  

The material balance equation of the Van de Vusse 
Reactor mentioned in [7] has been considered in this work. 
Concentration of product ‘b’ is the process output. 
Disturbance was introduces through changes in the 

concentration of ‘a’ in the inlet flow ( )
af

C . Table I mentions 

the system parameter values for the benchmark   

Van de Vusse Reactor. Using 1st principle equation, the 
process is described by [7]:  

2

1 3( ) aa aaf
aC

C C C C
V

d q

d
k k

t
= − −−       (20) 

1 2
b

a b b

C
C C C

V

qd

d
k k

t
= − −        (21) 

All the simulation executes by considering equations [20-
21]. Sampling time was taken as 0.1 min. A constrained on 

the controller output 10( 400 )
h h

u
− −

< <  were imposed. An 

equilibrium point of interest (
a

C =3,
b

C  =2.84, u = 55.7) [7] 

was considered for the entire simulation studies.  
 
 

B. Open loop study:       

In order to assess open loop study with Van de Vusse 
Reactor, a stepwise changes (combination of positive and 

negative steps) in the manipulated variable ( )u  have been 

introduced (see Fig. 1(a)). It should be noted that manipulated 

variable ( )u  can be obtained based on the ratio of inlet flow 

rate and volume of the Reactor. The evolution of process 

output ( b
C ) and another state variable ( )

a
C  are shown in Fig. 

1(b-c) respectively.  

C. Servo-regulatory Response  

In order to identify the tracking capability of all the above 
mentioned control schemes, below pattern of set-point 
(variation (as shown in Fig. 2(d)) has been introduced. 

       for   0 25 10   for   0 65

   for   0 100 9     for   65 160

 for 100 9.8 for   160

3

3.2 ;

3.15

sp af

t t

t t

t t

pv C

≤ < ≤ <

≤ < ≤ <

≥ ≥

 
 

= = 
 
 

       (22) 

To measure load rejection capability of the PPI control 
techniques, sequence of negative and positive stepwise 
changes in concentration of A with the above magnitude were 
introduced (see Fig. 2(a)). Table II represents the parameters 
associated with EKF/EnKF estimation strategies. Fig. 2(d) 
infers that the PPI controllers are sufficient enough to bring 
back the process variable at desired value. It was also 
concluded that the said control schemes performs satisfactory 
to eliminate load disturbances. The variation in the 
manipulated variables were portrayed in Fig. 2(e). The 

evolution of the ( ; )c ik τ were presented in Fig. 2(b-c). 

D. Performance assessment with PPI control approaches 
In order to analyse performances of PPI control methods 

for the servo-regulatory phase (both with and without 
presence of co-related noise), MSE (see Table III) and CE 

TABLE I.  STANDARD VALUES OF THE SYSTEM PARAMETERS: VAN 

DE VUSSE REACTOR 

 Process variable Normal operating condition 

Concentration of A (Caf) 10 mol/l 

Reactor volume  (V) 1 l 

Reaction rate constant  (k1) 100/h 

Reaction rate constant (k2) 50/h 

Reaction rate constant (k3) 10 l/mol/h 

Inlet flow rate (F) 55.7 l/h 

Fig. 1. Open loop response of the Van de Reactor; (a) variation in manipulated variable, u; (b) process output, Cb; (c) variation in Cb 
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(see Table IV) chart has been prepared. It should be noted that, 
servo-regulatory performance chart for the Van de Vusse 
Reactor was prepared based on Fig. 2(d). However it was 
observed that EnKF-PI scheme is having slightly better 
performance (MSE, CE) over EKF-PI control method. It can 
also be inferred that, the closed loop performances 
deteriorates in the presence of Gaussian noise (noise to signal 
ratio (NSR) = 0.01). Toward the end, it was concluded that, 
both EKF-PI and EnKF-PI control strategies preserves 
satisfactory set-point tracking performances and able to 
attenuate load disturbances.  

E.  Impact of process-model mismatch 

In order to identify goodness of PPI control strategies in 
the presence of observational noise (NSR=0.01), step like 

changes on different process parameters ( afC and 1k ) of the 

following pattern have been considered (reported in Fig. 3(a), 
3(c)). From Fig. 3(b), it can be inferred that 

1

10    for   0 75    for   0 125

10.3  for   75 0.75         for   125

0.8333
;

af

t t

t t
C k

≤ < ≤ <

≥ ≥

 
= = 
 

 (23) 

PPI controller brings the process variable back to the 
desired value even in case of parametric uncertainty. The  

evolution of the manipulated variable has been shown in Fig. 
3(d). From the result and discussion, it was observed that the 
PPI control method provides acceptable performances even in 
the presence of model-process mismatch scenario. 

IV.       CONCLUSION 

In this work, a successful deployment of EKF and EnKF 
logic based time-varying PI control approaches were reported. 
From the realistic simulation, it was observed that servo-
regulatory response (both with and without presence of 
measurement noise) of the PPI control laws with Van de 
Vusse Reactor promises satisfactory results. In a detail 
analysis, it was investigated that the PPI control strategy takes 
less time reach steady-state condition. From the settling time 
point of view, EnKF-PI shows slightly better over EKF-PI 
control approach. With introducing parametric uncertainty, it 
was investigated that the PPI controller facilitate desired 
closed loop performances even in presence of white Gaussian 
noise. From the performance comparative charts (MSE and 
CE), it was inferred that EnKF-PI controller results slightly 
better over EKF-PI scheme. From the overall analysis, it was 
concluded that the PI control scheme poised with derivative 
based predictor approaches preserve acceptable performances. 
In the future scope, the proposed EKF-PI and EnKF-PI 
schemes can be utilised to design a set-point tracking 
controller for nonlinear Negative Imaginary (NI) systems [22, 

TABLE  IV.   CE COMPUTATION FOR SERVO-REGULATORY (S-R) 

COMPLIANCE WITH (NSR = 0.01) AND WITHOUT PRESENCE OF 

OBSERVATIONAL NOISE FOR PPI CONTROLLER 

Control schemes (S-R) level (S-R) level (with 

measurement noise) 

 EKF-PI 9.5107*e-02 7.3842*e-01 

EnKF-PI 9.3924*e-02 7.3615*e-01 

TABLE II.  PARAMETERS ASSOCIATED WITH EKF/ENKF     

ESTIMATION TECHNIQUE 

Parameter                         Value 

Observational noise covariance 

( R )     
0.0015 0

0 0.005

 
 
 

 

System noise covariance ( Q ) 
     

2

2

(0.035) 0

0 (0.05)

 
 
 

 

Initial value of parameter 

vector a
0

ˆ (0 | 0 )Θ  

  

[ ]
Ta

0Θ̂ (0 | 0) 0.1 10=  

Initial value of error covariance 

P(0 | 0)        
2

2

(0.005) 0

0 (0.05)

 
 
 

 

TABLE III.      MSE COMPUTATION FOR SERVO-REGULATORY (S-R) 

COMPLIANCE WITH (NSR = 0.01) AND WITHOUT PRESENCE OF 

OBSERVATIONAL NOISE FOR PPI CONTROLLER 

Control schemes (S-R) level (S-R) level (with 

measurement 

noise) 

EKF-PI 6.2958*e-08 1.8364*e-06 

EnKF-PI 6.0749*e-08 1.7942*e-06 

 

Fig. 2. Servo-regulatory response of Van de Vusse Reactor: (a) variation of Caf ; (b) evolution of kc ;(c) evolution of τi (d) process output, Cb ; (e) 

variation of controller output, u 
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23, 24, 25, 26, 27 and 28] with actuator saturation. Moreover, 
this type of stochastic nonlinear model-based control scheme 
can be extended for Micro/Smart-grid systems [29].    
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Abstract—This brief proposes an optimal type-1 servo scheme
for autopilot design for a class of rear-controlled, flight-path-
rate-demand, guided, lateral missiles. The rear-controlled mis-
siles pose significant challenges in the autopilot design due to
their non-minimum phase (NMP) characteristic and open-loop
instability. The control objective is to design a flight-path rate
demand, two-loop, lateral missile autopilot minimising the initial
undershoot in the time response (due to the presence of NMP
zero). An existing linearised model of a rear-controlled missile
has been considered in this paper. The proposed scheme employs
a reduced-order observer for generating some of the states of
a missile that are difficult to measure in practice. The LQR
principle has been used to find the optimal feedback gains based
on the given time-domain performance criteria. An exhaustive
Matlab simulation study has been carried out to demonstrate
the effectiveness of the proposed autopilot scheme in achieving
the desired control objectives. The simulation results suggest
that the optimal type-1 servo scheme performs better than the
conventional frequency-domain design methodologies.

Index Terms—Missile autopilot, non-minimum phase system,
reduced-order observer, generalized matrix inverse, type-1 servo
control, LQR.

I. INTRODUCTION

Missile autopilot design has always been a critical task since
most missiles exhibit non-minimum phase (NMP) behaviour,
and they have open-loop unstable dynamics. Moreover, the
missiles are highly nonlinear. For these reasons, autopilot
design has drawn serious attention from the control and
aerospace community. The effectiveness of an autopilot relies
heavily upon the modelling of a missile configuration and
the accuracy of the sensors. The control scheme for an
autopilot needs not only to be effective and reliable but also
fast enough. In that respect, a highly advanced and complex
controller may offer outstanding performance but at the cost
of increased processing time. Hence, a control engineer often
seeks to choose a trade-off between the complexity of a control

Fig. 1. Coordinate system of a rear-controlled guided missile.

algorithm and its executing time. It has been investigated that
for a class of rear-controlled, guided missiles (see Fig. 11),
linear gain-scheduled autopilots ensure a fair stability margin
and good dynamic performance [1]–[3].

The articles [1]–[3] did pioneering research on developing
frequency-domain autopilot design methodologies relying on
the linearised missile dynamics. [1] first proposed a two-loop
flight-path-rate-demand autopilot (see Fig. 2) for a class of
rear-controlled, guided missile. The terminology ‘two-loop’
[1] was given after the fact that the proposed autopilot scheme
was comprised of two loops – the outer-loop provides the
flight-path-rate feedback and the inner-loop gives the body-
rate (pitch rate in this paper) feedback. [1] and [2] adopted
a linearised model of a rear-controlled, tactical, homing mis-
sile from [12] and developed three different autopilot tuning
methodologies utilising the classical frequency-domain tech-
niques. However, the authors later realised that a two-loop
autopilot configuration had no direct control over the missile’s
body-rate. In the cases of tactical missiles, the body-rate must
be controlled in addition to the flight-path-rate to keep the

1The image has been taken from internet sources through Google.
978-1-6654-4067-7/21/$31.00 ©2021 IEEE
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body-rate demand within the prescribed limit and reduce the
body acceleration.

To overcome this limitation, the same group of authors
introduced a ‘three-loop’ autopilot configuration in [3] by
inserting an additional loop (called the middle-loop) that
provides rate gyro feedback (refer to Fig. 3). This middle-
loop integrates the body-rate error signal and thereby facilitates
meeting the body-rate demanded by the outer-loop. It has been
observed that the ‘three loop’ autopilot offers a larger DC-
gain and a lower high-frequency gain in contrast to the two-
loop configuration. These two factors significantly improve the
steady-state performance and reduce the initial undershoot in
the step response without sacrificing the speed of response [3].
In recent times, [5] has developed an improved version of the
classical three-loop lateral missile autopilot scheme proposed
in [3] using a frequency-domain approach. [5] has also done a
valuable survey on a variety of three-loop autopilot configura-
tions available in the existing literature. Subsequently, in [6],
the authors have exploited a PI compensator to eliminate the
small steady-state error in the flight-path-rate that appears in
the classical two-loop and three-loop autopilots.

Drawn by the advancements and the limitations mentioned
above, this paper aims to design a reduced-order observer-
based, optimal, type-1 servo scheme for tuning a flight-path-
rate-demand lateral autopilot for a class of rear-controlled,
tactical missiles. The proposed scheme involves a forward-
path PI controller in addition to the state feedback to enforce
more substantial control over the flight-path-rate (γ̇) and the
body-rate (q). The LQR technique has been exploited to find
the optimal feedback gains, including the integral gain. An
iterative algorithm is also provided to choose the weightage
matrices Q > 0 and R > 0 required to run the LQR
command. Finally, an exhaustive Matlab simulation study has
been done, which underpins the usefulness and effectiveness
of the proposed type-1 servo scheme for tuning the flight-path-
rate-demand autopilot over the classical two-loop and three-
loop autopilots given in [1]–[3].

Notation and symbols

We will now introduce the mathematical symbols used
in this paper to denote the missile parameters. γ̇ and q
denote respectively the flight-path rate and the pitch rate
of the missile. ωa is the natural frequency of the actuator
and ζa denotes its damping ratio. ωa indicates the weather

cock frequency. τa is the incidence lag of the airframe. η
represents the elevator deflection. σ is a quantity whose inverse
determines the frequencies of the NMP zeros associated with
the linearised model of the autopilot configuration considered
in Fig. 2 and Fig. 3. kp, kq and kb stand for the control gains
used in the autopilot schemes shown in Fig. 2 and Fig. 3.

II. TECHNICAL BACKGROUND AND PROBLEM FORMATION

This section provides the backbone for developing the
main results of the paper. We will first present the two-loop
and three-loop configurations of the classical flight-path-rate-
demand autopilot for a class of rear-controlled, tactical, guided
missile. After that, we will formulate the research problem
addressed in this paper.

qd
pk

 


1( )G s 2 ( )G s3( )G s


Inner loop (body rate  loop)q

Outer loop (flight-path rate  loop)

Linearised missile dynamics

Fig. 2. The classical two-loop autopilot configuration [1], [2].

Fig. 2 shows the classical two-loop flight-path-rate-demand
autopilot, as developed in [1] and [2]. The linearised mis-
sile dynamics consists of three transfer function blocks:

G1(s) =
kbω

2
b (sτa + 1)

s2 + ω2
b

, G2(s) =
1− σ2s2

τas+ 1
and G3(s) =

kqω
2
a

s2 + 2ζaωas+ ω2
a

. The two-loop configuration was later up-

graded to a three-loop configuration in [3], known as the three-
loop flight-path-rate-demand autopilot, as depicted in Fig. 3.
The three-loop scheme significantly strengthens the two-loop
scheme since the former provides a direct control over the
body-rate (q) via the middle loop.

We now derive a state-space description Σ :{
ẋ = Ax+Bu, x0 = x(0);

y = Cx;
of the open-loop model

of the linearised missile dynamics based on the component
transfer functions G1(s), G2(s) and G3(s) included in
Fig. 2. The A, B and C matrices are given below in (1).

State-space description of the linearised missile dynamics

A =


− 1

τa

(1 + σ2ω2
b )

τa

−kbσ2ω2
b

τa
−kbσ2ω2

b

−(1 + ω2
b τ

2
a )

τa(1 + σ2ω2
b )

1

τa

kbω
2
b τa(1− σ2

τ2
a

)

(1 + σ2ω2
b )

0

0 0 0 1
0 0 −ω2

a −2ζaωa

 , B =


0
0
0

kqω
2
a

 , and C =

[
1 0 0 0
0 1 0 0

]
.

(1)
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1( )G s 2 ( )G s
3( )G s



Inner loop (body rate  loop)q

Outer loop (flight-path rate  loop)

ik

s 


Middle loop (  loop)q

Linearised missile dynamics

Fig. 3. The classical three-loop autopilot configuration [3].

The state vector x ∈ R4×1 is comprised of four states viz.
x1 = γ̇(t) denotes the flight-path-rate, x2 = q(t) represents
the pitch-rate, x3 = η(t) indicates the angle of elevator
deflection and x4 = η̇(t) signifies the rate of the change of
elevator deflection. For simplicity of the presentation, from
now onwards, we will omit the explicit dependence of the

time t. The states-space model Σ has two outputs y =

[
γ̇
q

]
and one input u.

A. Problem statement

Given the linearised dynamics (1) of a rear-controlled, tac-
tical missile, design a reduced-order observer-based, optimal,
type-1 servo control scheme such that the autopilot configu-
ration shown in Fig. 4 can i) perfectly track the commanded
flight-path-rate γ̇d, ii) keep the pitch-rate (q) demand within
the prescribed limit, iii) keep the peak undershoot below 5%
and iv) reduce the peak overshoot and undershoot of the
elevator deflection (η) and the rate of elevator deflection (η̇).

III. MAIN RESULTS

This section caters the main contribution of the paper. A
reduced-order observer-based, optimal, type-1 servo control
scheme (shown in Fig. 4) is proposed for tuning the flight-path-
rate-demand lateral missile autopilot taking the inspiration
from [8]. The terminology ‘type-1’ has been chosen to recall
its connection with the classical servo control mechanism used
for constant input reference tracking for type-0 plants.

The scheme shown in Fig. 4 utilises an output feedback
on the basis of γ̇ in addition to the state feedback and a PI
controller in the forward path to enable perfect flight-path-
rate tracking. We assume that the flight-path-rate (γ̇) and the
pitch-rate (q) are measures by onboard accelerometer and rate
gyro sensors. A reduced-order observer is therefore employed
to generate the remaining states x3 = η and x4 = η̇. Note
that according to the practical guidelines on aerospace system
design, we try to reduce the number of sensors as i) it is
often difficult to find appropriate and accurate sensors, ii)
sensor-measurement is the primary source of high-frequency
noise, and iii) the onboard sensors and the associated signal-
conditioning units require sufficient space and they increase
the overall weight of the missile resulting in a reduced capacity
of the payload.


qd

x̂
optK

e u Linearised
missile dynamics

Reduced-order 
observer

pk

ik

s

 


Fig. 4. A reduced-order observer-based, optimal, type-1 servo scheme for a
class of flight-path-rate-demand lateral missile autopilot.

In this paper, we have used a Generalised Matrix Inverse
(GMI)-based reduced-order observer introduced in [4] instead
of the commonly used reduced-order Luenberger observer
[10], [11]. Note that although this GMI-based reduced-order
observer design methodology [4] is unconventional, it is
equivalent to the Luenberger observer and in some cases, the
former offers certain advantages over the latter. It was shown
in [9] that Luenberger observer works only when the C matrix

has the particular form
[
I

... 0
]
, otherwise, a coordinate

transformation is required to transform the C matrix into the
said form. However, the GMI-based reduced-order observer
does not have this limitation.

The GMI-based reduced-order observer is governed by the
following state-space equations:{

˙̂q = Âq̂ + Ĵy + B̂u, q̂0 = q̂(0)

x̂ = Ĉq̂ + D̂y
(2)

where
[
A B
C 0

]
is the given minimal state-space realisation

of a plant with rank[C] = r ≤ m, x̂ ∈ Rn̂, n̂ ≤ n, is the
desired the observed state vector and

Â =
(
LgAL−MCAL

)
,

Ĵ =
(
LgACg −MCACg

)
+
(
LgAL−MCAL

)
M,

B̂ = LgB −MCB,

Ĉ = L,

D̂ = Cg + LM,

where the matrix L ∈ Rn×k is chosen such that L has full
column-rank and satisfies the relationship LLg = In − CgC
via [4] and M ∈ R(n−r)×m plays the role of the observer-gain
matrix. The symbols Lg and Cg denote the generalised matrix
inverse [13] of the matrices L and C respectively.

Let xi denote the state of the integrator placed in the forward
path of the proposed scheme in Fig. 4. We have from Fig. 4

ẋi = r − γ̇ = r − x1 = r − C1x (3)

where r = γ̇d is the flight-path-rate command and C1 =
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[
1 0 0 0

]
. The error signal e(t) = ẋi. Now, we obtain

the combined state-space model of the augmented system
(i.e. the combination of the reduced-order observer-based state
feedback, output feedback and the PI controller) as

 ẋ
ẋi
˙̂q

 =



(
A−BkpC1

−BKoptD̂C
) Bki −BKoptĈ

−C1 01×1 01×2(
ĴC − B̂KoptD̂C

−B̂kpC1

) B̂ki
(
Â− B̂KoptĈ

)


×

 x
xi
q̂

+

 Bkp
1

B̂kp

 r, (4)

Y =

[
1 0 0 0 0 0 0
0 1 0 0 0 0 0

] x
xi
q̂

 and (5)

x̂ = Ĉq̂ + D̂y = Ĉq̂ + D̂Cx. (6)

The designed control input is given by

u = kixi + kpe−Koptx̂ (7)

according to the proposed type-1 servo scheme, shown in
Fig. 4, where Kopt ∈ R1×4 is the optimal feedback gain to be
determined by the LQR algorithm. The type-1 servo scheme

also facilitates to find ki and Kopt together [Kopt

... − ki] by
applying the LQR algorithm on the augmented system model([

A 04×1
−C1 01×1

]
,

[
B

01×1

])
subject to a given choice of

Q = Q> > 0, Q ∈ R5×5, and R = R> > 0, R ∈ R1×1 (refer
to [14]). We have also given an iterative process (Algorithm 1)
for finding the LQR weightage matrices Q and R based on
the given time-domain performance specifications.

IV. MATLAB SIMULATION RESULTS: A COMPARATIVE
STUDY AMONG THE CLASSICAL TWO-LOOP, THREE-LOOP

AND THE PROPOSED TYPE-1 SERVO SCHEME

This section presents a comparative study on the simulation
responses achieved by the classical two-loop and three-loop
autopilot and the proposed type-1 servo scheme. The missile
parameter values (tabulated in Table I) have been taken from
[3]. Based on this data set, we compute the state-space
matrices (A,B,C) of the open-loop model of the linearised
missile dynamics (1), as given below:


ẋ1
ẋ2
ẋ3
ẋ4

 =


−2.77 2.8894 1.1860 0.4269
−50.6161 2.77 −508.388 0

0 0 0 1
0 0 −32400 −216

×

x1
x2
x3
x4

+


0
0
0

−3888

u.

Algorithm 1 Procedure to design the control law for TGFT
problem involving multiple leaders

1: Initialisation: Choose Q = diag{q11, q22, q33, q44, q55} =
diag{10, 10, 10, 10, 10}, R = 1 and kp = 2;

2: Calculate Kopt and ki using the LQR command in Matlab;
3: for i = 1, 2, · · · do
4: Take γ̇d = 1 and obtain the step response of the

scheme shown in Fig. 4 based on the augmented state-
space model (4)–(6) taking the data from Table I;

5: if the maximum undershoot of the γ̇-response > 3%
of γ̇d or settling time of the γ̇-response > 0.25 s or the
percentage peak overshoot of the q-response > 30% then

6: Choose a different Q from the set of combinations(
{1, 80} × {1, 80} × {1, 50} × {1, 50} × {1, 20}

)
and a

kp from the range {1, 10};
7: Calculate Kopt and ki using the LQR command in

Matlab based on the new choice of Q and kp;
8: back to Step 3 and repeat Steps 4 & 5;
9: else

10: Construct the control law u as per (7);
11: end if
12: end for

TABLE I
MODEL PARAMETERS OF THE MISSILE (TAKEN FROM [3]).

Parameter Value

τa 0.36 sec
σ2 0.00029 sec2

ωb 11.77 rad/sec
ωa 180 rad/sec
ζa 0.6
ν 470
kp 5.51
kb −10.6272 /sec
kq −0.07
ki 22.2

We then find the state-space matrices of the overall closed-
loop scheme (Fig. 4) described via (4)–(6). As mentioned
earlier, the proposed scheme has one control input u and
two outputs γ̇ and q. The augmented state vector X =[
x> xi q̂>

]> ∈ R7×1.
Following Algorithm 1, we obtain the LQR weightage ma-

trices Q and R. Based on these Q and R, we find the required
set of optimal gain values Kopt, ki and kp. After feeding
all the computed numeric values into the Matlab-Simulink
model of the type-1 servo autopilot scheme, we perform a unit-
step simulation by choosing the reference command γ̇d = 1.
The same unit-step simulation is performed for the two-loop
and three-loop configurations shown in Fig. 2 and Fig. 3,
respectively. Finally, three sets of simulation responses are
plotted on the same graph (Fig. 5–Fig. 8), corresponding to
each of the four states γ̇(t), q(t), η(t) and η̇(t).
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Fig. 5. Comparison among the flight-path-rate responses (γ̇) achieved by the
two-loop, three-loop and type-1 servo schemes.

Fig. 5 shows the comparative plot obtained by the two-
loop, three-loop and type-1 servo autopilot schemes, subject
to unit-step command (i.e. γ̇d = 1). Note that the Red-coloured
plots in each of these four figures (designated by ‘Modified
2 loop design’) indicate the responses achieved by the type-
1 servo autopilot. Fig. 5 reveals that the flight-path-rate γ̇
has entered into the 2% tolerance band with respect to the
commanded signal γ̇d within only 0.22 sec and the percentage
peak overshoot is less than 5%. Most importantly, the peak
undershoot of the γ̇-response (subject to γ̇d = 1) is now only
−0.00984 in contrast to −0.1428 and −0.0544 in the cases
of the classical two-loop and three-loop schemes, respectively.
Although the settling time 0.22 sec is slightly more than 0.17
sec and 0.20 sec achieved by the two-loop and three-loop
schemes, respectively, the reduction of the peak undershoot
in the case of type-1 servo scheme is much stronger than the
classical ones. A similar performance improvement is observed
in the remaining three figures: Fig. 6, Fig. 7 and Fig. 8 show
the comparative plots of the pitch-rate (q), angle of elevator
deflection (η) and the rate of the change of elevator deflection
(η̇), respectively. The performance improvement in terms of
the reduction in the peak overshoot and undershoot, increase
in the speed of response (decrease in the rise time and peak
time), reduction in the settling time, nullification of the steady-
state error, etc., are now quantified based on the comparative
plots given in Fig. 5, Fig. 6, Fig. 7 and Fig. 8 and tabulated
in Table II. The comparative study in Table II recommends a
remarkable improvement in both the steady-state and transient
performance (in all four states, including the outputs γ̇ and
q) achieved by the proposed type-1 servo scheme over the
classical two-loop and three-loop techniques.

V. CONCLUSIONS

This paper proposes a reduced-order observer-based, op-
timal, type-1 servo configuration for tuning a flight-path-
rate-demand autopilot for a class of rear-controlled, tactical,
guided missiles. The linearised missile configuration exhibits
NMP behaviour and has open-loop unstable dynamics, which
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Fig. 6. Comparison among the pitch-rate responses (q) achieved by the two-
loop, three-loop and type-1 servo schemes.
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Fig. 7. Comparison among the elevator deflection responses (η) achieved by
the two-loop, three-loop and type-1 servo schemes.
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Fig. 8. Comparison among the rates of elevator deflection (η̇) achieved by
the two-loop, three-loop and type-1 servo schemes.
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TABLE II
COMPARATIVE STUDY ON THE TIME-DOMAIN PERFORMANCES ACHIEVED BY THE CLASSICAL TWO-LOOP [1], [2], THREE-LOOP [3] AND THE PROPOSED

REDUCED-ORDER OBSERVER-BASED, OPTIMAL, TYPE-1 SERVO AUTOPILOT SCHEMES

Serial
No.

Parameters Classical
two-loop
autopilot
(I) [1], [2]

Classical
three-loop
autopilot
(II) [3]

Type-1
servo
scheme
(III)

Percentage
comparison( I−III

I

)
× 100

%

Percentage
comparison( II−III

II

)
× 100

%
1 Peak undershoot of γ̇ −0.1428 −0.0544 −0.00984 93.12%

improved
82% improved

2 Steady-state value of γ̇ 0.7016 0.8319 1.00 42.53%
improved

20.20%
improved

3 Settling time of γ̇ 0.17 sec 0.2 sec 0.22 sec 29% increased 10% increased
4 Peak overshoot of q 4.928 4.04 2.761 44% reduced 31.65% reduced
5 Steady-state value of q 0.7015 0.8319 1.00 42.53%

improved
20.20%
improved

6 Peak undershoot of η −0.40 −0.2056 −0.05571 86.0% reduced 72.9% reduced
7 Peak overshoot of η 0.1223 0.0322 Nil significant im-

provement
significant
improvement

8 Steady-state value of η −0.06601 −0.07828 −0.09425 42% increased 20.40%
increased

9 Peak undershoot of η̇ −35.29 −10.03 −1.573 96% reduced 84.32% reduced
10 Peak overshoot of η̇ 22.74 6.58 0.2238 99% reduced 96.59% reduced

offer non-trivial challenges in the autopilot design. An in-
depth Matlab simulation study has been performed, which
shows significant improvement in the transient and steady-state
performance of the proposed type-1 autopilot scheme over the
classical two-loop and three-loop design methodologies [1]–
[3]. In the future scope, Negative Imaginary (NI) theory can
be applied to develop a robust autopilot design methodology
following the ideas given in [15]–[20]. Moreover, cooperative
control of multiple missiles can be developed using the scheme
proposed in [21].
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Abstract— Being a promising alternative to 
traditional antennas, liquid antennas have gained 
high attention in the recent years due to their 
reconfigurability. As the probe feed position alters 
the impedance matching  and electrical length, the 
performance like S11, gain and BW will change.   
This paper tries to illustrates the outcome of 
different probe positions for different probe types 
used in the cylindrical liquid antenna which is 
further optimized using Particle Swarm 
Optimization. CST Studio suite have been used to 
simulate the results. 4GHz frequency was 
maintained throughout the experiment by 
changing the feed lines and keeping the inner 
radius of the cylinder, height of the liquid and 
dielectric constant to excite the different modes of 
the antenna for multiple applications.  

Keywords— liquid antenna, probe, particle swarm 
optimization 

I. INTRODUCTION 

This Modern era of wireless communication require 
an antenna to have multiple functions within a limited 
space.  Multiple attempts have been tried to upgrade 
the reconfigurability of the metallic antennas in the 
areas of the radiation pattern, operating frequency and 
bandwidth .The performance of the low cost radio 
frequency switches was not good due to presence of 
metal strip biasing circuits which would be difficult 
to embed with antennas.[1,3] Again , the high 
performance RF switches are highly priced. Thus, 
dielectric resonators were used as radiating elements. 
The popularity of these antennas increased as they can 
switch between functions within a single structure 
without resorting multiple antennas.[2] Since, liquids 
have high conformability, reconfigurability, 
improved electromagnetic coupling, thus water 
having high permittivity is used in the antenna 
construction. Here, for different Probe types different 
Probe positions were taken then optimized using 

Particle Swarm Optimization available in CST.[4] We  
have stated the effect of changing the probe positions 
on the working of the dielectric liquid  antenna. 

II. DIFFERENT PROBE POSITIONS 

Here, in this paper we have used three different probe 
positions for three different feed types  in the liquid 
antenna , namely Probe feed, Conical feed and Disc 
feed .  

A. Probe Feed 

The most common feeding method is the co- axial feeding 
method.[5] The inner cylindrical conductor of the co-axial 
connector is adhered to the cylindrical tube of the antenna 
and the outer part is connected to ground.[6] The radius of 
the dielectric fluid used here is 6.94084 mm. 

 

 

 

 

 

B. Conical Feed 

The conical feed is mostly used in reconfigurable water 
based antenna[7]. The conical feed is projected from the 
liquid into to cylindrical tube containing the water.[8] The 
radius of the water used here is 8.45 mm which is the 
highest among the three[9]. This antenna has a wider 
aperture which provides greater directivity. 

 

 

 

 

 

Figure 1: Probe feed 

 

 

Figure 2: Conical feed 
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C. Disc Feed 

The disc feed is attached to cylindrical tube that contains 
the water in it.[10] This type of antenna is widely used in 
satellite communications and also helps to improve the 
transmittance and signal reception on all the planes. The 
radius of the water used here is 6.78 mm The circular shape 

provides higher directivity and a wider aperture[11]. 

 

 

 

 

 

 

TABLE 1: DIFFERENT PROBE POSITIONS FOR DIFFERENT 
PROBE TYPES 

Type of 
Feed 

Radius of 
liquid(mm) 

X-Position Y-Position 

Probe 6.94084 -0.35 -0.68 

Disc 6.78 -0.44 -0.97 

Conical 8.45 -0.32 -0.9 

 

III. RESULTS  

 

A. Probe Feed 

A bandwidth of approximately 0.9967 GHz is achieved and 
the value of the S-parameter is approximately -24.04 dB at 
the operating frequency of 4 GHz. Here, the directivity 
which is the main lobe magnitude is 15.4 dB (V/m). In the 
far-field radiation pattern the angular width of 38.8 degrees 
is observed. The main lobe direction is directed towards 
63.0 degrees and the sidelobe level is observed to be -1.1 
dB. At 4 GHz the maximum gain over frequency is 
optimized which is 1.45 as shown in Fig 6. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

B. Conical Feed  

A bandwidth of approximately 0.994 GHz, which is the 
lowest among all the feeds, is achieved and the value of the 
S-parameter is approximately -14.512 dB at the operating 
frequency of 4 GHz. Here, the directivity of the radiation 
pattern is 15.6 dB (V/m). In the far-field radiation pattern 
the angular width of 39.1 degrees is observed. The main 
lobe direction is directed towards 58.0 degrees and the 
sidelobe level is observed to be -6.5 dB. At 4 GHz the 
maximum gain over frequency is optimized as shown in 
Fig 9. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Disc feed 

 

 

Figure 4: S- Parameter 

 

 

Figure 5: E- Field(4GHz) 

 

Figure 6: Maximum Gain Over Frequency 

 

 

Figure 7: S- Parameter 

 

Figure 8: E- Field(4GHz) 
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C. Disc Feed 

A bandwidth of approximately 1.0049 GHz is achieved and 
the value of the S-parameter is approximately -33.26 dB at 
the operating frequency of 4 GHz. Here, the directivity 
which is the main lobe magnitude is 13.7 dB (V/m). In the 
far-field radiation pattern the angular width of 42.7 degrees 
is observed. The main lobe direction is directed towards 
57.0 degrees and the sidelobe level is observed to be -1.0 
dB. At 4 GHz the maximum gain over frequency is 
optimized as 2.03  shown in Fig 12. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

IV. COMPARISON OF RESULTS 
 

The simulation results are assembled and compared in the 
table below: (all the results in comparison table are 
approximate value) 

TABLE I  COMPARISON TABLE 

 Disc 
Feed 

Probe 
Feed 

Conical 
Feed 

Bandwidth(GHz) 1.0049 0.9967 0.994 

S-parameter(dB) -33.26 -24.04 -14.512 

Directivity(dBi) 13.7 15.4 15.6 

Angular 
Width(deg.) 

42.7 38.8 39.1 

Side Lobe 
Level(dB) 

-1.0 -1.1 -6.5 

Main Lobe 
Direction(deg.) 

57.0 63.0 58 

Maximum Gain 
Over Frequency 

2.03 1.45 2.19 

 

V. CONCLUSION 

In this paper we have reached the following 
conclusions from the three different probe positions for 
three different probe types and compared their bandwidth, 
S-parameter, directivity, angular width, maximum gain 
frequency, and sidelobe level. These are mentioned below: 

1.The disk feed type has the highest angular width and 
the probe feed type has the least. Thus , this type of disc 
feed type antenna can be used for beam forming technique. 

2. The  conical  feed has the highest directivity that is 
the magnitude of the main lobe is maximum while disc feed 
has the lowest directivity.  

3. The conical feed has the highest gain over frequency 
and the probe feed has the least. 

4. The disc feed has the highest bandwidth among the 
three. Thus, it can be used in the narrow band applications. 
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Figure 12: Maximum Gain Over Frequency 
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Abstract—Cercospora zeae-maydis (CERCZM) is a 

destructive fungus that is strengthened by hot tropical weather 

and high humidity such as in the Philippines, resulting to 

recurrent adverse impacts of having maize Cercospora leas 

spot disease, and quantification of leaf damage is essential for 

plant phenotyping in understanding pathogen interaction. 

Visual detection of this disease often results in subjective 

classification. To address this challenge, the integration of 

computer vision and computational intelligence is employed in 

detecting healthy and damaged corn leaves and predicting the 

surface damage percentage due to maize Cercospora leaf spot. 

Dataset with 583 images contains matured healthy and 

diseased corn leaves that were grown outdoor and individually 

captured by a digital camera. Graph-cut segmentation through 

lazysnapping segmented the vegetation pixels and CIELab 

thresholding segmented healthy and diseased regions. Spectro-

textural-morphological leaf signatures were extracted and 

selected using combined neighborhood component analysis and 

ReliefF resulting in R, H, *a, Cb, Cr, entropy, and whole leaf 

area. MobileNetV2 exhibited the best performance in 

classifying maize leaf health status. Gaussian quantum-

behaved particle swarm optimized recurrent neural network 

(GQPSO-RNN) bested other feature-based machine learning 

and deep transfer image networks in predicting maize 

Cercospora leaf spot surface damage percentage with R2 of 

0.949, RMSE of 6.290, and inference time of 3 seconds. This 

developed seamless MobileNetV2-GQPSO-RNN model 

provides reliable disease detection and quantitative assessment 

on the maize leaf surface in on-field phenotyping. 

Keywords—computational intelligence, computer vision, corn 

leaf disease, model optimization, particle swarm optimization 

I. INTRODUCTION 

Crops are susceptible to pathogens that may cause 
outbreaks if left unchecked. To ensure that plant life is 
preserved, inspecting common parts of plants, such as leaves, 
for the manifestation of diseases should be considered. Maize 
or corn, otherwise known as Zea mays L., is one of the most 
utilized crops in the animal and food industries in the 
Philippines [1]. It has become an essential food in several 
countries, surpassing the demand for wheat and rice. Leaf 
ailments are a hindrance to corn production. Determining 

leaf ailments using human judgment is not an efficient 
method in monitoring crops [2-3]. 

Similarities such as manifestations of spots that mature 
into yellowish lesions and can spread through the leaves of 
corn crops may branch out to surrounding plants, increasing 
its infectivity. These symptoms are caused by the 
Cercospora leaf disease (CLD). There are different variants 
of CLD such as bacterial leaf growth, northern corn leaf 
blight (NCLB), southern corn leaf blight (SCLB), and gray 
leaf spot (GLS) [4]. In general, Cercospora zeae-maydis 
(CERCZM) is characterized by gray leaf spot, reduced fruit 
size, necrotic areas in leaves, and early senescence of the 
whole plant. All of these variants are commonly caused by 
Cercospora beticola and can reduce a plant’s vigor, making 
it defoliated [5]. 

Convolutional neural network (CNN) is capable of 
diagnosing early symptoms of corn crop diseases in a real-
time and non-destructive manner [6-8]. Employing genetic 
algorithm support vector machine (GA-SVM) distinguishes 
the difference of each disease from one another [2]. 
Multifractal detrended fluctuation analysis (MF-DFA) 
utilized the gray variance values of blemishes seen on crop 
leaves with CLD [9]. Stripping the layers of crop leaves [10] 
and applying trifloxystrobin and epoxiconazole mixtures 
reduced the damage done by CLD and provided high crop 
yield [11]. Crop rotation, tillage residue of CLD on 
equipment, stressful environments, and use of chemicals are 
factors that should be considered to manage CLD properly 
[12]. Mapping genetic traces of CLD can aid in identifying 
early signs of the disease, preventing an outbreak from 
occurring [13]. Screening of plant phenotype is important to 
avoid abnormalities in growing crops, and thus, increasing 
total harvest yield [14]. Quantitative trait locus (QTL) 
mapping can be done to identify genetic characteristics of 
Cercospora in a different population of corn crops [4]. 
Monitoring plant life using ultrasonic sensing sprayers 
provide the optimum height and placement of sprayers to 
protect corn crops and increase total harvest yield [15]. 
Complex leaf shapes and varying colors by using integrating 
local threshold and seeded region growing (LTSRG) [16]. 
Information about leaf color can be mapped by converting 
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RGB to Cb-Cr space [17]. Computer vision (CV) technology 
has been widely used in classifying and identifying crop 
diseases through histogram-oriented gradient (HOG), 
segmented fractal texture analysis (SFTA), and local ternary 
patterns (LTP) [18-19]. Discolorations and spots are then 
identified to determine the presence of Cercospora infection 
[20]. 

Despite the abovementioned studies with technological 
advancements, the severity of damage due to corn leaf 
disease has not been explored and modeled yet. Subjective 
assessment of damage percentage is also evidently using 
human bare eyes which is not ideal for scientific 
phenotyping. Likewise, most plant imaging devices are 
bulky and placed inside a laboratory which requires 
transporting of leaf samples from the field that adds up to the 
delay in real-time phenotyping.  

In this study, corn leaf quality was classified into healthy 
and defective in terms of the presence of Cercospora leaf 
spots, and the defective leaves have undergone surface 
damage computational assessment using computational 
intelligence (CI) models by calculating the damaged 
percentage in terms of the leaf area. Quantum particle swarm 
optimization (GQPSO) was used to improve the model 
performance of the recurrent neural network (RNN). GQPSO 
was chosen and explored because it enables both linear and 
nonlinear and bounded and unbounded problems to generate 
the best solution possible. Likewise, artificial bee colony 
(ABC) and genetic algorithm (GA) were also explored but 
resulted into convergence issue. The developed model is a 
novel approach to assessing corn Cercospora leaf spot. 

II. MATERIALS AND METHODS 

Corn cercospora leaf spot is quantitatively evaluated 
based on its damage on the visible surface of the leaf 
structure. The developmental architecture of detecting corn 
leaf quality and assessing the percentage of the diseased 
surface using deep transfer image network and feature-based 
machine learning models is shown in Fig. 1. The model 
employed in this study emphasizes the degree of impact of 
corn leaf disease by predicting the leaf spot surface defect 
percentage. Images that are classified with healthy maize leaf 
results in 0% diseased surface percentage. MATLAB 
R2020a is the only computational intelligence programming 
platform used in computer vision, image feature extraction, 
leaf signatures selection, model optimization, and 
development of prediction models. 

A. Cultivar Data Description and Environmental Condition 

Zea mays convar. Saccharate var. rugosa, also known as 
sweet corn, was cultivated in open field agriculture in 
Bukidnon, Philippines from September to November 2019 
through a monoculture approach. Environment temperature 
during cultivation ranges from 23 – 33°C. Matured 90-day 
old health and diseased corn leaves that are infected by 
Cercospora zeae-maydis characterized by rough gray spots 
were captured using a consumer-grade digital camera with an 
aspect ratio of 1:1 having an image spatial resolution of 256 
x 256 pixels. A total of 583 leaf images was analyzed 
coming from 283 diseased and 300 healthy leaves. The used 
dataset is based on [21]. 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The developmental architecture of detecting maize leaf quality and 
assessing the percentage of the diseased surface using deep transfer image 
network and feature-based machine learning models 

B. Leaf Segmentation, Spectro-Textural-Morphological 

Feature Extraction and Selection 

Classified diseased maize leaf images were furtherly 
assessed by undergoing graph-cut segmentation of the whole 
leaf and diseased region to compute the damaged percentage 
concerning the captured leaf area (Fig. 2). Graph-cut 
segmentation is based on lazysnapping algorithm (Fig. 2b) 
that transforms RGB image to CIELab color space where L 
ranges from 0 to 100, a* is from -86.1827 to 98.2343, and b* 
is from -107.8602 to 94.4780. It employs marking of 
foreground and background pixels which is, in this case, are 
vegetative and non-vegetative elements, respectively. It 
categorizes a pixel based on K-means clustering 
characterization on edge signatures of the neighboring pixels 
with a superpixels value of 421.  

Both whole leaf and diseased region segmented images 
require feature extraction for the development of a 
computational assessment model. Morphological area is 
extracted from whole leaf image (Awholeleaf) which is then 
used in (1) in yielding the diseased or damaged surface 
percentage (DSP). For the diseased regions, spectral (R, G, 
B, H, S, V, L, a*, b*, Y, Cb, Cr), textural (contrast, 
correlation, energy, entropy, homogeneity) [22], and 
morphological area parameters were extracted. The 
morphological area of the diseased region (Adiseasedregion) is 
then divided by Awholeleaf to get the ratio of diseased and 
whole leaf region (1). This 18-feature vector is purposively 
reduced to several highly significant feature vectors based on 
neighborhood component analysis (NCA) and ReliefF. NCA 
is a multidimensional reduction based on Mahalanobis 
distance while ReliefF ranks the 18 features using an 
intelligent Relief algorithm. Combined characterization of 
NCA and ReliefF resulted in a 7-feature vector, [R, H, a*, 
Cb, Cr, entropy, whole-leaf area], which results in significant 
relation in predicting damaged surface percentage (Fig. 3). 
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Fig. 2. Process of graph-cut segmentation of whole and diseased leaf 
regions: (a) raw leaf image indicatng healthy and diseased regions, (b) 
lazysnapping masking, (c) annotated whole leaf image, (d) whole leaf 
binary image, (e) diseased regions, and (f) binary diseased regions 

DSP = (Adiseasedregion / Awholeleaf) x 100              (1) 

C. Feature-Based Machine Learning Regression for 

Diseased Surface Percentage Prediction Modeling 

Diseased leaf region percentage affected by Cercospora 
zeae-maydis is predicted using generalized processing 
regression (GPR), recurrent neural network (RNN), 
regression tree (RTree), and regression support vector 
machine (RSVM). GPR is optimized using constant basis 
function with a beta of 854.1724 and sigma value of 5.3574, 
squared exponential kernel function, exact predict method, 
exact fit method, and rando active set method. Elman RNN is 
optimized using QGPSO and is discussed in the next section. 
RTree is optimized using a minimum leaf size of 6. RSVM is 
optimized using box constraint of 0.21536, 0.035471 kernel 
scale, 0.31729 epsilon value, -3.0948x103 bias, and 
sequential minimal optimization (SMO) as solver. 
Hyperparameters of GPR, RTRee, and RSVM were 
enhanced using Bayesian optimization. Stratified sampling 
was employed in distributing images with 56%-24%-20% 
partitions for training, validation, and testing image set.  
 

 

 

 

 

 

 

 

 

Fig. 3. Weight spectrum of spectro-textural-morphological leaf signatures 
as characterized by neighborhood component analysis and ReliefF 

D. Parameter Optimization Using Gaussian Quantum-

Behaved Particle Swarm 

Gaussian quantum-behaved particle swarm optimization 
(GQPSO) is a quantum-based PSO with Gaussian probability 

distribution acting on its mutation process [23-25]. This 
Gaussian distribution improves the divergence of this 
bioinspired algorithm and is an advanced approach in 
mitigating local optima premature convergence. Instead of 
position and velocity in classical PSO, in the quantum model 
of GQPSO, each involved particle state is depicted by wave 
function ѱ(x, t), where x  is the particle position at time t, of 
the standard Schrödinger equation [23]. In this study, 
GQPSO is performed using these chronological steps: 
initialization of swarm positions using Gaussian probability 
distribution, particle fitness evaluation, updating of the 
global best particle, comparing particle fitness to current best 
value, comparing current best particle to global best, 
updating particle positions using Gaussian distribution, and 
repeating the cyclic evolution. The algorithm stops only if 
the maximum number of generations is exhausted. Other 
optimization algorithms such as artificial bee colony (ABC) 
and genetic algorithm (GA) were also explored and resulted 
in divergence issue, making GQPSO the algorithm fit for this 
application.  

The topology of the RNN fitness function based on the 
linear regression of its corresponding hidden artificial 
neurons and mean square error (MSE) network performance 
is shown in (2). The three hidden layers of RNN, N1, N2, and 
N3, are the variables that will be generated using GQPSO. 
Regression coefficients α, β, γ, and δ have values of 
1.432x10-3, 1x10-7, 1.3x10-6, and 1x10-6, respectively.  

MSE = f (N1, N2, N3) = α – βN1 – γN2 + δN3            (2) 

In this study, the potential function configured to Delta 
Potential Well with 3-dimensional space, 250 swarm 
particles, 0 to 500 boundaries, and a non-negative constant of 
0.9. GQPSO finds the global optimum of (2) at N1, N2, and 
N3 values of 140, 100, and 30 with a smoothing fitness curve 
up to 100 iterations (Fig. 4). 

 

 

 

 

 

 

 

 

Fig. 4. Optimization curve using Gaussian quantum-behaved particle 
swarm optimization characterized by fitness value and iteration 
performance 

E. Deep Transfer Image Regression for Diseased Surface 

Percentage Prediction Modeling 

Deep transfer regression networks of MobileNetV2, 
ResNet101, and InceptionV3 were configured using SGDM 
with a minimum batch size of 20, maximum epochs of 7, 
0.0001 initial learn rate, piecewise learn rate schedule, 0.1 
learn rate drop factor, 20 learn rate drop period, ‘every-
epoch’ shuffling method, and validation frequency of 3. Raw 
leaf images were utilized as no further image processing is 
required except for data augmentation to make sure that the 
network will not overshoot. The optimized feature-based 
machine learning models and image-based deep learning 
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networks were evaluated based on root mean square 
(RMSE), R2, mean absolute error (MAE), and inference time 
throughout training to testing stages. 

III. RESULTS AND DISCUSSIONS 

A. Leaf Phenotype Analysis 

Correlation analysis confirmed that the extracted a* and 
Cr of diseased maize leaf image has a strong positive 
influence on diseased surface percentage. R, S, V, and b* has 
very weak positive significance to DSP (Table 1). All 
numerical Haralick textural features have a very strong 
negative or positive correlation with DSP. Additionally, all 
spectro-textural-morphological features of healthy maize leaf 
images exhibit no significance with the diseased surface 
percentage at α ≤ 0.05.  

TABLE I.  CORRELATION ANALYSIS OF NCA-RELIEFF EXTRACTED 
FROM PEARSON CORRELATION ANALYSIS OF DISEASED AND HEALTHY 

MAIZE LEAVES 

Leaf Health 

Status 
R H a* Cb Cr Entropy 

Whole 

Leaf Area 

Diseased 0.196 -0.655 0.784 -0.185 0.880 0.038 -0.086 

Healthy ns ns ns ns ns ns ns 

a.
 ns means not significant 

B. Maize Crop Leaf Quality Classification Using Deep 

Transfer Network 

Matured maize leaves were classified healthy and 
defective using deep transfer image classification networks 
of MobileNetV2, ResNet101, and InceptionV3 (Fig. 5).  For 
117 test samples, diseased maize leaf samples were arranged 
from 1 to 57 and the remaining samples are the healthy leaf 
images without a hint of Cercospora zeae-maydis. 
MobileNetV2 misclassified 1 healthy maize leaf as defective 
or diseased (Fig. 5c). On the other hand, both ResNet101 and 
InceptionV3 misclassified 1 diseased leaf as a healthy leaf as 
depicted by green and blue lines respectively (Fig. 5d). These 
very intelligent classification performances resulted in the 
same accuracy, fall-out, precision, specificity, recall, f1-
score, MCC, and Hamming loss (Table 2). However, 
MobileNetV2 bested ResNet101 and InceptionV3 in 
discriminating maize leaf quality in terms of inference time 
with 76.25% faster than ResNet101 and 57.23% faster than 
InceptionV3. 

C. Feature-Based Maize Leaf Diseased Surface Percentage 

Prediction 

MobileNetV2-classified diseased matured maize leaves 
exhibiting the existence of Cercospora zeae-maydis were 
computationally assessed using GPR, RNN, RTree, and 
RSVM. A numerical subscript was suffixed to each machine 
learning model to denote the number of spectro-textural-
morphological features used as descriptors such as RSVM18 
for RSVM using 18 predictors (Fig. 6a). 18-feature 
predictors are the original unreduced vector while the 7-
feature vector is the utilized the NCA-ReliefF selected leaf 
elements which are R, H, *a, Cb Cr, entropy, and whole leaf 
area (Figures 3 and 6a). GQPSO-optimized RNN7 performed 
the most accurate and sensitive predictive feature-based 
machine learning model used in this study in determining 
diseased surface percentage as reflected by lowest RMSE 
and MAE, highest R2 value of 0.949, and shortest inference 

time of 3 seconds (Table 3). The accuracy of GQPSO-RNN7 
rose by 350.544% from its RNN18 performance. On the other 
hand, GPR7 is also comparable with GQPSO-RNN7 as it 
exhibited an R2 of 0.945 and RMSE and MAE values close 
to GQPSO-RNN7 in the testing phase. Despite the 115.545% 
improvement in R2 factor of GPR7 from GPR18, its resulting 
value missed 0.004 to be coequal with GQPSO-RNN7. 
Correspondingly, RTree variants performed the worst 
predictions, and RSVM exhibited the longest inference time 
that is 54 multiples that of the GQPSO-RNN7. Evidently, the 
use of intelligently selected combinations of color, texture, 
and morphological features significantly resulted in 
improved prediction performance, thus, making 
MobileNetV2 the most reliable model in this application. 

D. Image-Based Maize Leaf Diseased Surface Percentage 

Prediction 

In contrast with GPR, RNN, RTree, and RSVM, 
MobileNetV2, ResNet101 and InceptionV3 utilized the raw 
maize leaf images as network input for prediction of diseased 
surface percentage (Fig. 6). ResNet101 bested out 
MobileNetV2 and InceptionV3 in predicting DSP in terms of 
lower RMSE and MAE and strong positive R2 of 0.9333. 
However, the inference time of ResNet101 is more than 
twice of MobileNetV2 and 1.5x of the InceptionV3 model 
(Table 3). This makes ResNet101 the slowest deep transfer 
image network to predict DSP and MobilenetV2 is the fastest 
one. It should be taken into consideration that in this study, 
accuracy and sensitivity is what weighs more than that of 
inference time.  

 

       

        

          
Fig. 5. Samples of (a) healthy and (b) diseased maize leaves, (c) confusion 
matrix, and (d) comparison of classification output of each deep transfer 
image network 

D 

C 
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After series of successful explorations in predicting the 
diseased surface percentage of maize Cercospora leaf spot 
using both feature-based and image-based computational 
intelligence models, it can be determined that GQPSO-RNN7 
exhibited the most accurate, sensitive, and quickest model 
amongst GPR, RTree, and RSVM with and without using 
NCA-RelieF selected features, and MobileNetV2, 
ResNet101, and InceptionV3. In this study computer vision, 
through a low consumer-grade RGB camera, was employed 
to extract maize leaf signatures to mitigate subjective 
detection of the presence of fungi in crop leaf which is the 
challenge encountered by [2-3]. It is interesting that among 
18 unreduced feature vector, S, Cb, Cr, correlation, entropy, 
and homogeneity of the healthy maize leaf corresponds to 
smaller numerical value compare to diseased leaves.  With 
this, there is a common implication that 60% of the texture 
properties can independently distinguish healthy maize leaf. 
The a* value for a healthy leaf is 227.712% smaller than that 
of the disease, thus, making it profound that a healthy leaf 

exhibits greener vegetation pixels. The green color 
component from the RGB color space dictates that healthy 
maize leaves have an average of 131.167 G value and is 
142.825% higher than the diseased leaf. It does make sense 
as maize cercospora leaf can be detected with gray, red, and 
darker brown spots that later on promotes necrosis.  

The developed seamless MobileNetV2-GQPSO-RNN 
model exhibits a non-destructive approach in crop leaf 
phenotyping which only requires an RGB image as input for 
it evaluate the rendered maize leaf disease unlike [7], [9]. It 
is also comparable that other studies focused on using one 
leaf trait only as input to their phenotype model [16]-[17] but 
this developed framework also qualified to use combinations 
of leaf signatures from color, texture, and morphological 
components to increase the performance accuracy and 
sensitivity of the combined computer vision and 
computational intelligence. 

 

                           

     
Fig. 6. Regression curves of (a) feature-based machine learning and (b) image-based deep transfer image regression networks in predicting diseased surface 
percentage of maize leaf 

TABLE II.  EVALUATION OF MAIZE CROP LEAF HEALTH CLASSIFICATION USING DEEP TRANSFER IMAGE NETWORKS 

Model 

Training Validation Accuracy 

Accuracy Accuracy Accuracy Fall-out Precision Specificity Recall F1-score MCC 
Hamming 

Loss 

Inference 

Time (s) 

MobileNetV2 95.730 99.150 99.145 0.008 0.992 0.992 0.991 0.991 0.983 0.009 1349 
ResNet101 95.730 99.150 99.145 0.008 0.992 0.992 0.991 0.991 0.983 0.009 5679 

InceptionV3 95.730 99.150 99.145 0.008 0.992 0.992 0.991 0.991 0.983 0.009 3154 

TABLE III.  EVALUATION OF MAIZE CROP LEAF DISEASED SURFACE PERCENTAGE PREDICTION USING COMPUTATIONAL INTELLIGENCE REGRESSION 
MODELS 

odel 

Training Validation Testing 

RMSE R2 MAE RMSE R2 MAE RMSE R2 MAE 
Inference 

Time (s) 

Using Image-Based Deep Transfer Networks 
MobileNetV2 9.7910 0.952 10.845 6.6883 0.898 7.225 19.8094 0.8555 7.3522 493 

ResNet101 10.6110 0.958 7.020 5.6112 0.938 5.014 13.7413 0.9333 5.3461 1172 
InceptionV3 7.5010 0.952 8.474 6.3201 0.922 6.009 15.8644 0.9115 5.4266 802 

Using Feature-Based Machine Learning Models 
GPR18 9.549 0.907 6.093 10.331 0.911 6.665 10.336 0.847 6.880 66.295 
GPR7 4.796 0.970 3.661 5.108 0.971 3.860 6.593 0.945 5.208 3.000 
RNN18 8.722 0.921 5.883 11.301 0.903 7.140 18.685 0.271 13.939 3.000 
RNN7 5.115 0.966 4.002 5.143 0.970 3.897 6.290 0.949 5.090 3.000 

RTree18 3.251 0.986 2.268 30.510 0.015 21.823 27.809 0.053 21.151 42.148 
RTree7 3.251 0.980 2.831 34.715 -0.089 25.841 30.298 0.000 23.864 34.580 

A                                                                                     B 
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IV. CONCLUSION 

Maize leaf health status was classified into healthy or 
diseased using MobileNetV2. ResNet101 and InceptionV3 
exhibited the same network performances with MobileNetV2 
except that MobileNetV2 classifies leaf health status with the 
shortest time. The degree of evidence of Cercospora zeae-
maydis in maize leaf was characterized by combined 
neighborhood component analysis and ReliefF, resulting in 
R, H, *a, Cb Cr, entropy, and whole leaf area as the most 
significant features in predicting diseased surface percentage. 
Lazysnapping provided exquisite segmentation of 
Cercospora leaf spot regions from other healthy vegetive and 
non-vegetative leaf regions. Gaussian quantum-behaved 
particle swam optimization significantly increased the 
sensitivity and accuracy of RNN by determining the optimal 
number of hidden artificial neurons. GQPSO-RNN with 
reduced predictors bested out other feature-based and deep 
transfer machine learning networks in predicting DSP. This 
low-cost plant imaging approach can be employed by low-
income agriculturists who want to assess their crops 
effectively and quantitatively by just acquiring inexpensive 
camera and following the computational intelligence model 
development stated above. The developed seamless model of 
MobileNetV2-GQPSO-RNN is highly essential for 
computational phenotyping of maize leaf Cercospora leaf 
spot and other leaf diseases. For future studies, it is 
recommended to cultivate different species of corn suitable 
in Philippine environmental conditions and employ the 
developed computer vision approach for on-site leaf 
Cercospora disease phenotyping. 
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Abstract–A well functioned battery charger for electric 

vehicles can improve the life cycle of the battery. To control the 
overshoot, rise time and settling time with respect to the changing 
input voltage and load is the noticeable challenge in the field of 
battery charging. Usually, a PID controller has been used to 
overcome these challenges. However, PID controller is suitable for 
a specific configuration, and overshoot, oscillation happens when 
input voltage and load vary. In this paper, a buck converter-based 
battery charging controller is presented in which a modified 
proportional-integral (PI) controller is used. The modified PI 
controller is tuned for charging the battery with minimum 
overshoot and settling time. To verify the viability, the proposed 
system has been simulated in MATLAB. The simulation results 
show that the overshoot is reduced to 1.23% with the settling time 
of 0.01s for the 48V battery bank. 

Keywords–Battery charging controller, Asynchronous Buck 
Converter, Electric vehicle, Pulse Width Modulation, Proportional 
Integral. 

I. INTRODUCTION 

In order to make the transportation system more efficient, 
environment friendly and robust the current noticeable 
interest has been increased to use the electric vehicle [1]. The 
electric vehicle (EV) can produce high speed and torque 
within a minimum time. Unlike conventional fuel-based 
vehicles the EV takes power from rechargeable battery [2]. 
To charge the battery with optimum efficiency ensuring the 
good battery life a power electronics controller is required 
which can convert the grid power to suitable DC for charging 
the battery [3]. 

For effective operation, it is necessary to charge the 
battery with lower overshoot and less settling time with 
respect to the variation of input voltage and load. To meet 
these demand, PID and other controller topologies have been 
proposed [4-7]. But they struggle to withstand the variation 
of input voltage and load. The PI or PID transient response is 
mostly S shaped and the delay in the initial point is noticeable 
as explained by Ziegler-Nichols First rule and it is very 
challenging to reduce the delay time, overshoot and settling 
time. 

Many scholars avoid PI and proposed PID, forward PID, 
FOPID and other topologies which are complex, hard to 
implement, need high processing microcontroller and hence 
costly. While using PID the overshoot issue is still present. 

Theerayod Wiangtong [8] avoided using PI and proposed 
PID with Flower Pollination Algorithm which makes the 
controller complex and still overshoot present at the output 
voltage although it was applied for small system. Adhul S V 

[9] proposed FOPID and avoid conventional PI and PID 
controller due to high overshoot. D. Ounnas, D. Guiza, Y. 
Soufi [10] also avoided PI controller due to overshoot and 
proposed digital PID controller for the Buck converter.  

This paper presents a buck converter-based battery 
charging controller using modified proportional integral 
(MPI) control system to reduce the initial delay time, settling 
time and overshoot with changing input voltage and load. 

II. DESIGN OF PROPOSED SYSTEM 

The block diagram of proposed buck converter controller 
using Modified Proportional Integral controller is depicted in 
Fig.1 The output voltage is sensed and compared with the 
processed reference value and the error goes to MPI 
controller and the PWM is generated based on that and thus 
the buck converter operates. 

 

Fig. 1: Block diagram of proposed system 

A. Modified PI Controller 

The modified proportional integral (MPI) controller is 
shown in Fig.2. To find the difference between desired 
voltage r′(t) and actual output voltage y′(t), the MPI is 
required. The desired output voltage is sampled and further 
processed according to predefined tuned value. The desired 
output voltage which is instantaneous defined as 

𝑟𝑟′(𝑡𝑡) = 𝑛𝑛𝑛𝑛(𝑡𝑡)   (1) 

In sample and process block the instantaneous desired voltage 
modified in the basis of equation (2). 

𝑟𝑟(𝑡𝑡) = 𝑛𝑛𝑟𝑟(𝑡𝑡 + 0) − 𝑛𝑛𝑟𝑟(𝑡𝑡 − 𝑚𝑚) (2) 

where n is the given desired output voltage value and m is the 
desired settling time. The desired output voltage is then 
compared with actual output voltage and the difference 
between them is fed to the PI block defined as 

𝑦𝑦(𝑡𝑡) = 𝑘𝑘𝑃𝑃𝑒𝑒(𝑡𝑡) + 𝑘𝑘𝑖𝑖∫ 𝑒𝑒(𝑡𝑡) 𝑑𝑑𝑡𝑡 (3) 

where e(t) is the difference between desired and actual output 
voltage. 
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Fig. 2: Block diagram of proposed MPI system 

B. PI Tuning Parameters using Zeigler-Nichols Method 

The tuning parameters of PI controller have been derived 
using Ziegler-Nichol’s frequency domain method as shown 
in Table I. The critical value of proportional constant 𝑘𝑘𝑐𝑐𝑐𝑐  has 
found from simulated results and hence the proportional 
constant 𝑘𝑘𝑝𝑝 can be calculated as  

𝑘𝑘𝑝𝑝 = 0.45𝑘𝑘𝑐𝑐𝑐𝑐  = 0.45 ×  0.223 = 0.1 

The period of oscillation  𝑝𝑝𝑐𝑐𝑐𝑐  has been found form simulated 
result and the 𝑇𝑇𝑖𝑖  can be calculated as  

𝑇𝑇𝑖𝑖 = 𝑝𝑝𝑐𝑐𝑐𝑐
1.2

 = 0.14
1.2

= 0.117 

Hance, the integral constant 𝑘𝑘𝑖𝑖 can be found as  

𝑘𝑘𝑖𝑖 = 𝑘𝑘𝑝𝑝
𝑇𝑇𝑖𝑖

 = 0.1
0.117

= 0.854 

These values of tuning parameters of PI controller have been 
used in the proposed system.  

Table I. Ziegler-Nichols tuning parameters for PI controller 

Tuning parameter Value 

𝑘𝑘𝑝𝑝 

𝑇𝑇𝑖𝑖  

0.45𝑘𝑘𝑐𝑐𝑐𝑐  

𝑝𝑝𝑐𝑐𝑐𝑐
1.2

 

C. Buck Converter 

To simplify the circuit design of the buck converter the 
following assumptions are considered: 

1) all components are ideal, and  
2) the inductor is operated in continuous conduction 

mode (CCM). 

Maximum inductor current ripple can be calculated as  

𝛥𝛥𝐼𝐼𝐿𝐿 = 𝐼𝐼𝐿𝐿 × 𝛥𝛥𝐼𝐼𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = 10 × 10% = 1A 

where the 𝐼𝐼𝐿𝐿is inductor current. 

The maximum output voltage ripple can be calculated as  

𝛥𝛥𝑣𝑣𝑜𝑜𝑜𝑜𝑜𝑜 = 𝑣𝑣𝑜𝑜𝑜𝑜𝑜𝑜 × 1% = 48 × 1% = 0.48v 

Inductor value is calculated as 

𝐿𝐿 = 𝑣𝑣𝑜𝑜𝑜𝑜𝑜𝑜(𝑣𝑣𝑖𝑖𝑖𝑖−𝑣𝑣𝑜𝑜𝑜𝑜𝑜𝑜)
𝛥𝛥𝐼𝐼𝐿𝐿×𝑓𝑓𝑠𝑠×𝑣𝑣𝑖𝑖𝑖𝑖

    = 1.31017mH 

Output capacitor value is found as  

𝐶𝐶 = 𝛥𝛥𝐼𝐼𝐿𝐿
8×𝑓𝑓𝑠𝑠×𝛥𝛥𝑣𝑣𝑜𝑜𝑜𝑜𝑜𝑜

    = 0.51243uF 

The design parameters of DC-DC buck converter used in 
proposed charging system are listed in TABLE II. 

TABLE II. Design Parameters of Proposed Charging System  

Parameter Values 

Input DC Voltage 

Output DC Voltage 

Maximum Output Current  

Applied Switching Frequency 

Filter Inductance 

Filter Output Capacitance 

Max Inductor Ripple Current  

Output Voltage Ripple 

312v 

48v 

10A 

31kHz 

1.31017mH 

0.51243uF 

1% 

1% 

III. SIMULATION AND RESULTS ANALYSIS 

A complete circuit was developed in the MATLAB 
Simulink using the calculated and designed parameters to 
analyze the performance of the proposed system as shown in 
Fig.3. The MATLAB functional block consists of MPI 
equations as explained in section IIA. The desired voltage and 
actual voltage are then compared and based on that the PWM 
is generated at a frequency of 31kHz with the help of PI 
controller.    

 
Fig. 3: Proposed MPI system 

Figs. 4-8 show the direct comparison for different input 
voltages and loads for 48V output voltage. Both conventional 
PI and propose MPI used the same kp and ki values. The result 
shows that the conventional PI controller has high overshoot 
than that of the proposed modified PI where a settling time of 
0.01s has been achieved. The conventional PI struggles for 
stabilizing the overshoot voltage when the input voltage and 
load changes whereas the proposed modified PI can handle 
this scenario easily and no overshoot happen during that case. 

From Figs. 5-6 it is observed that the maximum overshoot 
of the output voltages of the buck converter increases 192.7% 
to a maximum of 206.25% for conventional PI controlled 
buck converter when the input voltage changes 290V-335V 
from its base voltage 312V for a fixed load of 30 ohm. On the 
other hand, the maximum overshoot of the output voltages of 
the buck converter increases 130.2% to a maximum of 
209.3% for conventional PI controlled buck converter when 
the load changes from 10 ohms to 50 ohms for a fixed input 
voltage of 312V as shown in Figs. 7-8. When input voltage 
312V and load 50 ohm the overshoot was maximum which is 
209.3%. The results conclude when the load increases from 
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base 30 ohm value the overshoot increases greatly as depicted 
in Fig. 9. This large percentage of overshoot is not suitable 
for EV’s battery charging applications. Interestingly, a 
negligible overshoot of the output voltage of the buck 
converter exists while using the modified PI controller.  

 

Fig. 4: Simulated Result for Vin 312 Vo 48 and load 30 ohm 

 

Fig. 5: Simulated Result for Vin 290 Vo 48 and load 30 ohm 

 

Fig. 6: Simulated Result for Vin 335 Vo 48 and load 30 ohm 
 

 
Fig. 7: Simulated Result for Vin 312 Vo 48 and load 10 ohm 

 

Fig. 8: Simulated Result for Vin 312 Vo 48 and load 50 ohm 

 
Fig. 9: Parameters for conventional PI 

The voltage-gain transfer function for the proposed 
modified PI controlled buck converter calculated by 
MATLAB was found to be. 

2.542𝑒𝑒𝑜𝑜7
𝑆𝑆2+6.933𝑒𝑒𝑜𝑜7𝑠𝑠+ 7.705𝑒𝑒10

   (4) 

The Bode diagram and pole-zero map for the proposed 
modified PI controlled buck converter as illustrated in Figs. 
10 and 11, respectively, which confirms the stability of the 
system since all the poles of the voltage gain transfer function 
lies on the unit circle in the z-plane. 
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Fig. 10: Simulated Bode Diagram  

 
Fig. 11: Simulated Pole-Zero Map 

IV. CONCLUSION 

This paper emphasized on controlling the buck converters 
output voltage overshoot and settling time using a modified 
PI controller. A comparison of complete analysis of 
conventional PI and with the proposed modified PI has been 
investigated. The result shows that the maximum overshoot 
of the output voltage of the buck converter varies in the range 
130.2% - 209.3% for the conventional PI controller-based 
buck converter when the input voltage and load changes, 
whereas the performance increases significantly with almost 
no overshoot while using the proposed modified PI controller 
based buck converter for a desired settling time of 0.01s. This 
modified PI controller-based buck converter, which has less 

settling time with negligible overshoot, will be very useful for 
EV’s battery charging systems. 

V. FUTURE WORK 

A hardware prototype of the proposed system and its 
performance analysis will be presented in near future to 
confirm the viability of this simulation work. 
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Abstract—The challenge of keeping pace with the growth of 

population is synchronizing with the advancement of the 
technology. As a developing country it is difficult to sustain the 
balance between the increased inhabitants of Bangladesh and 
the total energy consumption. Machine learning (ML) can used 
to forecast the demand of energy consumption including 
production, organization and conservation of energy for the new 
buildings with respect to the citizens. This paper introduces a 
prediction analysis of energy consumption of a residential 
apartment using different machine learning models including 
multiple linear regression (MLR), random forest (RF), support 
vector machine (SVM), and k-nearest neighbors (KNN). While 
analyzing the models, the energy consumption data of twelve 
months from an apartment in Chittagong-district situated in 
Bangladesh was used. The analyses confirm the most effective 
model used for such energy demand criteria of residential 
buildings of that location. The outcome of the prediction method 
reveals that random forest (RF) model can reach to the best 
accuracy with the highest performance parameters. 

Keywords—energy consumption, machine learning, 
prediction, performance, learning models. 

I. INTRODUCTION 

Energy demand of a country renders crucial role to the 
ecosystem along with the development. Imbalance of energy 
consumption and demand can lead to the agony of the citizens 
in large scale. Around a decade, the emerge of machine 
learning models has taken part in almost every sector of global 
progress especially in energy consumption analysis. 
Moreover, forecasting of energy consumption building 
nowadays has highly subjected some prominent algorithms in 
machine learning to improve the conservation and modeling 
[1] [2]. In different area of application, the structure seems to 
represent different accuracy [2] [3]. In addition, support vector 
machine, gaussian mixture model, different neural networks 
and even new hybrid methods can be used in multiple 
platforms while acknowledging prediction analysis of energy 
demand or consumption [4] [5] [6]. Deep neural networking 
in high computational extent can sustain greater accuracy in 
different demanding proposals [7] [8].  In contrast, artificial 
neural network enables estimation to a certain level of interest 
where the goal focuses to the high precision in energy use [9] 
[10]. Besides depending on the feature extraction and the load 
pattern other machine learning models can signify the 
intention of conspicuous energy consumption. Reference [11] 
provides the most absolute outcome of the energy 
consumption forecast using support vector regression (SVR) 
machine based on cooling loads. Furthermore, improved 
results have been achieved while introducing k-shaped 
clustering before applying the SVR model [12]. On the other 

hand, hybrid models can attain the standard of accuracy while 
concerning the demand of short-term energy use [13]. Such 
classification approach highly enlarges the performance of the 
system while implementing on other algorithms in numerous 
feature analysis [14]. However, acknowledging temperature, 
humidity, solar parameters along with more factors, the 
gaussian mixture regression (GMR) even in heating, 
ventilation & air conditioning (HVAC) has conducted solid 
assessment of estimation [15] [16].  

The major influences that can diversify the rate of demand 
in energy based on complex figures and uncertain features. In 
Bangladesh, around 50% of total households have domestic 
connections from 21.8 million grid connected consumers. 
Others are mostly commercial or industrial, where the total 
power generation is approximately 13,000MW. In favour of 
the growth, the intricate nature of preserving the energy 
demand is a challenge for the country. Among few of the 
implementation of machine learning in prediction models, this 
country has already accepted the peripherals [17] [18]. 
Besides, some machine learning algorithms have interestingly 
improved the building of energy consumption in non-
residential sectors outside Bangladesh [19] [20]. Reference 
[21] and [22], applies such instances of promising accuracy in 
residential area holding the features with complication.  

This paper emphasizes on different energy consumption 
prediction models of machine learning based on certain 
feature points like temperature, humidity, electric bill etc. The 
methods are evaluated by coefficient of determination (R2), 
mean absolute error (MAE), mean square error (MSE), root 
mean squared error (RMSE), and coefficient of variance (CV). 
The energy demand assessment has been analyzed with 
different machine learning  models including multiple linear 
regression (MLR), random forest (RF), support vector 
regression machine (SVR), and k-nearest neighbors (KNN).  

The content of the paper is coordinated as follows: Section 
II upholds the dataset formal with detain; Section III presents 
the mathematical and understanding of different models; 
Section IV illustrates various performance parameters; 
Section V analyses the results of the predictive outcomes and 
finally draws conclusion according to the final remarks. 

II. DATASET FORMATION 

The dataset represents energy related factors of a six-story 
residential building including the ground floor having six 
types of flooring size in Chittagong district located in 
Bangladesh having the parameters of table 1. Various related 
features like area (square feet), occupancy, daytime 
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temperature (℃), nightly temperature (℃), average 
temperature (℃), daily sunshine (hours), average rainfall 
(mm), rainy days (days), sea temperature (℃), humidity (%), 
windspeed (kph), number of rooms, and price (BDT-
excluding demand, vat, and other charges) are considered 
along with the 12 month of daily energy consumption from 
1st January 2020 to 31st December 2020. Having six different 
types of flats each consisting of eight floors, the whole 
apartment contains 48 flats and 392 rooms in total which have 
been demonstrated in the table I. Likewise, the information 
of the consumption is being collected manually from the 
digital electric meter. The data-formation has 576 samples 
while observing all the obstacles that have limited the 
possible outcome. The entire dataset has been recorded as 
*.csv (comma separated values) file for simulation purpose. 

TABLE I.  BUILDING FORMAT 

Type of flats No. of 
floors Size (square feet) No of rooms 

A 

8 

1415 9 

B 1214 8 

C 1206 8 

D 1385 9 

E 935 7 

F 1047 8 

III. MACHINE LEARNING MODELS 

The machine learning methods include multiple linear 
regression (MLR), random forest (RF), support vector 
regression (SVR), and k-nearest neighbors (KNN) which are 
constituted below.  

A. Multiple Linear Regression (MLR) 

More than one input features can be related to the 
dependent feature that is the energy consumption while 
utilizing multiple linear regression model. Denoting 𝑥𝑥0 as the 
constant or the intercept, 𝑝𝑝 and 𝑛𝑛 as the observations, 𝛽𝛽𝑝𝑝 as 
the coefficient for each independent feature of 𝑝𝑝𝑡𝑡ℎ  sample, 
𝑥𝑥𝑒𝑒(𝑝𝑝) as the variable of 𝑝𝑝𝑡𝑡ℎ sample, and ∈ as the error term of 
the fitted model; the energy consumption (𝑦𝑦𝑒𝑒) of our dataset 
can be presented as, 

𝑦𝑦𝑒𝑒 =  𝑥𝑥0 +  ∑ 𝛽𝛽𝑝𝑝𝑥𝑥𝑒𝑒(𝑝𝑝)
𝑛𝑛
𝑝𝑝=1 + ∈  (1) 

B. Random Forest (RF) 

Comprising of many adaptable decision trees with the 
ability of executing both regression and classification 
problems, the RF can compute with most effectiveness. Each 
tree contributes highly which predicting the best solution by 
voting. The ideology of acquiring highest accuracy in the 
sense of merging the training sets called by ‘bagging’ process, 
is used to ensemble the trees in this supervised algorithm. 
Hence, at the time of processing the model itself introduces 
certain randomness while equally spitting the subsets among 
the decision trees. The goal of such method is to recognize the 
best among all the features in each set. Consequently, this 
leads to better estimation process for any application. 

C. Support Vector Regression (SVR) 

The SVR can effectively handle outliers in any model by 
separating the target values and the provided data into high-
dimensional hyperplanes. Different kernel functions are used 
to determine support vector classifier or regressors such as 
polynomial, linear, sigmoid, radial (radial basis function-
RBF) etc. Moreover, without the transformation these 
functions can easily evaluate the correlation between each pair 
of points assuming them in greater dimensions. This 
phenomenon is known as the ‘kernel trick’ which eases the 
assessment of computation. The polynomial kernel uses the 
equation 2 for calculating the relations, where x and y are the 
observations of independent and dependent feature 
respectively, r is the polynomial-coefficient, and d is the 
polynomial-degree. 

{(𝑥𝑥 × 𝑦𝑦) + 𝑟𝑟}𝑑𝑑    (2) 

 The equation 3 validates the radial function where γ 
weights the squared-distance and the impact. Unlike 
polynomial, RBF deals with infinite number of dimensions 
encouraging both taylor series expansion method and dot-
multiplication. On the other hand, the linear kernel is 
associated with the equation 4, where n is the number of 
observations. 

𝑒𝑒−𝛾𝛾 (𝑥𝑥−𝑦𝑦)2    (3) 

𝑘𝑘(𝑥𝑥,𝑦𝑦) =  ∑ 𝑥𝑥𝑡𝑡𝑦𝑦𝑡𝑡𝑛𝑛
𝑡𝑡=1    (4) 

 Most functions allow dot-multiplication for assessing the 
relationship while r, d, and γ are determined by cross-
validation. 

D. k-Nearest Neighbors (KNN) 

Being able to use in both classification and regression 
model, KNN operates with ‘k’ as the number of points closest 
to the required observation to find the distance using distance-
measurement techniques. These techniques popularly include 
Manhattan, and Euclidian. A regressor would find the mean 
of the distance of total ‘k’ points and assign that to the new 
one. The process stabilizes until the predictive point is in 
optimal state. In contrast, a classifier assigns the majority 
voted group-points as the predictive point where the ‘k’ has to 
be an odd value. The corresponding equation 5 and 6 are allied 
with Euclidean and Manhattan distance measuring methods 
respectively, where x and y are the observations and the m is 
the total number of samples. 

𝑑𝑑 (𝑥𝑥, 𝑦𝑦) =  �∑ (𝑥𝑥𝑖𝑖 − 𝑦𝑦𝑖𝑖)2𝑚𝑚
𝑖𝑖=1   (5) 

𝑑𝑑 (𝑥𝑥, 𝑦𝑦) =  ∑ |𝑥𝑥𝑖𝑖 − 𝑦𝑦𝑖𝑖|𝑚𝑚
𝑖𝑖=1    (6) 

IV. PERFORMANCE PARAMETERS 

For evaluating outcomes from all the models, the 
specifications as coefficient of variance (CV) for both test and 
train dataset, coefficient of determination (R^2), mean 
absolute error (MAE), mean square error (MSE), and root 
mean square error (RMSE) are being figured out and 
compared. The simulation environment used in the purpose of 
modelling is the Spyder IDE (integrated development 
environment). As the objective is to apply regressors, the R^2 
holds the variance of targeted outcome figure which possess 
the equation 7. The more the value of R^2, the better the model 
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performs. Additionally, the CV retains the total amount of 
distributed figures concerning with the computed mean that 
can be calculated through equation 8. The lesser the value of 
CV, the performance of the model gets better. Finally, the 
RMSE presents the overall term of error in a model regarding 
in the form of root-mean-squared which can be represented by 
the equation 9. Furthermore, the predictive inaccuracies of the 
model have to go through standard deviation in order to 
acquire the RMSE of the model. 

𝑅𝑅2 =  [
∑ �𝑦𝑦𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝,𝑝𝑝 − 𝑦𝑦�𝑝𝑝𝑑𝑑𝑝𝑝𝑑𝑑�

2𝑁𝑁
𝑝𝑝=1

∑ �𝑦𝑦𝑝𝑝𝑑𝑑𝑝𝑝𝑑𝑑,𝑝𝑝 − 𝑦𝑦�𝑝𝑝𝑑𝑑𝑝𝑝𝑑𝑑�
2𝑁𝑁

𝑝𝑝=1
× 100] %  (7) 

𝐶𝐶𝐶𝐶 =  [
�∑ �𝑦𝑦𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝,𝑝𝑝 − 𝑦𝑦𝑝𝑝𝑑𝑑𝑝𝑝𝑑𝑑,𝑝𝑝�

2𝑁𝑁
𝑝𝑝=1

𝑁𝑁−1

𝑦𝑦�𝑝𝑝𝑑𝑑𝑝𝑝𝑑𝑑
× 100] %  (8) 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = �∑ �𝑦𝑦𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝,𝑝𝑝 − 𝑦𝑦𝑝𝑝𝑑𝑑𝑝𝑝𝑑𝑑,𝑝𝑝�
2𝑁𝑁

𝑝𝑝=1
𝑁𝑁

   (9) 

where the y_(predict,i) is the predicted energy consumption, 
y_(data,i) is the actual energy consumption or the test data, N 
is the sample size, and y ̅_data is the average of the energy 
consumption. 

After evaluation, the performance parameters from the 
models in predictive energy consumption is listed in Table I. 
The main dataset has been split into 50:50 ratio (test:train) 
while computing the analysis. 

TABLE II.  PERFORMANCE PARAMETERS 

Model 
Name 

𝑹𝑹𝟐𝟐 
(%) 

𝑴𝑴𝑴𝑴𝑴𝑴 𝑴𝑴𝑴𝑴𝑴𝑴 𝑹𝑹𝑴𝑴𝑴𝑴𝑴𝑴 𝑪𝑪𝑪𝑪𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕 
(%) 

𝑪𝑪𝑪𝑪𝒑𝒑𝒑𝒑𝒕𝒕𝒑𝒑𝒑𝒑𝒑𝒑𝒕𝒕 
(%) 

MLR 38.06 67.87 6894 83.03 17.8 11.25 

KNN [k=5] 36.22 67.44 7099 84.25 17.8 13.26 

RF 56.88 52.72 4799 69.27 17.8 14.61 

SVR (RBF) 32.32 0.65 0.68 0.82 2469 -874.92 

SVR 
(Linear) 

33.27 0.64 0.67 0.82 2469 -506.84 

SVR 
(Polynomial
: degree=5) 

36.47 0.63 0.64 0.80 2469 -1771.90 

The RF model responds well corresponding to the 
consumption rather than other models of the building. 
Securing 56.88% of coefficient of determination, RF has less 
coefficient of variance comparing with others. Fig. 1 exhibits 
the comparison among models where the scatter plotting 
represents the real and estimated points. Likewise, the black 
line is just the centre line where the test value is equal to 
estimated value. The RF can easily disperse along the line 
apart from other machine learning methods that have been 
used. The total energy consumption from the apartment is 
around 340MW per year. Such analysis can definitely 
amplify the process of managing energy demand throughout 
the country effectively. Besides, it will escalate the progress 
rate of the entire energy system along with scope of future 
analogical experiments. 

 
(a) MLR model  

 
(b) KNN model  

 
(c) RF model  

 
(d) SVR (polynomial kernel) model: with standardizat ion 
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(e) SVR (polynomial kernel) model: without  standardizat ion 

Fig. 1. Accuracy comparison among the models (a-e). 

The RF method has been used to illustrate the correlation 
of individual variable responding with energy consumption 
as shown in Fig.2. Observing the change in each diagram 
appeared in Fig.2, dependent variables which have been 
considered in the dataframe according to our building 
parameter have steady transformation according to the energy 
consumption except the electricity bill (Price-BDT). 
Depending on the geographical features the outside weather 
is not so variant in nature, which leads to lower range of 
changing parameters. However, such patterns will  cause 
prediction of energy consumption differently. 

 
(a) Energy consumption vs average temperature 

 
(b) Energy consumption vs average rainfal l  

 
(c) Energy consumption vs dai ly sunshine 

 
(d) Energy consumption vs daytime temperature 

 
(e) Energy consumption vs humidity 

 
(f) Energy consumption vs nightly temperature 
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(g) Energy consumption vs rainy days  

 
(h) Energy consumption vs sea  temperature 

 
(i) Energy consumption vs wind speed  

 
(j) Energy consumption vs wind speed  

 
(k) Energy consumption vs number of rooms 

 
(l) Energy consumption vs room area  

 
(m) Energy consumption vs occupancy 

Fig. 2. Invidual correlation of input-output data (a-m) using RF model 

V. CONCLUSION 

The paper emphasizes on energy prediction analysis on 
demand purpose using different machine learning models: 
multiple linear regression (MLR), random forest (RF), 
support vector regression machine (SVR), and k-nearest 
neighbors (KNN). Table 2 identifies the correlations among 
the features that have been assembled systematically for 
presenting the features associated with each method. Among 
four models, RF can deal with the relationship among the 
provided feature categories. Yet other models like MLR, 
SVR_poly, and KNN has performed similarly for the 
peripherals of such energy data of building in Chittagong. 
Nevertheless, the performance in R^2 is not so good. All the 
models show poor figures which can be the reason of multi-
variant nature among the independent variables 
corresponding to the dependent one. However, the models 
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can be effectively applied for the prediction of demand 
analysis for the energy consumption. 

VI. FUTURE WORK 

Future study on this paper is required where more samples 
will be considered along with more in-depth survey of hourly 
data configuration for energy consumption. Other machine 
learning models like deep neural network, gaussian process 
regression, gaussian mixture regression model etc. will be 
taken into consideration for much extensive analysis. This 
paper will also acknowledge some profound features for 
further analyzation. Besides, the work method can also be 
adapted in other figures with different structures. 
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Abstract- In this work we have reported Pd/GO FET 
nanocomposite field effect transistor (FET) based 
acetone sensor. Pd nanoparticle loaded graphene oxide 
(GO) was prepared by one step spray coating 
technique at room temperature. The morphological 
and structural characterizations of developed pure GO 
and Pd/GO samples were performed with field 
emission scanning electron microscopy (FESEM), 
Raman spectroscopy and UV-Vis spectroscopy 
techniques. The effect of gate voltage on sensors at 
different temperature range (25- 75˚C) was 

investigated by IDS-VGS characteristic. GO and Pd/GO 
FET sensors showed optimum response at 50 ˚C 

temperature with and without applied gate voltage. 
The response of Pd/GO FET sensor was around 8 % 
under zero gate voltage (VGS= 0 V) at operating 
temperature of 50 ˚C. Due to the application of gate 
voltage near Dirac point voltage (VGS ≈Vdirac), both the 
sensors showed a significant increment in the response 
magnitude where pure GO exhibited 22 % and Pd/GO 
exhibited 45 % response in the exposure of 80 ppm 
acetone at 50 ˚C. The Pd/GO FET sensor showed ~6 
times amplification in sensitivity as the consequence of 
applied gate voltage. 

Keywords- Pd/GO hybrid, FET, acetone sensing, 
Amplified sensitivity 

I. INTRODUCTION 

Volatile organic compound (VOC) detection 
attracted a significant attention in sensing field due 
to their extensive application in detection of toxic, 
hazardous and flammable VOCs in pharmaceutical, 
water treatment, automotive industry, beverage 
industry, power plants, medical diagnosis, air 
quality treatment and food processing [1,2].  In a 
more specific and influential way, acetone is a 
breath marker for diabetes and halitosis disease and 
offer a valuable research perspective in detection of 
acetone in exhaled breath for disease monitoring and 
diagnosis [3].   In general, VOC sensor operates on 
a principle where surface interaction of sensing layer 

with target VOC results in modulation of electrical 
properties [4]. A variety of materials are involving 
as sensing layer like nanoscale semiconducting 
metal oxides [5,6], 2D materials, stable polymers [7] 
and thin metal films [8] etc. but among all of them 
2D nanomaterials such as graphene, chalcogenides 
etc. and their composites attracted much attention 
due to their outstanding inherent properties such as 
good compatibility with environment, high specific 
surface area, high activation energy, room 
temperature stability, ballistic transport, fast 
response and low cost detection of VOC’s[3,6, 

9,10].  
Since last two decades, graphene and their 
derivatives like graphene oxide (GO) and reduced 
graphene oxide (RGO) based gas/vapor sensors have 
been explored significantly due to their exciting 
properties like extremely high effective surface area, 
high mobility, electrical conductivity and easy 
functionalization properties [11]. However, research 
data also envisage that surface modified graphene 
has a greater number of defects and impurities which 
drastically improved the sensitivity and other 
sensing performances [3,6,9]. Incorporation of other 
sensing materials in GO improves its gas sensing 
properties and offers high sensitivity, fast response 
and recovery, long term stability etc. More 
significantly, GO based nanocomposites showed 
highly selective behaviour toward a target VOC. Bo 
Zhang et al reported RGO/α-Fe2O3 based acetone 
sensor and showed that mixing of RGO with metal 
oxide results in fast response and recovery with 
moderate sensitivity at 100 ppm but at high 
operating temperature (225˚C) [5]. Similarly, 
Pengpeng Wang et al reported ZnO/GO sensor for 
breath acetone detection with 35.8 % response for 
100 ppm of concentration at relatively high 
operating temperature (240˚C) [9]. Noble metals 

(Ag, Au, Pd, Pt) nanoparticles functionalization on 

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 1099



  
 
Fig. 1 FESEM images of pure GO (a), Pd/GO (b) and high-resolution image of Pd/GO samples on Si/SiO2 substrate.  

GO sensing layer influence sensing performance by 
their electrical and chemical sensitization 
mechanism [10, 12-15].  Ali Esfandiar and 
coworkers have shown the influence of Pd 
nanoparticles on WO3/GO composite in hydrogen 
sensing performance. The sensor response was good 
enough with moderate operating temperature (100 
˚C) with outstanding response and recovery (less 

than 1 min) [14].  
Besides the above mentioned advantages of GO 
composite, graphene and its derivatives also proved 
its potential in field effect transistors (FET) structure 
for efficient gas/VOC sensing. 
  Owing to the tuneable bandgap, limited majority 
carrier concentration, pure 2D structure, graphene 
and its derivatives exhibit field controlled current 
conduction in it [16-18]. Current in the graphene 
oxide channel can modulate significantly by 
applying suitable gate voltage in FET configuration 
that significantly improves the gas/vapor sensing 
performance of GO FET. A limited number of 
reports have been found on GO based FET system 
for gas sensing purpose [19,20].  
In this work, we are reporting Pd/GO FET sensor 
system for the detection of acetone vapor at 
temperature range 25-75 ˚C. Here our main focus to 
study the effect of Pd nanoparticles loading on GO 
channel and the application of back gate bias                                                                                
voltage on acetone sensing performance of Pd/GO 
FET. The GO and Pd/GO FET sensors were 
fabricated on SiO2/Si substrate by one step spray 
coating method. The attachment of Pd nanoparticles 
on GO surface was investigated by using scanning 
electron micrograph which demonstrated uniform 
distribution of GO sheets and as well as Pd 
nanoparticles with no aggregation. The effect of gate 
voltage on sensors at different temperature was 
investigated with IDS-VGS characteristics study and 
the effect of gate voltage on sensing performance of 
sensors was examined by exposing them to 80 ppm 
acetone at applied VGS and different temperatures. In  

last, a possible sensing mechanism of proposed 
sensors was discussed.   

II. EXPERIMENTAL 

(a) Synthesis of nanocomposites 

 0.2 wt% (>80%, flake size: 0.5-5 µm; purchased 
from graphene supermarket) graphene oxide (GO) 
aqueous solution was prepared and further solution 
was ultrasonicated for 1 h for better dispersion. 1 M 
noble Pd nanoparticles solution was prepared by 
adding 0.17 gm palladium chloride (PdCl2) into 1 L 
deionized water with continuous stirring at room 
temperature. Later, Pd nanoparticles solution was 
stabilized by adding diluted HCL dropwise with 
continuous sonication.   
Boron-doped, ~500 µm thick <100> SiO2/Si 
substrate having SiO2 thickness of 90 nm was used 
as a substrate for the nanocomposite formation with 
resistivity of Si in the range of 0.001-0.005 Ω-cm. 
10-20 µl GO solution was deposited on substrate by 
spray coating technique in air at the room 
temperature and sample is marked as S1. On the 
other hand, Pd/GO nanocomposite was synthesized 
by depositing 10-20 µl GO dispersion and then Pd 
nanoparticle solution in the same amount on 
substrate at room temperature and marked as S2.   
After drying the samples, a thermal annealing was 
carried out on both the samples for 4 h at 250 ˚C 

temperature to achieve the thermal stability.  

(b) Device fabrication 

To fabricate the back gated field effect transistors, 
both top and bottom electrodes was deposited. Back 
gate contact was taken by selective removal of 
backside (1 mm×1 mm) SiO2 layer of the substrate 
by HF etching with the help of negative photoresist.  
Top Au source and drain electrodes of thickness 150 
nm was deposited by electron beam evaporation unit 
by using Cu physical mask.  

 

IEMTRONICS 2021 (International IOT, Electronics and Mechatronics Conference)

Page 1100



 

(c) Material characterizations 

Morphology of both the samples was characterized 
by field emission scanning electron microscopy 
(FESEM) technique. Structural properties and 
bandgap of samples was identified by Raman 
spectroscopy and UV-Vis spectroscopy techniques, 
respectively.  

(d) Sensing characterization 

GO and Pd/GO FET sensors were characterized by 
placing them inside a closed glass chamber with 
volume 450 ml. The glass chamber was then placed 
on a heating coil to vary the temperature from 25 to 
75 ˚C. The sensors were characterized on a static 
mode gas sensing technique, where acetone was 
injected by micro syringe (Hamilton 705RN 50UL 
SYR) and sensors were recovered by continuous 
flowing of 450 SCCM air by mass flow controller 
(MFC). The reading of FET sensors was taken by 
the help of two source meters (keithley 6487).  To 
measure the injected acetone Concentration 
(volume: V1); C (ppm)=2.46 × (V1D/VM) × 103 

relation was used, where D (gm/mL), M (gm/mol) 
and V (Lit) represent density of liquid, molecular 
weight of liquid and volume of vaporization 
chamber respectively [21,22]. Response magnitude 
(RM) of the sensors was calculated by using the 
formula RM= [(Iv- Ia)/Iv]×100 where Ia and Iv were 
the currents of the sensor in the air and acetone at 
operating temperature. The sensors were 
characterized at a constant (VDS= 1 V) bias voltage 
throughout the study with varied gate voltages 
(VGS). 

III. RESULTS AND DISCUSSIONS 

(a)  Material Characterizations  

Morphological study of both the samples done by 
FESEM as shown in the Fig. 1. Fig.  1(a) clearly 
demonstrated very thin layered GO deposition in a 
continuous manner. Pure graphene oxide image 
showing discontinuity into the ordered structure and 
random aggregation of layers and forming a uniform 
distribution (Fig. 1a). Fig. 1b is showing Pd 
nanoparticle distributed on GO layer which is placed 
on SiO2/Si substrate.  Uniform, compact and 
continuous distribution of nanoparticles was 
observed in S2 (Fig. 1b).  High resolution image of 
Pd/GO represented by arrow, demonstrating average 
diameter of Pd nanoparticles around 20-30 nm. 
Raman spectroscopy scan from 1000 to 2500 cm-1 is 
displaying in (Fig. 2a) to identify the defect density 
in samples and to compare the change in GO 
properties after addition of noble Pd nanoparticles. 
Two characteristic peaks of graphene were found in 
pure GO sample at around 1344 cm-1 (D band) and 
1608 cm-1 (G band). Both the peaks were also found 
in Pd/GO sample with slight shift in peaks towards 
the lower wave number at 1337 (D band) and 1590 
cm-1(G band) as shown in Fig. 2a. Shifting in peaks 
may be due the strong bonding and carrier transfer 
between Pd nanoparticle and GO.  The D peak to G 
peak intensity ratio in pure GO was 0.92 and in 
Pd/GO was 1.39. The increase in relative intensity 
of D peak reveals increase in number of disorders 
due to the incorporation of Pd nanoparticles (Fig. 
2a).   
UV-Vis spectra of pure GO and Pd/GO samples is 
showing in Fig. 2b.  Absorbance is high in Pd loaded 
sample compare to the pure GO as depicted in UV 
Vis spectra in Fig. 2b. Pd nanoparticle loaded 
sample has an absorption edge at 274.8 nm while 
pure graphene oxide sample showing its absorption 
edge at 330 nm. Pure GO has a bandgap of 3.7 eV 
and their mixing with Pd nanoparticles (noble metal) 
  

                           

                           Fig. 2 (a) Raman spectra and (b) UV-vis spectra of pure GO, Pd/GO on Si/SiO2 substrate.   

(a) (b) 
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Fig. 3 ID- VGS characteristics of both FET sensors i.e GO and 
Pd/GO in air under VDS= 1 V at a temperature range 25 °C - 75 
°C.  

show modification in bandgap and resulting 
bandgap was 4.5 eV in Pd/GO nanocomposite.   

(b) I-V Characteristics of GO and Pd/GO FET sensors at 
different temperatures 

Fig. 3 is showing IDS-VGS characteristic of both the 
GO and Pd/GO FET sensor in air for temperature 
range 25 ˚C- 75 ˚C. Modulation in the baseline 

current from GO to Pd/GO FET sensor was due to 
the conductivity difference between GO (p-type) and 
Pd nanoparticles (n-type). In Pd/GO FET sensor, 
accumulation/depletion of charge carriers between 
GO and Pd nanoparticles show shift in device 
current at (VGS= 0V) and simultaneously in dirac 
point towards right as shown in the fig. 3. GO has 
very low majority charge carrier concentration and 
at applied VGS the drain current start decreasing and 
at a particular voltage the drain current (IDS) was 
found lowest with negligible carrier concentration. 
The value of Vdirac was related to the carrier 
concentration between source and drain terminal. As 

showing in the fig. 3, at each temperature range the 
value of the dirac point is contact for the both 
samples; for GO observed dirac point voltage was 
1.8 V and for Pd/GO was 2.2 V.  After dirac point 
the conductivity of the samples get changed as 
displayed in fig. 3.  

(c) Acetone sensing performance with two terminals 
(VGS= 0 V) 

GO and Pd/GO FET sensors were tested for 80 ppm 
of acetone at (VGS= 0 V) under the temperature range 
25 to 75 ˚C as shown in Fig. 4. Response of the 
samples were increased linearly with increasing 
temperature and get saturated at 75 ˚C. At 25 ˚C, 

pure GO FET sensor was showing 4 % response 
with incomplete recovery and on the other side 
Pd/GO FET sensor was showing slightly high 
response around 6 % at VGS= 0 V, as shown in Fig. 
4a. However, 50 ˚C was considered as optimized 
temperature due to the favourable response for 
Pd/GO FET sensor around 8 % compare to the other 
temperature at VGS= 0 V as shown in Fig. 4b. At 
higher temperature (75 ˚C), the response value of 
both the sensors gets decreased, from (fig. 4c). 
Moreover, Pd/GO showed high response magnitude 
for all the temperature range compare to pure GO at 
zero gate voltage possibly due to the electrical and 
chemical sensitization effect of Pd nanoparticles 
[23,12]. 

(d) Acetone sensing performance with three terminals 
(VGS= Vdirac) 

Fig. 5 shows the sensitivity modulation under the 
effect of applied gate voltage on GO and Pd/GO FET 
sensors for 80 ppm acetone and for the temperature 
range from 25 to 75 ˚C. Both the sensors were 

optimized under applied gate to source voltage 
which is very closed to the Dirac point voltage and 
have a different value for both the samples; for GO 
applied VGS= 1.7 V and for Pd/GO applied VGS= 1.9 
V. The value of response magnitude significantly 

 

 

 

 

 

 

Fig. 4 The response variation curve of both FET sensors; GO and Pd/GO at 80 ppm acetone exposure with zero gate voltage at operating 
temperature (a) 25 °C, (b) 50°C and (c) 75 °C.

(a) (b) (c) 
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Fig. 5 (a) The response variation curve of both FET sensors; GO and Pd/GO at 80 ppm acetone exposure with corresponding applied gate 
voltage at operating temperature (a) 25 °C, (b) 50°C and (c) 75 °C.

get increased at applied VGS and increase linearly 
with the applied temperature (Fig. 5). Here also the 
highest response value found at 50 ˚C applied 

temperature and showing response magnitude of 22 
% and 45 % for GO and Pd/GO FET sensors 
respectively, at their corresponding VGS as shown in 
(Fig. 5b). Moreover, response magnitude of sensors 
was comparably very high at applied VGS at all the 
temperature range than zero gate bias. In contrast, 
Fig. 5 confirms that applied back gate voltage plays 
a key role in sensitivity modulation for both the 
sensors even at very low operating temperature (25 
˚C).  

The general mechanism in acetone sensing involves 
chemisorption of oxygen groups (O2-, O-) on sensing 
material and also Pd/GO sensor form a junction 
between Pd nanoparticles and GO due to their work 
function difference and show a change in device 
current [5,9,12]. Introduction of reducing vapor, 
acetone molecules reacted with pre-absorbed 
oxygen species and the trapped electrons by oxygen 
molecules get released back to the conduction band 
of sensing layer and show modulation in device 
current. In the influence of gate voltage, the 
modulation in current value will be very high as we 
found in Fig. 5, due to the low carrier density in the 
channel at VGS ≈ Vdirac and any change in carrier 
concentration by the analyte gas become very 
significant.  
 

IV. CONCLUSION 

Herein, we have prepared two sensors; GO and 
Pd/GO. Pd/GO FET sensor was showing efficient 
acetone sensing characteristics in the influence of 
applied gate voltage and Pd nanoparticles. FESEM 
image confirms the decoration of Pd nanoparticles 
on GO layer without an aggregation and 
discontinuity.  Raman spectroscopy showed the 
characteristic peaks of GO in both the samples and 
Pd nanoparticles incorporation in GO results in peak 
shift. The ambipolar current-voltage behaviour of 
GO was visualized through the IDS-VGS 

characteristics at a temperature range 25-75 ˚C in 

air. An amplified sensitivity was found in both GO 
and Pd/GO under the effect of VGS= 1.7 V and 1.9 V 
for GO and Pd/GO, respectively. Pd/GO FET sensor 
amplified response was ~6 times higher than the 
response obtained in two terminals 
configuration (VGS= 0 V) for 80 ppm acetone at 
50 ˚C operating temperature.   
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Abstract—The aviation sector has been experiencing an in-
creased revolution in the last century. It becomes a vital
transporter for different purposes such as transport, cargo,
delivery, and military purposes. The importance of aviation
attracts governments and researchers to focus intensely on the
aviation sector to improve aviation modernity and be robustness.
Recently, Cyber-Physical Systems (CPS) have emerged as intel-
ligent embedded systems to improving areas such as aviation,
smart grid, power systems, and aerospace sectors. Therefore,
CPS has become prominent and eligible for the aviation sector
to improve productivity and efficiency to meet the stakeholder’s
satisfaction. Consequently, applying the CPS to the aviation
sector opens new challenges related to system security caused by
its operation neutrality. This paper innovative a review Aviation
Cyber-Physical Systems (CPSs) framework in terms of creating
secure systems. Moreover, it discusses what are the possible
policies and solutions to make this system robust and secure.

Index Terms—Aviation systems, cyber threats, cyber
attacks,cyber-physical systems, wireless sensor network, cyber
security, physical layer security.

I. INTRODUCTION

The aviation sector developed in the last century and played
a crucial role in improving aviation’s different aspects. Avia-
tion is used for various purposes, such as transporting people,
cargo or military uses to defend or attack. These facts attracted
the governments, organizations, enterprises, and researchers to
improve the aviation sector to meet their purpose. Productivity,
efficiency, and controllability are the characteristics that are
required. Recently, emerging the cyber physical system (CPS)
attracted their intention of using this new intelligent embedded
system in the aviation and aerospace sector. The applying
of the CPS met their requirements and drove the aviation

sector to its goals. The nature of the CPS is the integra-
tion cyber world with the physical world. That integration
provides benefits and opened up the challenges represented
by the integration’s security issues and vulnerability. Aviation
uses to transport passengers, cargo, and military purposes.
This revolution makes using aviation is an integral part of
future intelligent plans, modernization of the organization and
government in the upcoming century. Besides, the aviation
management system helps in this revolution and makes the
aviation sector easier to use with less cost. These days Aviation
cyber-physical systems (ACPS) integrate the cyber layer such
as computation, network, digital storage with the physical
layer such as sensor, actuator, camera, etc. [1]. This integration
makes ACPS become an intelligent embedded system. ACPS
is acquiring valuable characteristics such as automation, effi-
ciency, controllability, productivity, which must be presented
in the intelligent systems. In contrast, integrating these systems
and applying them in aviation opened up some challenges,
such as security issues and vulnerability. Therefore, the secu-
rity of the ACPS must be addressed and investigated.

Security in the aviation cyber-physical systems must be
addressed in the earlier design. The importance of the security
of the ACPS is crucial, where the potential threat attacks
are presented as threats to the other organization. This paper
focuses on the security issues raised in the physical layer to the
application layer through the network layer. besides, it shows
in detail the typical type of attacks that execute on the cyber
and physical components with their impacts and the solution
to mitigates the threats.
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Fig. 1. Integrating cyber space with physical world

II. THE IMPORTANCE OF SECURITY IN THE AVIATION
CYBER-PHYSICAL SYSTEMS.

The urgent needs and the nature of aviation’s interoperation
make the security considerations in the first line of the
requirements. The ACPS is integrated into the two primary
layers. Each one of them has a specific attack technique
that occurs either active attack or passive. The cyber layer is
represented by any intangible components such as a network,
software, data storage, etc [1]. During transmission data,
command signals, or measurement, this transmission expose to
be damaged or data leak. On the other hand, the hacker intends
to execute their malicious action on the sensor or actuator
nodes in the physical layer. Therefore, Defense strategies and
attack detection play a pivotal role in protecting commands
and data transferred by the network.

Fig. 2. Several potential paths of cyberattackss

The nature of the propagation of signal over the ACPS
network is exposed to cyber-attacks. The security mechanisms
are applied to the sensitive part in aviation such as cargo, pas-
senger screen no-fly passengers, gates aircraft, etc., disclosing

that information to the industry or airlines in the risk. The
hackers can use some intelligent techniques to compromise
the system.

III. AVIATION CYBER-PHYSICAL SYSTEMS
ARCHITECTURE

The basic concept of the ACPS is built on integrating the
cyber layer with the physical world. This integration allows
logically combining two layers to constitute the ACPS. The
main three parts of the ACPS are the Application layer,
Network Layer and Physical Layer.Each one of these layers
its functionality relies on the one below [13]. Therefore, any
compromising to any layer will affect all systems or at least
one layer. Also, the operation way of ACPS is constrained,
so; real-time plays a vital role in this performance. Securing
each one of them is not a proper technique; the technique
has to cover all security issues in all layers. The security
technique must cover every single threat, bug, or vulnerability
presented by the malicious attack. This section shows what the
main layers that constitute the ACPS with their functionality .
Also, the proper protection technique must be using to present
stability to the system:

Fig. 3. ACPS architecture

1) Application Layer: The application layer is the layer that
stores, analysis, and adjusts the physical world to the desired
behavior. It consists of the controller of the system that decides
and releases the commands based on the measurements that
come from the Physical layer (source) [14]. The Application
layer executed a complex algorithm on the aggregated data and
transferred it back to the physical layer based on the system’s
status [2]. These layers also have sensitive data such as the
airlines, passengers, airport, etc.

Attack on the application layer has an enormous impact
on the entire system. In this layer, attacks are intended to
damages the data either by violating privacy. It happens by
leaking the data or unauthorized to this layer and manipulate
the commands released to the physical layer[2]. Unauthorized
access to this layer means that the system is driven by hackers
who maliciously intended to damages the system for their
purposes and goals. The type of attacks executes in this
layer malicious code installed in the software deceptively
or running buffer overflow against the resource to violate
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the availability and make the system unavailable [2]. Stack
holders, organizations, and governments focus on this layer
because it controls a physical layer’s operation and service.

2) Transmission Layer: The transmission layer is the layer
located between the application layer and the physical layer.
The data in this layer fragment into small pieces calling as
packets [2]. The packet is transferred and transmit, And the
transmission layer rotates. This layer’s data is transferred either
via Bluetooth, local area network, wireless, or the Internet. The
Internet is most commonly used to protect the transmitted data
[2].

Security issues arise in this layer during the transmission,
especially over wireless communication. The nature of the
wireless communication propagating the data are suspicious to
cyber attacks. In this layer integrity, confidentiality is violated
as a result that the hacker can intercept the traffic and modify
the data and inject commented data.

A. Physical Layer

The physical layer is the layer that has sensors to gathering
information and acting on the physical world to adjust the
system to work in the expected behavior. The aggregated data
can be collected either by the sensor, camera light, etc [2] .
the aggregated data is sent to the application layer to decide
and release commands to be executed by the actuator.

The security issues in this layer are various, and the hacker
can exploit some weaknesses in this layer. The limitation of
the computation resources and memory are the main target of
this equipment [15]. The hackers can use malicious action to
consume the power or compromised the equipment, and sent
an inaccurate measurement [16]. This equipment’s nature is
preferable for the hacker where the hacker can use the natural
of wireless and damage the link between the sensor and the
application layer.

IV. CYBER ATTACK ON THE AVIATION CYBER-PHYSICAL
SYSTEM AND IT SUGGESTED SOLUTION

The importance of using aviation across the world makes it
a primary goal for the hacker. They use an intelligent technique
to disclose data and identify the vulnerabilities in the system
components[17]. The hackers use a different type of attack to
get their damage tasks completed.

According, to the architecture of the ACPS, it is integrated
between the Cyber and Physical worlds. Each layer must
be applied by an appropriate mechanism to protest their
assessments, which can be, measurements, command signals,
or equipment. The cyber layer presents vulnerabilities, such as
malicious code, spoofing packets, and network protocol. In the
physical world, the equipment’s vulnerabilities or execution
throw the jamming attack [10]. Therefore, the security engi-
neer should address the security in all ACPS aspects where the
influence compromising the cyber layer affects the physical
layer directly. This section has shown the common cyber-
attacks on the CPS.

A. Evasdroping Attack

This type of attack works on intercepting any data trans-
ferred over the system network. It does not need pre-
knowledge about the system; it is just listing to the traffic.
The eavesdropping attack does not do much to the system,
such as a damaging or catastrophic consequence. It gathers
valuable information about the aviation sector assessments
either in the physical or cyber layers [18]. In the united
state all planes mandatory to be equipped with Automatic
Dependant-Broadcast (ADS-B). Its system is classified into
two parts ADS-B in and ADS-B out [3]. This system broadcast
unencrypted data of the airplane, such as location, altitude,
speed, weather, etc [3]. This broadcasting allowing anyone
can intercept these data and used them for a different purpose.
Therefore, this kind of attack can gather data about the target
to execute the attacks.

Fig. 4. Eavesdropping attack

B. Denial of Service (DOS)

Denial of Service is a typical attack that targets the network
to make the system unavailable [2]. The hackers disrupt the
network and service to make them inaccessible. The hacker
to execute this attack has some techniques to achieve the
attack [19]. For example, the hacker can target some airport re-
sources, such as preventing the air traffic management system
from sending their info to the airlines, planes, or stakeholders.
Also, the hacker has another technique by filling the buffer
of the airport systems to degrade the system performance to
make them interact slowly until being shouting down useless.

C. Jamming Attack

A jamming attack is considered an active attack and works
to disrupt the communication either by block the commu-
nication or interfered with it [8]. It has two main targets
either modification the data stream or generating a false data
stream [20]. The hackers block the links between the sensors
node, so the measurement is blocked to be transmitted to
the controller to operate services such as assigning gates, use
baggage systems, and coordinate traffic on the runway.
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Fig. 5. DOS attack

Fig. 6. Jamming Attack

D. Replay Attack

A replay attack is an attack that retransmits the data packet
maliciously to repeat the measurements or signal commands
to degrade the system [4]. Also, it aims to delay the valid
measures from source to destination by repeating the packets
[21]. These attacks compromise the sensor and actuator to
execute their malicious action.Such as repeat the command to
the aircraft to stay longer on the runway.

E. False Data Injection

A false data injection attack is an attack that violates the
integrity of the packet data transmitted over the network; what
hackers need in the malicious attack first unauthorized access
to the network and start listening to the data traffic [5]. It
does not require any knowledge about the system [5]. After
that, the hacker injects its malicious data to drive the system
to undesirable performance. False data injection can be used
against the ground station or the aircraft [22]. The ground
station packet injected directly affects the route and the arrival
time by misleading the pilot and plane system control. This
injection data drives aircraft to catastrophic consequences.
The aircraft data packet injected broadcast fabricated ADS-
B signals to the aircraft around or to the ground station

Fig. 7. Shows Replay Attack

[9]. Moreover, the connection link between the surrounding
air crafts and the ground station might be injected. The
destinations will not be able to define the valid data packet
among the enormous received.

Fig. 8. False Data injection Attack

V. THREATS IN THE AVIATION CYBER-PHYSICAL SYSTEM

Threats are actions used by a hacker to disrupt the system to
reach undesirable behavior. The aviation sector is crucial, and
addressing the threats at the beginning of designing the system
is required [10]. The threats in aviation are presented in a
different aspect [23]. It can be executed by installing malicious
software, manipulating data transmitted over the network [26].
Therefore, The threats on aviation threats are presented in the
cyber world, the physical world, or cyber-physical layers [1].
The cyber threats affect the physical world directly and vice
versa. Therefore, this section, addressing the presenting threats
in every aspect. In the cyber layer,

VI. SECURITY OF WIRELESS SENSOR NETWORK IN THE
AVIATION SECTOR

The wireless sensor network is one of the ACPS compo-
nents. This technology plays a crucial role in enhancing the
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performance of the ACPS. It is intelligent, multi-function, and
self-organizing technology [6]. It has limited the computation,
battery, and memory resources. The sensors are the main
components of the WSN and kinked each other through the
link in short range. The WSN can increase the remotely level
airport [24]. It can connect all operations such as assigning
gate, taxi, and increasing interoperation in the airport. WSN
uses widely in the aviation sector because of the low cost
and high efficiency [11] .it can be used to sense and gather
data from the physical world. Also, it is used to monitor and
observe the behavior of the physical realm and adjusted it
based on the erratic behavior. It is used in the terminals to
sense the tempretautr on the airports, lounges, stores, etc. Also,
it is used to drive the aircraft on the runway to the assigned
gate.

The importance of securing the WSN in the aviation sector
is an urgent request [25]. WSN is used to constitute in the
airport to efficiently and effectively sense-data to keep the
controller ready for any possible event. The security issues
in the WSN such as damage to a data packet or drop when
the congestion happened in the network [27]. Attacks cause
to delay responded to the action where it would lead to a
dangerous event. Also, the hacker containment the sensor
channel to send the wrong measurement or data.

VII. CONCLUSION

The aviation sector has been evolving and becomes more
efficient in the last century. The emerging of the CPS improves
the aviation operation and makes that more efficient and
effective. The CPS integrated a two-cyber and a physical
layer. Therefore, the integration increases the performance and
provide new services to airlines, stakeholders governments,
and enterprise. In contrast, it opened up new challenges to the
system where the security issues expanded and some vulnera-
bilities presented. The security engineer and researchers started
to focus on the security issues to innovate new techniques to
enhance the security and reliability in the ACPS.
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